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[1] The paucity of detectable seismicity shadows in the days/months following a main
shock has raised the question as to whether dynamic rather than static triggering could be
the main mechanism driving the seismicity at these timescales. The lack of correlation
between the stress unloading of the main fault and the typically vigourous aftershock
production taking place on it, however, suggests that the spatial heterogeneity of the
coseismic stress change could also be a factor in the apparent suppression of seismicity
shadows, at least on the main fault. Here we study whether this stress variability
can indeed be an important aspect in the stress modeling of earthquake sequences. A
rate-and-state friction model of seismicity is used, in conjunction with realistic levels of
stress heterogeneity at the earthquake nucleation scale (1–10 m, as predicted from these
friction laws), based on scale-invariant models of coseismic slip distribution. In this
model, a relatively weak on-fault quiescence is delayed by months to years because of the
high stress heterogeneity. Delayed quiescences due to slip heterogeneity are similarly
predicted at distances of up to about half the rupture length away from the fault. We also
postulate that off-fault seismicity can be significantly controlled by stress variability
that originates from small-scale crustal heterogeneity and the complexity in fault
geometries. Rather than mapping stress changes by providing a single stress value at every
grid point, these results suggest that an estimate of the likely stress variability (acting at the
nucleation scale) is also needed, especially when trying to account for the seismicity
occurring at relatively short timescales.

Citation: Marsan, D. (2006), Can coseismic stress variability suppress seismicity shadows? Insights from a rate-and-state friction

model, J. Geophys. Res., 111, B06305, doi:10.1029/2005JB004060.

1. Introduction

[2] Aftershock triggering is an ubiquitous feature of
earthquake sequences. The mean stress drop on a fault that
has experienced an earthquake typically ranges between 0.1
to 50 MPa [Hanks, 1977; Abercrombie and Leary, 1993].
That such a sudden decrease in shear stress systematically
leads to an increase of on-fault seismicity is a clear
indication that this relaxation is far from being uniform:
the surface averaged stress change is negative, but parts of
the fault must have undergone an increase in shear stress.
This has been observed by Mikumo and Miyatake [1995],
Bouchon [1997], Bouchon et al. [1998], Day et al. [1998],
Dalguer et al. [2002], Zhang et al. [2003], and Ripperger
and Mai [2004] for a number of earthquakes.
[3] On the main fault, the mean decrease of the stress

should imply that, following an initial aftershock sequence
caused by the nonuniformity of the stress drop, a quiescence
eventually develops. While seismicity shadows have been

found to be less frequently observed at short timescales
(e.g., months) than what static Coulomb modeling would
predict [Parsons, 2002; Marsan, 2003; Marsan and
Nalbant, 2005; Felzer and Brodsky, 2005], they appear to
emerge much more clearly at timescales of years to tens of
years after a large earthquake. For example, the 1857 Fort
Tejon earthquake has been found by Harris and Simpson
[1996] to produce a shadow lasting for at least 50 years, in
the sense that the known earthquake activity in southern
California mostly occurred in locations that experienced
positive Coulomb stress changes. This long-term absence
of earthquakes in the unloaded areas followed an initial
3.75 years, at least, of aftershock activity as proposed by
Meltzner and Wald [1999]. Seismicity following the 1906
San Francisco earthquake has been shown to exhibit the
same type of behavior [Ellsworth et al., 1981; Harris and
Simpson, 1998; Meltzner and Wald, 2003]. Analysis of
the aftershock sequence of the 1999 Chi-Chi earthquake,
Taiwan, by Ma et al. [2005] has shown that indeed
triggering is first observed in areas that are expected to be
stress shadows, lasting for about 3 months and hence in
agreement with the 100 day timescale of Marsan [2003]
obtained for the 1992 Landers and the 1994 Northridge
earthquakes. Quiescence can eventually be obtained for
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these zones, at longer timescales. At such timescales, it can,
however, become difficult to causally relate a change in
seismicity (be it triggering or quiescence) to the occurrence
of the main shock. For example, Ogata et al. [2003]
attributed a decrease in activity starting 6 months after the
1992 Landers earthquake to a different origin than the main
shock itself. Similarly, a clear quiescence following initial
triggering is found at the Yalova swarm, Turkey, following
the 1999 Düzce earthquake; this quiescence was apparently
not caused by a seismic event [Daniel et al., 2006].
[4] In statistical terms, the two phases of initial aftershock

triggering and longer term quiescences on the main fault can
therefore be expected to be controlled by (1) the variance
and (2) the mean of the coseismic stress change, respec-
tively. For earthquake occurrence, these two characteristics
of the on-fault coseismic stress change are thus operating at
different time scales.
[5] Many models have been invoked to explain after-

shock generation. It has been proposed that transient stress
changes can also drive this phenomenon [Gomberg et al.,
1998, 2003; Kilb et al., 2000, 2002; Voisin et al., 2000,
2004; Felzer and Brodksy, 2005; Parsons, 2005]. While the
dynamic stress becomes rapidly much greater than the static
one as one moves away from the main shock, we here
consider the specific case of on-fault seismicity, for which
both stresses are expected to be of the same order. Evidence
for on-fault triggering by dynamical stress has, however,
been proposed by Gomberg et al. [2003]. Also, it is still an
open question as to whether a perturbation lasting several
tens of seconds can cause earthquake occurrence months to
years later [Belardinelli et al., 2003; Parsons, 2005]. Another
model explains aftershock decaying rates by stress transfer
from a velocity-strengthening deep layer, therefore expecting
that both afterslip and aftershock occurrences decay at the
same rate [Perfettini and Avouac, 2004]. Such a mechanism
would, however, predict a very significant increase of seis-
micity with depth, as the reloading is made from deeper parts
of the fault.
[6] This present contribution is a study of how rate-and-

state friction modeling can reproduce the two features of
initial aftershock triggering followed by long-lasting quies-
cence on the main fault. The two fundamental working
hypotheses are that static stress drop variability matters
when considering the temporal evolution of on-fault seis-
micity, and that one can realistically relates static stress
changes to seismicity changes using rate-and-state friction.

2. Rate-and-State Friction Modeling

[7] This treatment follows the approach of Dieterich
[1994]: the quasi-static motion of a great number of fault
patches accelerating toward failure is modelled, by consid-
ering a rate-and-state friction [Dieterich, 1979; Ruina, 1983]
opposing the tectonic forcing stress. The time evolution of
the state variable follows the slowness law [Dieterich,
1986].
[8] Within this framework, the seismicity rate l(t)

evolves as l =
m
g _t

with m the stationary background rate, _t
the tectonic stress loading rate, and g a function such that
dg = dt � gdt. Here t is a quantity uniformly increasing
with time dt/dt = _t, to which stress steps {ti} occurring at
times {ti} are added. All stresses are in units of As, where A

is a constitutive parameter of rate-and-state friction, and s is
the normal stress acting on the fault. All times are in units

of ta =
As
_t
, which is thought to represent the typical

duration of an aftershock sequence (see section 2.2 for a
slightly different perspective on this). Several assumptions
are made in the following treatment:
[9] 1. There are no changes in normal stress s, as

expected for a planar fault, and s is also uniform over the
fault. Changes in normal stress can be accounted for by
replacing the shear stress t by a Coulomb stress t � mfs
[see Perfettini et al., 2003]. A nonuniform, or even a
strongly heterogeneous s, would enhance the overall stress
variability, hence the assumption of uniformity is a conser-
vative one in this study.
[10] 2. The inertial terms in the equations describing the

motion of the fault are neglected, so that any given portion
of the fault is in mechanical equilibrium at all times.
[11] 3. The changes in stress are permanent (i.e., static

stress) and are applied suddenly (i.e., no dynamical
stresses).
[12] 4. Poroelasticity and viscoelasticity effects are not

considered.

2.1. Seismicity Rate Changes

[13] For a fault initially at steady state, and undergoing
the N stress changes {ti} = t1, . . ., tN at times {ti}, the
function g is

g t < t1ð Þ ¼ 1

_t

g t1 < t < t2ð Þ ¼ 1

_t
� 1þ e� t�t1ð Þ e�t1 � 1ð Þ
n o

g t2 < t < t3ð Þ ¼ 1

_t

� 1 þ e� t�t1ð Þ � e�t1�t2 � e�t2 þ et2�t1 e�t2 � 1ð Þð Þ
n o

. . .

[14] This can be rewritten as

g ti < t < tiþ1ð Þ ¼ 1

_t
� 1 þ e� t�t1ð Þ �i

n o
ð1Þ

with the factor �i obtained in a recursive manner:

�i ¼ �i�1 e�ti þ eti�t1 e�ti � 1ð Þ ð2Þ

starting at t < t1 with �0 = 0. Note that �i � e�(ti�t1) > �1,
with large values of � obtained after strong stress decreases
t � �1 and low values after strong stress increases t � 1.
This yields a seismicity rate l(ti < t < ti+1) = m/[1 +
e�(t�t1)�i]. Denoting by L1 the extra seismicity due to t1
acting on its own (i.e., number of earthquakes caused by the
triggers in the case N = 1 of only one trigger), we get that

L1¼
Z1
t1

dt l� mð Þ

¼ m ln 1þ �1 e� t�t1ð Þ
� �h i1

t1

¼ mt1 ð3Þ
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i.e., the number of triggered earthquakes is proportional to
the shear stress change t1. In the general case of N stress
changes {ti}, this becomes

L1;...;N ¼
Z1
t1

dt l� mð Þ

¼
XN
i¼1

Ztiþ1

ti

dt
m

1þ �ie� t�t1ð Þ � m
	 


ð4Þ

with tN+1 = 1, which finally yields

L1;::;N ¼ m t1 þ t2 þ ::þ tNð Þ ¼ L1 þ L2 þ ::þ LN ð5Þ

[15] The model is therefore linear in terms of the total
seismicity changes caused by a set of triggers, although it is
not when considering finite timescales. Also, L1,. . .,N does
not depend on the exact stress history of the trigger
sequence, though the time-dependent rate l(t) obviously
does.

2.2. On-Fault Seismicity

[16] We now consider the case of on-fault seismicity
triggered after a main shock. As a first approximation, it
is assumed that only the main shock triggers seismicity. The
case of multiple interactions between aftershocks will be
studied in section 2.3. A first observation is that, in the
framework of rate-and-state friction, since the ratio of the
total number of aftershocks to the background rate L/m
equals the average stress drop t, this number should be
negative: overall, the seismicity is expected to decrease
following an earthquake. As is discussed in this section, this
only occurs at long timescales.
[17] We model the spatial variability of the coseismic

stress drop t as a Gaussian distribution with mean t < 0
(i.e., a decrease of shear stress on surface average) and
standard deviation st. We denote by l the seismicity change
for a local patch of the fault for which the stress change is
uniform, and lfault the overall seismicity change for the
whole fault:

lfault tð Þ ¼
Z

dt
1ffiffiffiffiffiffi
2p

p
st

e� t�tð Þ2=2s2t m
1þ e�t e�t � 1ð Þ ð6Þ

It can then be shown that the following occur:
[18] 1. At t = 0+ immediately after the main shock, the

response of the fault to the stress change is strongly
asymmetrical in favor of triggering: l(t = 0+) = met; hence

lfault t ¼ 0þð Þ ¼
Z

dt
1ffiffiffiffiffiffi
2p

p
st

e� t�tð Þ2=2s2t met

¼ metþs2t=2 ð7Þ

For a low variability, st <
ffiffiffiffiffiffiffiffi
2 tj j

p
immediate quiescence is

obtained (since t < 0), while high variability st >
ffiffiffiffiffiffiffiffi
2 tj j

p
will promote initial triggering, tending to lfault(t = 0+) ’
mest

2/2 as st increases.
[19] 2. At long timescales, lfault must be less than m in

order to ensure that the total number of triggered earth-

quakes is negative
Z1
0

dt lfault(t) = L1 = mt as shown in

section 2.1.

[20] The evolution of lfault with time can be studied
numerically and is shown in Figure 1 for varying values
of st. Here we take t = �100, which is a typical ratio of
stress drop (1–10 MPa) to As (0.01–0.1 MPa [see, e.g.,
Toda et al., 1998]). The existence of a triggering phase here
requires that st > 14.2. Quiescence is seen to occur in all
cases, with an early Omori decay for st > 30 only. As st
increases, the quiescence starts later but lasts longer. Its
‘‘intensity’’ (defined as the maximum departure from the
background seismicity rate) decays with st. Dependence on
st of the starting and ending times (the latter is here defined
as the time when l/m = 0.99) of the quiescence, along with
the minimum rate ratio l/m, is summarized in Figure 2.
Strong quiescence, with min l/m � 0.1, starting shortly
after the main shock at t ’ 10�2, is obtained for relatively
low st, i.e., of the order of 50 to 80, hence less than jtj. In
comparison, larger values of st lead to much longer
shadows that start much later but that are weaker, only
reducing the background seismicity rate by 50%. At large
values of jtj and st, it can be shown that the start ts of the
quiescence is well approximated by ts = �ln( 1

2
+ 1

2
erf(�t/ffiffiffi

2
p

st)); hence ts only depends on the ratio st/t. As already
mentioned, the aftershock phase can last significantly less
than 1 in the case of little disorder. This can perhaps have
some consequences when directly estimating ta from
the observed duration of a sequence. The power law decay
lfault 
 t�p of the rate in the triggering phase yields p values
typically less than 1, as observed on Figure 1. Using an
exponential fall-off of the stress distribution, with mean and
standard deviation equal to st, A. Helmstetter and B. E.
Shaw (Estimating stress heterogeneity from aftershock rate,
submitted to Journal of Geophysical Research, 2005, here-
inafter referred to as Helmstetter and Shaw, submitted

manuscript, 2005) have shown that p = 1� 1

st
, hence

p ! 1 when st ! 1.
[21] A good approximation that lends itself to simple

analytical treatment is given by a binary distribution of t:
t = t ± st with equal probability, hence keeping t and st as
the mean and standard deviation of t, respectively. In the
case of high coseismic stress variability st �

ffiffiffiffiffiffi
tj j

p
, two

regimes are found. Initial triggering decays as 1/t until t =
ln 2’ 0.69, at which time lfault = m. This time of ln 2 is found
in Figure 2 as a limit when st!1. This is then followed by
long-term quiescence, with a characteristic ending time
proportional to st, i.e., limt!1lfault = m � este�t so that
lfault tends asymptotically to m as t ! 1. This regime has a
minimum seismicity rate value lfault = m/2 independent of st,
obtained at t = st/2 (see also Figure 2, where this rate change
of 1/2 is obtained in the limit st ! 1).
[22] These observations have strong implications for the

evolution of seismicity during the earthquake cycle, as the
variability st of the coseismic stress drop not only controls
the intensity of the aftershock regime, but also, and more
unexpectedly, the duration of the following quiescence that
can develop years after this variability was coseismically
generated.

2.3. Multiple Interactions

[23] It has been hypothesized so far that only the stress
changes caused by the main shock could act on the
seismicity rate. It has, however, been suggested [Felzer et
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al., 2002, 2004; Helmstetter, 2003; Helmstetter et al., 2005;
Marsan, 2005] that small earthquakes, and hence after-
shocks, can play a significant role in triggering other small
(or larger) earthquakes. Clustering of the hypocenters
implies that the stress generated by large numbers of small
shocks at the nucleation sites of future earthquakes is not
negligible. Analysis of the spatial relation between micro-
ruptures on creeping faults in California has shown that
these ruptures clearly influence each other [Rubin and
Gillard, 2000] (see also Fischer and Horálek [2005] for
similar conclusions obtained for a strike-slip swarm in West
Bohemia), leading to clustering. This somewhat contrasts
with the conclusions of Ziv and Rubin [2003], who reported
that including multiple interactions does not alter the
response of a fault to a stress step, as modeled by quasi-
static rate-and-state friction. Ziv and Rubin [2003, Figure 6],
however, show clear quiescence phases emerging at times
of the order of 0.1 to 1 (still in units of ta), with intensities
increasing with the magnitude of the stress step. Some of
this quiescence can probably be attributed to the finite
population of cells, since a recently broken cell will first
need to be reloaded before again accelerating to failure. The
question as to the influence of the number of cells in this
model on the existence and timing of such a quiescence can
therefore be asked. Indeed, Gomberg et al. [2005] found
that quiescence can arise from finite fault population mod-
els, the timing depending on the number of cells. While
rate-and-state friction predicts the existence of a minimum
scale for slip instability to occur, it is difficult to use this
length for realistically estimating such a number; fault
roughness, the existence of a damage zone surrounding
the fault core, hence of a nonplanar but rather a volumic,
possibly fractal, ‘‘fault,’’ and the choice of how long an
‘‘isolated’’ fault can be, if this has a meaning at all, will
certainly influence this number.
[24] We here examine how multiple interactions during

the aftershock sequence can modify the pattern described in

section 2.2 but for an infinitely large number of sources:
each fault patch is allowed to fail successively, the timing of
which being constrained by the evolution of the seismicity
rate governed by rate-and-state friction. Knowing that N
earthquakes have occurred at times {ti}, and have exerted
shear stress changes {ti} on a given fault segment, the time
of occurrence tN + dt of the next earthquake on this given
segment can be calculated. This assumes that, apart from the
tectonic loading at constant stress rate _t, no further stress
change is experienced by the fault during the time interval
dt. The integral between ti and ti + dt of the seismicity rate
l(t) is given by

Ztiþdt

ti

dt l tð Þ ¼ m dt þ m ln 1� �i e
� ti�t1ð Þ

1þ �i e� ti�t1ð Þ 1� e�dt
 �	 


ð8Þ

We use equation (8) to model multiple interactions between
earthquakes triggered after the main shock. Namely, this
Markovian model applies the following algorithm:

Figure 1. Seismicity rate change l/m versus time t in units
of ta, for a stress drop with mean t = �100 and varying
standard deviation st. The stress drop is in units of As.
Quiescence is observed to emerge after an initial triggering
phase.

Figure 2. (top) Starting time, (middle) ending time, and
(bottom) minimum rate of the quiescence period, for t =
�100, versus st. The ending time is defined as the time
when l/m = 0.99. The starting time tends to log 2 (dashed
line). The minimum rate tends to 0.5 (dashed line).

B06305 MARSAN: COSEISMIC STRESS VARIABILITY CONTROL ON SEISMICITY

4 of 11

B06305



[25] 1. At t1 = 0, occurrence of the main shock creates a
shear stress change modeled as an instance of a Gaussian
white noise, with mean t and standard deviation st. N
independent samples {tj} of this law are drawn. Index i is
set to 1.
[26] 2. For each sample j, the factor �i defined in equation

(2) is computed.
[27] 3. The new seismicity rate at t > ti and before the

occurrence of the next earthquake is

l tð Þ ¼ E
m

1þ �i e� t�t1ð Þ

� �
ð9Þ

where the average is taken over the N samples. The waiting
time dt until the next earthquake at ti+1 = ti + dt is therefore
obtained by numerically solving the equation

m dt þ m E ln 1� �i e
� ti�t1ð Þ

1þ �i e� ti�t1ð Þ 1� e�dt
 �	 
� �
¼ � lnU

ð10Þ

where U is a uniform random variable between 0 and 1.
[28] 4. The change in shear stress t caused by this new

earthquake is modeled as a Gaussian random variable of
zero mean and standard deviation s0t. Index i is incremented
by 1, and the procedure starts again from step 2.
[29] This model can be seen as the simplest one that

accounts for multiple interactions, even though it admittedly
is too simple to be realistic. The two important ingredients
are (1) that the occurrence of an aftershock further roughen
the stress field, by adding variability to it and (2) that a
mean stress change equal to zero for all the aftershocks
implies that any observed seismicity shadow is only due to
the main shock (section 2.1). The first ingredient creates a
feedback loop in the seismogenic process, of the form
aftershocks ! extra stress disorder ! extra triggering !
aftershocks. The aftershocks are thus merely seen as events
that create further stress disorder. They all have the same
‘‘size,’’ since the added disorder is statistically the same for
all of them. A constant size is assumed to stabilize the
model, especially as an ensemble-averaged behavior is
studied here.
[30] Since the aftershocks do not change the long-term

number of triggered earthquakes (second ingredient), their
role is here only to modulate the response of the fault at
finite timescales. The choice of a random white Gaussian
noise field for the stress drop is only a very crude approx-
imation of reality, as will be discussed in section 3, but one
that simply generates an heterogeneous stress for each
event, including the main shock. This is the minimum
requirement for studying how such heterogeneity can influ-
ence the evolution of the seismicity rate through multiple
interactions.
[31] This model does not distinguish a ‘‘locked’’ phase

from an ‘‘accelerating’’ phase as done by Dieterich [1995]
and Ziv and Rubin [2003]. The clock advance Dt of a fault
patch which at time t from failure experiences a stress
change t is Dt = ln[e�t + e�t(1 � e�t)] [Gomberg et al.,
1998] for accelerating patches, i.e., such that slip speed is
much greater than Dc/q where Dc is the critical slip distance
and q the state variable entering the rate-and-state friction

formulation. For t � 1, this gives Dt ’ �t, which is also
the clock advance of a locked patch [see also Gomberg et
al., 2005]. Early in the acceleration phase, a fault patch
behaves the same as during the preceding locked phase in
terms of clock advance, as long as the duration of the
accelerating phase is greater than 1.
[32] Preconditioning of the model is required, so that a

stationary regime is reached by the fault before the occur-
rence of the main shock.
[33] This model was run for the two sets of values: t =

�10, st = 4 and 10, and s0t = 0.1. In each case, several
tens of simulations were run, to yield an average seismic-
ity rate. For a model with no main shock, hence only small
events (‘‘aftershocks’’) triggering each other, the seismicity
rate was observed to be constant following a transient
regime. This steady state rate is found to be larger than m,
depending on the choice of s0t; for s0t = 0.1, this rate is
about 1.22 times m. The disorder created by the small
shocks therefore promote temporal clustering of the events,
and in the stationary regime this amounts to an increase in
the mean rate. When the main shock is forced to occur
(after the system has settled down to its steady state
regime), strong triggering is observed, but the ratio of
the aftershock rate to the steady state rate is less than the
ratio of the aftershock rate to m in the case of no multiple
interactions, compare Figures 3 and 4. While the existence
of an initial triggering phase followed by long-term
quiescence is again verified, the latter is found to start in

Figure 3. Seismicity rate change l(t) divided by steady
state rate, in the cases of triggering by the main shock only
(triangles) and of multiple interactions (circles), for t =
�10, st = 4, and s0t = 0.1. The steady state rate is m in the
first case, and about 1.22 � m in the second case. The
seismicity rate changes are computed by ensemble aver-
aging over different runs of the model: the standard
deviation of l(t) shown by the error bars is estimated as
1/dt �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n 1� n=Nð Þ

p
, where dt is the size of the time bin, n

is the number of earthquakes occurring in this bin, and N is
the total number of earthquakes. The case of no interactions
follows the rate change in continuous line predicted by
equation (6).
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advance compared to the case of triggering by the main
shock only.

3. How Spatially Variable Is the Stress Drop?

[34] So far, the stress drop t was simply distributed as a
Gaussian white noise with a standard deviation st that has
yet to be properly constrained. Hence the question remains
as to how variable the coseismic stress drop is, especially at
the scales that matter for the nucleation and propagation of
small ruptures. Extrapolation of inverted stress drop distri-
butions to small scales, using scale-invariant models of slip
as proposed by several authors [Andrews, 1980; Frankel,
1991; Herrero and Bernard, 1994; Mai and Beroza, 2002]
suggest that its variability could grow and diverge at small
spatial scales. We develop this argument for a two-dimen-
sional scale-invariant model of slip where the slip u(k) is
proportional to k�1�Hg(k), with H the Hurst exponent
related to the fractal dimension D by 3 = D + H, g a
Gaussian white noise, and k the wave number. The k�2

model [e.g., Herrero and Bernard, 1994] assumes H = 1,
hence a rather smooth slip distribution. In their extended
analysis of the slip distributions of 44 earthquakes, Mai and
Beroza [2002] found that H = 0.71 ± 0.23. Since the stress
drop scales as t(k) 
 k u(k) 
 k�H g(k), the scaling of the
standard deviation st(‘) of the stress drop t at scale ‘ is
given by

s2t ‘ð Þ 

Z1=‘
1=L

dk k t kð Þj j2) st ‘ð Þ 
 L

‘

	 
2�2H

�1

" #1=2

for H < 1ð Þ ð11Þ


 ln
L

‘

� �1=2
for H ¼ 1ð Þ ð12Þ

where L is the size of the coseismic rupture. Isotropy of both
the slip and stress drop is assumed. In the limit of ‘ ! 0,

st(‘) 
 ‘H�1 ! 1. Figure 5 shows st(‘) for H ranging
from 0.5 to 1, as given by equations (11) and (12).
[35] To illustrate this argument, we consider the case of

the 1994 Mw6.7 Northridge earthquake. Its slip distribution
was found by Mai and Beroza [2002] to be characterized by
H = 0.68. Taking L = 20 km as the representative rupture
size of this event, and st(‘ = 4 km) = 4.78 MPa [Bouchon,
1997], this standard deviation is found to be 8.58, 18.9,
39.8, and 83.4 MPa at the 1 km, 100 m, 10 m, and 1 m
scales. The mean stress drop has been estimated to t =
�2.28 MPa [Bouchon, 1997]. If such an extrapolation to
small scales is realistic, then very high stresses of tens to
hundreds of megapascals are probable.
[36] Fractal models of slip distribution imply that stress

disorder depends on scale. However, it is yet unclear as to
what scale actually matters for earthquake triggering. It has
been suggested by Beroza and Ellsworth [1996] and Dodge
et al. [1995] that earthquakes nucleate over an area which
size amounts to typically 10% of the total size of the
rupture. This would imply that large earthquakes ‘‘see’’ a
smoother stress field compared to their smaller counterparts.
A very different conclusion was reached by Lapusta and
Rice [2003], who showed that rate-and-state modeling of the
nucleation and propagation of earthquakes in a crust with
depth-dependent frictional properties predicts that the nu-
cleation phase is the same for all earthquakes regardless of
their sizes, large earthquakes only differing from smaller
ones by the ability of their nucleating slip patch to run away
and propagate the instability over long distances, as a
consequence of a ‘‘favorable’’ stress configuration. They
also propose that nucleation takes place at the 1 m to 10 m
scales. As seen above, the stress drop standard deviation is
likely to be very large at such small scales, typically of the

Figure 4. Same as in Figure 3 but for st = 10.

Figure 5. Increase of st(‘), the stress variability (standard
deviation) at scale ‘, with the decrease of ‘, for a fractal
Gaussian slip model with varying Hurst exponent H ranging
from 0.5 to 1. This graph represents the generic case of a
fault of total length L, for which the stress variability is
known down to scale L/20; such a scale is generally ’5 km,
so this corresponds to a ’100 km long fault (i.e., a
magnitude ’ 7.5 earthquake).
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order of several tens times the mean stress drop: on-fault
aftershocks would therefore nucleate over a very rough
stress field.
[37] A very different type of slip distribution from the

Gaussian fractal models mentioned above was proposed by
Lavallée and Archuleta [2003, 2005] for the 1979 Imperial
Valley and 1999 Chi-Chi earthquakes, which they found to
follow a Lévy stable law, with stability index aL close to 1
in both cases. Such a distribution is heavy tailed, the
probability density function decaying slowly in t�1 � aL,
implying that very large values are much more likely than as
predicted by a Gaussian distribution. A standard deviation
cannot be defined for aL < 2. The analyses by Lavallée and
Archuleta [2003, 2005], however, suffer from the limited
number of available data (i.e., number of slip values for the
earthquake), and one can expect a truncated Lévy law to be
more pertinent than a nontruncated one. This truncation is
required to limit the possible slip values to realistic inter-
vals, so to at the very least prevent stress values to be larger
than the plastic yield stress. In any case, a (truncated) Lévy-
distributed stress drop would produce a much higher vari-
ability than what is predicted by Gaussian models as
described above, which only provide lower bounds for the
stress drop variability.

4. Conclusions

[38] Strong and long-lasting earthquake triggering is
systematically observed on faults that have just ruptured,
though such faults have suddenly been relaxed from tec-
tonic stress. That such a zone of stress decrease can be
characterized by vigorous triggering is at odds with a simple
mechanical model that would relate area-averaged stress
changes with area-averaged seismicity changes. We have
investigated here whether the small-scale variability of
stress change that cannot be deterministically modeled,
can explain such an observation. Realistic values of on-
fault stress randomness, caused by the coseismic slip
heterogeneity are effectively seen to promote aftershock
triggering. This is a clear indication that other, i.e., off-fault,
instances of noncorrelation between stress decrease and
seismicity rate drop (at the scale of days to months), as
observed by Parsons [2002], Marsan [2003], and Felzer
and Brodsky [2005], could also be related to small-scale
stress variability.
[39] A model based on rate-and-state friction was used to

relate stress to seismicity rates. Such a model predicts that
the total number (i.e., over a very long time) of earthquakes
triggered by a distribution of stress change is proportional to
the mean of this distribution, though it is strongly sensitive
to its variance at short timescales. On-fault seismicity is
therefore expected to eventually drop at such long time-
scales, following an initial triggering phase that can last
from minutes to months/years, depending on the degree of
stress heterogeneity.
[40] Stress variability, which can imply a mix of positive

and negative stress changes over a given crustal volume
much bigger than typical earthquake nucleation lengths, can
also be significant off-fault, as for example due to the
variability in fault geometries within this volume. The more
diverse the local fault geometries are, the more likely it is to
observe initial triggering in zones that are thought otherwise

to be unloaded for an average fault geometry. This contrasts
with Coulomb stress calculations, for which the stress tensor
is projected onto one (single) specific fault geometry, for
example thought to be the most representative of the local
tectonics [e.g., Steacy et al., 2005]. Accounting for the
scatter in geometry is thus likely to significantly change
Coulomb stress and expected aftershock rate maps, at least
at short timescales at which this variability plays an impor-
tant role: complexity in the local tectonic setting can
therefore enhance the disappearance of seismic shadows at
the timescales of days to months. Specific case studies are
here needed to estimate what can be expected as typical
durations for such early triggering phases. This is an
alternative mechanism to dynamical triggering for explain-
ing both the absence of early seismic shadows, as docu-
mented by Marsan [2003] and Ma et al. [2005], or
equivalently the existence of triggered earthquakes in
unloaded regions [Parsons, 2002].
[41] More generally, any source of disorder (slip, fault

geometry and roughness, the presence of damage zones
in the vicinity of faults, crustal small-scale heterogeneity
like changes in lithology or in elastic properties, further
roughening of the stress field caused by aftershock occur-
rences (which add significant stress at sites of pending
aftershocks [see Marsan, 2005]), variability in pore fluid
pressure and its dynamics (controlled by the heterogeneous
crustal permeability), etc.) is expected to promote initial
triggering in zones that are otherwise unloaded on average.
Slip variability is thought to be the strongest source of
disorder, responsible for the intense on-fault triggering, but
other sources may have a significant control on off-fault
seismicity.
[42] For a stress change decaying with the distance r from

the fault in r�3, and assuming that the stress variability
decays roughly the same, the condition st >

ffiffiffiffiffiffiffiffi
2 tj j

p
(see

section 2.2) for the existence of an initial triggering period
cannot be met at large distances, though it clearly can at
shorter ones. So there must exist some characteristic dis-
tance from the fault, within which no quiescence can be
seen immediately after the main shock. Such an immediate
quiescence is only likely to be seen far enough from the
main fault, though the difficulty of statistically detecting it
at too short a timescale (see Marsan and Nalbant [2005] for
a detailed discussion on this issue) and the possible exis-
tence of early dynamic triggering can imply that seismicity
analyses hardly find any.
[43] As an example, the change in right-lateral shear

stress is computed, following the occurrence of a 10 km �
10 km earthquake on a vertical plane, with the fine-scale
slip distribution shown in Figure 6. This slip is resolved at
the 40 m scale, and is generated by a k�1�H model with H =
0.7 tapered at the edges. It has a mean of 1 m, reaches a
maximum of about 2.6 m, and corresponds to pure strike-
slip motion. The stress change is computed with a boundary
element code [Gomberg and Ellis, 1994] that uses the
dislocation solution of Okada [1992] for the displacement
and deformation. The stress is resolved at the 60 m scale, on
vertical planes parallel to the main fault plane located at
various distances (0, 100 m, 200 m, 500 m, 1 km, 5 km)
from it (see Figure 7). The variability of the stress field
decays quickly with distance, but the mean change in shear
stress remains negative at all those distances. The changes
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Figure 7. Changes in shear stress resolved at the 60 m scale, for vertical planes parallel to the main fault
plane of Figure 6, at various distances from it. The projection of the 10 km � 10 km main fault is shown
with a box. Vertical coordinate is updip.

Figure 6. Slip distribution at the 40 m scale generated by a k�1.7 model tapered at the edges, for a
10 km � 10 km pure strike-slip earthquake.

B06305 MARSAN: COSEISMIC STRESS VARIABILITY CONTROL ON SEISMICITY

8 of 11

B06305



in seismicity rates are computed assuming As = 0.1 MPa
and a mean friction coefficient of m = 0.4 (compare
Figure 8). Only the plane at 5 km experiences an immediate
quiescence, while it is delayed for the other planes closer to
the main fault plane.
[44] As observed on Figure 7, stress variability due to the

complex fine-scale-slip distribution decays quickly away
from the fault. Other sources of noise can then become
important. To illustrate this, a 50% stress variability was
added to the Coulomb stress resolved at the 100 m scale,
shown on Figure 9 at the 5 km depth: the Coulomb stress
change in any 100 m � 100 m cell is randomly variable
according to a Gaussian distribution, centered on the actual
stress value as given by the boundary element code, and
with a 50% standard deviation. Seismicity rate changes
were then calculated based on equation (6) at t = 10�3,
0.1 and 10 times ta, for As = 0.1 MPa. Very strong
triggering is observed at t = 10�3 on-fault and within the
coseismic zone. This triggering then decays with time in 1/t,
but is still active at t = 0.1 over most of the rupture zone.
Quiescence is already observed at t = 10�3 far away from
the fault, to further spread at t = 10 although with a change
in seismicity rate ranging between 0.5 and 1 only. While
most of the modeled 30 km �30 km region was primarily
unloaded by the earthquake, the stress variability has clearly
suppressed the quiescence at timescales less than about 1.
[45] Seismicity shadows are therefore expected to be

found early in aftershock sequences only in areas of stress
release characterized by little stress disorder. Faults with
large cumulative offsets [Jones, 1997], very simple geomet-
rical structures, and little off-fault seismicity, as with creep-
ing faults in northern California, are possible candidates.
Indeed, relatively clear quiescences have been observed in
the first 100 days following the 1989 Loma Prieta earth-
quake along such faults, and most notably the Hayward and
Calaveras faults [Marsan, 2003]. This strongly contrasts
with what was observed in southern California after the
1992 Landers and 1994 Northridge earthquakes. Also, the

Figure 8. Changes in seismicity rates for the six planes of
Figure 7 limited to the projected main fault plane (boxes of
Figure 7). These rates are computed taking As = 0.1 MPa.
All planes experience initial triggering, apart from the one at
5 km. Quiescence follows in all cases.

Figure 9. Coulomb stress and seismicity changes for the
10 km long vertical strike-slip fault of Figure 6, for a 30 km
long region. (a) Coulomb stress change for a friction
coefficient of 0.4, at 5 km depth, seen at a 100 m resolution.
The zero contour is shown in black. (b–d) Seismicity rate
changes at the 5 km depth, at t = 10�3, 0.1, and 10 (in units
of ta), calculated from the Coulomb stress change to which
variability was added, see text. The contour in black
separates the triggered from the quiescent areas.
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great 1857 Fort Tejon and 1906 San Francisco earthquakes
are believed to have been relatively little productive in terms
of aftershock triggering, a phenomenon that could be related
to the large cumulative offsets on the San Andreas fault
[Meltzner and Wald, 2003]. Interestingly, these authors also
note that the decay of these two aftershock sequences seems
to have been slow, which is consistent with the results of
section 2.2 (Figure 1) where little disorder implied little
active and slow decaying triggering phases (see also Helm-
stetter and Shaw, submitted manuscript, 2005).
[46] Finally, smooth aseismic slip can be thought of as

creating less heterogeneous a stress field than the rapid,
inertially controlled seismic rupture. A clear instance of a
sudden seismicity rate decrease has been reported to occur
at shallow depth about 6 months after the Landers earth-
quake, east of the rupture [Ogata et al., 2003; see also
Marsan and Nalbant, 2005]. Other cases of quiescences
with relatively sharp onsets are documented by Ogata
[1992, 2005], occurring before large earthquakes. Such
observations have prompted to propose that aseismic slip,
perhaps precursory to such earthquakes (and to the Hector
Mine earthquake in the case of the Landers sequence [see
Ogata et al., 2003]), can create observable shadows.
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Université de Savoie, F-73376 Le Bourget du Lac, France. (david.marsan@
univ-savoie.fr)

B06305 MARSAN: COSEISMIC STRESS VARIABILITY CONTROL ON SEISMICITY

11 of 11

B06305


