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[1] Self-potential (SP) signals that are generated under
two-phase flow conditions could be used to study vadose
zone dynamics and to monitor petroleum production. These
streaming-potentials may also act as an error source in SP
monitoring of vulcanological activity and in magnetotelluric
studies. We propose a two-phase flow SP theory that
predicts streaming currents as a function of the pore water
velocity, the excess of charge in the pore water, and the
porosity. The source currents that create the SP signals are
given by the divergence of the streaming currents, and
contributions are likely to be located at infiltration fronts, at
the water table, or at geological boundaries. Our theory was
implemented in a hydrogeological modeling code to
calculate the SP distribution during primary drainage.
Forward and inverse modeling of a well-calibrated 1D
drainage experiment suggest that our theory can predict
streaming potentials in the vadose zone. Citation: Linde, N.,

D. Jougnot, A. Revil, S. K. Matthäi, T. Arora, D. Renard, and

C. Doussan (2007), Streaming current generation in two-phase

flow conditions, Geophys. Res. Lett., 34, L03306, doi:10.1029/

2006GL028878.

1. Introduction

[2] Recent results suggest that self-potential (SP) data
could be efficiently used to study multi-phase flow processes
in the vadose zone [e.g., Thony et al., 1997; Doussan et al.,
2002] and in petroleum engineering [Saunders et al., 2006].
Thony et al. [1997] found a strong linear relationship between
the electrical field and the soil water flux at 40 cm depth at an
agricultural test site following a rainfall event, and they
suggested that SP data could be used to estimate water flux.
Doussan et al. [2002] monitored SP signals in two lysimeters
and found that there is no general relationship between SP
and water flux, and that the slope of estimated relationships

changed over time. Perrier and Morat [2000] used data from
a one-year electrode inter-comparison experiment to show
that SP signals associated with evaporation might be of equal
magnitude as reported earthquake precursors. In contrast to
rainfall events that are monitored and known to produce SP
signals, SP signals resulting from evaporation could poten-
tially be interpreted as earthquake precursors. Understanding
of SP signals is also necessary to improve the survey design
and filtering of long-period magnetotelluric recordings
[Perrier and Morat, 2000].
[3] Earlier attempts to model SP signals in the vadose

zone have been based on the governing equations that apply
to the saturated zone [Sill, 1983], but with the voltage
coupling coefficient, C (V Pa�1), assumed to be dependent
on saturation [e.g., Guichet et al., 2003; Revil and Cerepi,
2004; Darnet and Marquis, 2004; Saunders et al., 2006].
Guichet et al. [2003] performed the first laboratory meas-
urements of C as a function of saturation for an unconsol-
idated sand. They reported a threefold decrease of C at a
saturation of 0.4 and a fivefold decrease in electrical
conductivity as compared with saturated conditions. They
proposed a model where C is linearly dependent on effec-
tive saturation. Revil and Cerepi [2004] measured C as a
function of effective saturation for two dolomite samples
and found a similar decrease of C. They developed a
petrophysical model where the shape of the decrease of C
includes the effect of surface conductivity. Saunders et al.
[2006] simulated the SP response of a water-flood through a
synthetic 3D reservoir model based on the functional
relationship proposed by Guichet et al. [2003]. Darnet
and Marquis [2004] performed synthetic 1D modeling of
SP signals in the vadose zone and compared the results
qualitatively with published field data. They assumed that C
increases with decreasing saturation and they did not solve
the Poisson equation that governs the SP distribution.
[4] Vadose zone dynamics are non-linear. Therefore, it is

restrictive to assume that C has a linear dependence on
effective saturation, or any other dependence that is
assumed to be independent of soil or rock type. It is to be
expected that this dependence is non-linear, that it varies
among soil or rock types, and that it displays hysteresis. An
alternative definition of C [Revil and Leroy, 2004] suggests
that C is dependent on how the electrical conductivity
[Waxman and Smits, 1968], the relative permeability [van
Genuchten, 1980], and the excess of charge in the pore
space vary as a function of saturation.
[5] Quantitative understanding of SP data collected in the

vadose zone can only be obtained by modeling water flow
in the vadose zone and by solving the Poisson equation that
governs the SP distribution. Here, we propose a new model
relating streaming currents in the vadose zone to the pore
water velocity, the porosity, and the excess of charge of the
pore fluid. Instead of introducing the coupling coefficient
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Aix-en-Provence, France.

2Now at Swiss Federal Institute of Technology, Institute of Geophysics,
Zurich, Switzerland.

3Agence Nationale pour la Gestion des Déchets Radioactifs, Chatenay-
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and its dependence on saturation, the streaming currents
dependency on saturation is modeled by well-known for-
mula of how electrical conductivity and permeability vary
with saturation. However, the coupling coefficient at
saturation is needed to calculate the excess in charge of
the pore fluid. Our model is tested against a column-scale
experiment of primary drainage of a saturated and well-
characterized sand during which we measured the resulting
cumulative outflow of water, spatially variable capillary
pressure at ten tensiometers, and the streaming potential
on 17 non-polarizing Ag/AgCl electrodes.

2. Theory

[6] At the quasi-static limit, the total electrical current
density, j (A m�2), is

j ¼ �sr8þ js; ð1Þ

where s is the electrical conductivity (assumed to be
isotropic) (S m�1), 8 is the electrical potential (V), and js
is the streaming current density (A m�2). The streaming
current has two contributions in the vadose zone. The
dominant contribution is related to ionic processes that
occur in the vicinity of the surface of minerals in contact
with water. The electrical double layer coating the surface of
minerals implies the existence of a net excess of electrical
charge in the pore water. The drag exerted on this—
typically positive—excess of charge by the flow of pore
water creates a polarisation of charge at the pore scale [e.g.,
Revil et al., 1999]. The other contribution is caused by the
negative charge at the air-water interface [Yang et al., 2001]
and it is negligible.
[7] The streaming current density is [Revil and Leroy,

2004]

js ¼ Qvu; ð2Þ

where u and Qv are the Darcy velocity (m s�1) and the
excess of charge in the water phase (C m�3), balancing the
surface charge at the solid-water interface. The relationship
between Qv and the excess of charge under saturated
conditions, Qv,sat, is given by

Qv ¼
Qv;sat

Sw
; ð3Þ

where Sw is the water saturation. From the interstitial
velocity, u/f, where f is the porosity, we derive an effective
pore water velocity, v, under partially saturated conditions

v ¼ u

Swf
: ð4Þ

By inserting equations (3) and (4) into equation (2), js
becomes

js ¼ Qv;satfv: ð5Þ

Consequently, the streaming current is linearly related to the
effective pore water velocity and the excess of charge at
saturated conditions. Equation (5) is at saturated conditions

equivalent to the classical formulation for streaming
currents in the saturated zone [e.g., Sill, 1983]

js ¼ ssatCsatrP; ð6Þ

where ssat is the electrical conductivity of the water
saturated porous material (S m�1), Csat is the voltage
coupling coefficient at saturation (V Pa� 1) and P is the
pressure (Pa). The relationship between Csat and Qv,sat is
given by [Revil and Leroy, 2004]

Csat ¼ �Qv;satk

mwssat

; ð7Þ

where k is the permeability (m2) (assumed to be isotropic)
and mw is the dynamic water viscosity (Pa s).
[8] A similar derivation of the streaming current contri-

bution associated with the air-water interface shows that this
contribution is unlikely to be larger than 1% of js at any Sw.
There are three reasons for this: (1) the specific surface area
of the solid-water interface for low Sw typically is three
times larger than that of the air-water interface which
decreases rapidly with Sw [e.g., Brusseau et al., 2006]; (2)
the surface charge density of the air-water interface is
lower—by roughly 50%—than the surface charge density
of mineral surfaces such as silica [Yang et al., 2001; Revil et
al., 1999]; and (3) the resulting streaming current contribu-
tion is linearly dependent on Sw.
[9] The charge conservation in the quasi-static limit is

r � j ¼ 0: ð8Þ

Combining equations (1) and (8) yields a Poisson equation

r � sr8 ¼ r � js ð9Þ

governing the streaming potential distribution. Conse-
quently, the sources that create the streaming potentials
are located at boundaries where the divergence of equation
(5) is non-zero. Such boundaries might in natural systems
be the water table and capillary fringe, geological
boundaries, or the confines of infiltration plumes caused
by rainfall or irrigation.
[10] The electrical conductivity distribution needed to

solve equation (9) can either be estimated from geophysical
data, such as time-lapse electrical resistance tomography, or
from simulated Sw using a hydrological model taking into
account petrophysical constraints such as

s ¼ ssatsr ffi ssatS
n
w; ð10Þ

where n is Archie’s second exponent. Other, more elaborate
models for the relative electrical conductivity, sr, include
the effects of surface conductivity.
[11] The best way to obtain v, and thereby 8 through the

solution of equations (5) and (9) at all locations and times is
through well-calibrated hydrological models. A suitable
governing equation for the flow of slightly compressible
water through non-deformable porous media at constant gas
phase pressure is [Richards, 1931],

f
@Sw
@t

þr K Swð Þ
rwg

r Pc Swð Þð Þ � K Swð Þz
� �

¼ qw; ð11Þ
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where t is time (s), K is the hydraulic conductivity (m s�1),
rw is the water density (kg m�3), g is the gravitational
constant (m s�2), Pc is the capillary pressure (Pa), z is a
vertically oriented unit vector (positive upward), and qw is a
source term (kg s�1). The hydraulic conductivity is

K ¼ k
kr Swð Þrwg

mw

; ð12Þ

where the relative permeability of water kr(Sw) and Pc(Sw)
are often modeled using [van Genuchten, 1980]

kr ¼
ffiffiffiffiffi
Se

p
1� 1� S1=me

� �mh i2
; ð13Þ

Pc ¼
1

a
S�1=m
e � 1

� �1�m

; ð14Þ

Se ¼
Sw � Swr

1� Swr
; ð15Þ

where Se and Swr are the effective and residual water
saturations, respectively, and m and a (Pa�1) are soil-
specific parameters.
[12] Using equations (7), (10), and (13), we can derive

the following expression for the voltage coupling coefficient
as a function of saturation, C(Sw), as

C Swð Þ ¼ Csatkr

Swsr

: ð16Þ

Consequently, the voltage coupling coefficient, C, varies
non-linearly with saturation because both kr (equation (13))
and sr (equation (10)) has a non-linear dependence on
saturation. In addition, the voltage coupling coefficient is
hysteretic as both kr and sr are hysteretic. Perrier and
Morat [2000] proposed a similar expression but without Sw.
This means, that js can either be calculated by equation (5)
as we do in this work or by

js ¼ ssatsrC Swð ÞrP: ð17Þ

The two formulations are equivalent, but we favor equation
(5) as only the effective pore velocity, v, is varying over
time.

3. Laboratory Experiments

[13] A drainage experiment was performed in a poly
vinyl chloride tube with an inner diameter of 35 mm and
a length of 1350 mm. The sand used for the experiment was
a fine grained quartz sand with a permeability of 7.9 	
10�12 m2 and a porosity in the range of 0.33–0.35. Tap
water with an electrical conductivity of sw = 0.051 S m�1

was used. The electrical formation factor, F, of the sand is
4.26 ± 0.03 and surface conductivity is negligible. This
allows ssat = 0.012 S m�1 to be estimated from ssat =
swF

�1. Using the protocol described by Suski et al. [2006],
Csat was estimated as �2.9 	 10�7 V Pa�1, leading to an
estimate of Qv,sat (see equation (7)) of 0.48 C m�3 for a
mw of 1.14 	 10�3 Pa s. Over a period of several hours, the
sand was gradually saturated starting at the bottom of the
tube to avoid trapping of air. Ten tensiometers and 17 non-
polarizing Ag/AgCl SP electrodes were installed at different
positions along the vertical tube (Figure 1). The tensiomet-
ric data were acquired with the WIND system of SDEC
(www.sdec-france.com). The SP data were acquired with
the ActiveTwo system of Biosemi (www.biosemi.com) at a
sampling frequency of 512 Hz. The signals were filtered by
calculating the median over periods of ten seconds.
[14] The first stage of the drainage experiment consisted

of draining the saturated sand column, where the lower
boundary condition consisted of a fixed head of 9.1 cm. The
second stage of the experiment began after six hours whenwe
removed the lower boundary (i.e., a bucket filled with water)
to ensure free drainage. The resulting cumulative outflow
(Figure 2), capillary pressures (Figure 3), and SP signals
(Figure 4) are shown. The SP signals were shifted to ensure a
zero-voltage at the end of each stage of the experiment where
we assumed that water flow was insignificant.
[15] The hydraulic experiment was modeled with

TOUGH2 [Pruess et al., 1999], which is based on an
integral finite difference method. We used a grid cell
spacing of 0.5 cm. The capillary pressure and outflow data
were fitted by inverting m of the relative permeability
function (see equation (13)) and m and a of the capillary
pressure function (see equation (14)) using iTOUGH2
[Finsterle, 1999], relying on its implementation of the
downhill simplex algorithm. We estimated m of equation
(13) to be 0.87, whereas a and m of equation (14) were

Figure 1. Experimental setup of the drainage experiment.

Figure 2. Simulated and observed cumulative outflow
during the first stage of the drainage experiment.
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found to be 1.54 	 10�4 Pa�1 and 0.90, respectively.
Figures 2 and 3 present a comparison between the simulated
and observed cumulative outflow (RMS is 0.99 g) and
capillary pressure data (RMS is 0.67 cm), respectively.
The resulting calibrated hydrogeological model provides
v, which allows us to calculate js from equation (5) using the
measured values of f and Qv,sat described above. The
hydrogeological model also provides Sw, which allows an
estimation of s from equation (10), where we assumed that
n is 1.6. Figure 4 provides a comparison between the
predicted and measured SP data. The RMS data fit of the
SP model is 0.125 mV. An equivalent solution can be
obtained by calculating js from equations (16) and (17).
[16] The right-hand side of equation (9) is completely

dominated by the entries at the outflow location as r � js is
insignificant within the column. The drainage experiment
resulted in very small SP signals. Infiltration generally causes
larger signals, (see Doussan et al. [2004], who monitored up
to 40 mV difference in the electrical potential between 30 and
40 cm in a lysimeter filled with a sandy loamy soil).

4. Discussion and Conclusions

[17] Streaming potentials are caused by current sources
that arise where there is a divergence of the pore water
velocity and/or gradients of the porosity and the excess of
charge in the pore space (see equations (5) and (9)). Self-

potential data collected at a specific location depend on
current sources located throughout the investigated volume
(see equation (9)) and large current sources at a distance
may therefore hide the response of local variations in
the vicinity of the measurement point. The magnitudes of
the resulting streaming potentials are also affected by the
electrical conductivity distribution of the medium (see
equation (9)). Consequently, there can be no general linear
relationship between unsaturated water flux and SP data as
suggested by Thony et al. [1997] or between the local
pressure gradient and SP gradient as suggested by Darnet
and Marquis [2004].
[18] We argue that the theory presented in this paper is

better suited to model SP signals in the vadose zone than
prior adaptations of the saturated zone model [Sill, 1983]
using a coupling coefficient that varies with saturation
[Guichet et al., 2003; Revil and Cerepi, 2004; Darnet and
Marquis, 2004; Saunders et al., 2006]. For completeness,
we also derived an expression for how the coupling coef-
ficient is expected to vary with saturation (see equation
(16)). We postulate that the functional relationships that
have been developed based on laboratory measurements
[Guichet et al., 2003; Revil and Cerepi, 2004] are not
general, implying that they are of limited use for other soil
and rock types, and flow conditions other than those
investigated in the laboratory.

Figure 3. Simulated and observed capillary pressure data at selected locations. Distances (cm) are relative to the bottom of
the column.

Figure 4. Simulated and observed SP data at selected locations. Distances (cm) are relative to the bottom of the column.
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[19] The column experiment (Figure 1) was modeled and
calibrated with outflow (Figure 2) and tensiometric data
(Figure 3). The simulated pore water velocities and water
saturations were used to calculate the SP distribution at
different times. A comparison of the simulated and observed
SP data (Figure 4) suggests that our new theory is capable
of predicting SP signals in the vadose zone. The dominant
SP source was situated where the water drains into a
medium (water or air) where the excess of charge is zero.
The streaming potential theory developed in this contribu-
tion applies equally well to the saturated zone.
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