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S U M M A R Y
The flow of the ground water is responsible for both thermal and self-potential anomalies.
Temperature is usually recorded in boreholes while self-potential is usually recorded at the
ground surface of the Earth. This makes the joint inversion of temperature and self-potential
data together an attractive approach to invert permeability. We use an Adaptive Metropolis
Algorithm to determine the posterior probability densities of the material properties of different
geological formations and faults by inverting jointly self-potential and temperature data. The
algorithm is tested using a synthetic case corresponding to a series of sedimentary layers
overlying a low-permeability granitic substratum. The flow of the ground water (computed
in steady-state condition) is mainly localized in two faults acting as preferential fluid flow
pathways. The first fault is discharging warmed ground water near the ground surface while the
second fault acts as a recharge zone of cold water (a classical scenario in geothermal systems).
The joint inversion algorithm yield accurate estimate of the permeability of the different units
only if both temperature and self-potential data are jointly inverted. An application using real
data is also performed. It concerns the upwelling of a hydrothermal plume through a set of
faults and permeable formations at the Cerro Prieto geothermal field in Baja California. The
optimized permeabilities are in close agreement with independent hydrogeological estimates.

Key words: Electrical properties; Hydrothermal systems; Permeability and porosity; Heat
generation and transport.

1 I N T RO D U C T I O N

The traditional way to infer ground water flow is by making in situ
measurements of the hydraulic heads in a set of piezometers or by
using chemical tracers (Fetter 1994). Unfortunately, these in situ
measurements are often expensive and the spatio-temporal quality
of the information is strongly dependent on the number of available
wells. To avoid these problems, several geophysical methods have
been developed to determine non-intrusively some information re-
lated to the flow of the ground water or the permeability distribution.
Ground penetrating radar, DC and EM-based electrical resistivity
tomography, nuclear magnetic resonance, and seismic methods are
among the most popular methods used in hydrogeophysics for that
purpose. These methods have the advantage of being non-invasive
and sensitive, to some extent, to the distribution of the water content
of the ground. However, it is generally recognized that these meth-
ods are difficult to use to determine the permeability distribution.
Our goal is to develop a new methodology to characterize the distri-
bution of the permeability of geological units using passive methods
that are directly sensitive to ground water flow. Two types of data
honour these constraints: the self-potential method and temperature
measurements.

The self-potential method corresponds to the passive measure-
ments of the electrical field at the ground surface of the Earth or
possibly in boreholes. The source of the electrical field corresponds

to the existence of in situ currents. These currents can be due to
ground water flow (Corwin & Hoover 1979; Lachassagne & Aubert
1989; Revil & Pezard 1998; Rizzo et al. 2004; Rozycki et al. 2006),
gradients of the chemical potential of the ionic species (Revil &
Linde 2006), temperature (Revil 1999), and redox potential (Stoll
et al. 1995; Revil et al. 2001; Castermant et al. 2008). The second
and third contributions can be modelled using mechanistic models
(Revil & Linde 2006) and are known to be generally very small with
respect to the first and fourth contributions. The electro-redox con-
tribution can be separated from the contribution related to ground
water flow (see Rizzo et al. 2004; Arora et al. 2007, for two distinct
examples). This let us with the contribution associated with ground
water flow. For example, Suski et al. (2006) was able to validate the
physics of the streaming potential in the field though an infiltration
experiment in which all the material properties were independently
measured. Jardani et al. (2006, 2007, 2008) have recently devel-
oped several algorithms based on Tikhonov regularization to map
the pattern of ground water flow using self-potential measurements
and electrical resistance tomograms.

Temperature is also a tracer of ground water flow. In absence of
ground water flow, there is a natural vertical thermal gradient in
the ground called the reference geothermal gradient. This reference
geothermal gradient depends on the heat flux of the Earth and the
distribution of the thermal conductivity of rocks. The flow of ground
water carries a net amount of heat that disturbs the geothermal
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gradient (Bredehoeft & Papadopulos 1965). Temperature measure-
ments have been used to determine the pattern of the vertical com-
ponent of the ground water flow (Andrews & Anderson 1979;
Smith & Chapman 1983; Tabbagh et al. 1999; Cheviron et al.
2005).

In the past, self-potential and temperature data have been consid-
ered independently to estimate the pattern of ground water flow or
alternatively the permeability distribution. The question is therefore
to know if these data taken together offer complementary informa-
tion on the distribution of the permeability. We demonstrate in this
paper that this is indeed the case. To our knowledge, this is the first
time that an algorithm is proposed to invert jointly self-potential and
temperature data. Our goal is to estimate the transport properties
of aquifers or the intrinsic permeability of permeable pathways like
fault zones in geothermal systems. High-permeability pathways are
required to bring hydrothermal water to the ground surface (Forster
& Smith 1988) and in most geothermal system the low vertical per-
meability of rocks implies that faults are conduits for hydrothermal
fluids. However, as hydrothermal fluids migrate from depth, they
cool down. This leads to significant mineral precipitations, which
reduce the permeability and ultimately block discharge in the ab-
sence of any physical mechanism of permeability maintenance like
deformation associated with changes in the stress tensor (Bishop
& Bird 1987; Revil & Cathles 2002). The problems related to the
determination of the material properties from geophysical data like
self-potential and temperature data are (1) the non-linearity of the
inverse problem and (2) the potential non-uniqueness of the distri-
bution of the values of the material properties that satisfy to the
constraints of geophysical data and in situ observations. The non-
linear character of the inverse problem can be responsible for the
existence of secondary minima in the cost function to minimize
(Mosegaard & Sambridge 2002; Sambridge & Mosegaard 2002;
Tarantola 2005). To circumvent these difficulties, a variant of the
‘Markov Chain Monte Carlo’ (MCMC) methods called the Adap-
tive Metropolis Algorithm (AMA; Haario et al. 2001, 2004) is used
in this study.

2 T H E O R E T I C A L B A C KG RO U N D

2.1 Field equations

We consider below steady state conditions, no source or sink terms
for water, and an incompressible pore fluid. With these assump-
tions, the continuity equation for the flow of the ground water is
∇ · u = 0 where the seepage velocity u (in m s−1) obeys the Darcy
constitutive equation u = −K∇ H , K is the hydraulic conductivity
(in m s−1) and H the hydraulic head (in m). The distribution of
the pressure head is therefore obtained by solving a Poisson-type
PDE using boundary conditions and the distribution of the hydraulic
conductivity. The relationship between the hydraulic conductivity
and the permeability k (in m2) is K = kρwg/ηw, where ηw and
ρw are the dynamic viscosity (in Pa s) and the mass density of the
pore water (kg m−3), respectively and g is the acceleration of the
gravity (m s−2). The viscosity and the mass density of the pore fluid
are dependent on the temperature. In the following study, we use
first-order linear relationships to account for temperature. Typically,
the permeability of rocks can vary over 11 orders of magnitude and
is a strongly scale-dependent property. This is why estimating the
permeability at large scale is an important issue in Earth Sciences.

In our model, the self-potential response is related to ground
water flow through an electrokinetic coupling mechanism. The self-

potential ϕ (in V) is governed by a Poisson equation (e.g. Jardani
et al. 2008),

∇ · (σ∇ϕ) = ∇ · (
Q̄V u

)
, (1)

where σ (in S m−1) is the electrical conductivity of the porous ma-
terial. The right-hand side of eq. (1) corresponds to the source term
associated with the Darcy velocity distribution and the heterogeneity
in the distribution of the volumetric charge density Q̄V (expressed
in C m−3). The volumetric charge density Q̄V is the effective charge
density occurring in the pore space of the porous material because
of the electrical double layer at the mineral/water interface (Leroy
et al. 2007, 2008; Jougnot et al. 2009). The relationship between
this volumetric charge density and the more classical streaming po-
tential coupling coefficient C (in V Pa−1) has been investigated by
Revil et al. (2005), Linde et al. (2007), Bolève et al. (2007) and
Crespy et al. (2008). They found that C = −Q̄V k/σ where k and
σ have been defined above. For example, for an intact Inada granite
sample, Tosha et al. (2003) measured C = −0.02 × 10−6 V Pa−1,
k = 9 × 10−19 m2 and σ = 0.008 S m−1 (pore fluid: 0.1 M KCl).
This yields Q̄V = 2 × 108 C m−3.

The self-potential distribution is therefore obtained by solving
first the boundary-value problem for the hydraulic head. The so-
lution is then used to determine the seepage velocity distribution
using the distribution of the hydraulic conductivity. Knowing the
distribution of the excess of electrical charge per unit volume, the
source term of the Poisson equation can be obtained and the Poisson
equation can be solved with appropriate boundary conditions.

In our modelling, the ground surface is considered to be an insu-
lating boundary and therefore the normal component of the current
density vanishes at this boundary (n̂ · ∇ϕ = 0, where n̂ is the unit
vector normal to the ground surface). An important point is that
the electrical potential is never measured in an absolute sense at
the ground surface of the Earth. It is measured relatively to a self-
potential station called the ‘reference station’. This peculiarity of
the self-potential data should be considered both in the forward and
inverse numerical modelling (see Jardani et al. 2008 for details).

In steady-state condition, the heat flow equation is given by
(Tabbagh et al. 1999),

∇ · (λ∇T ) = ∇ · (ρwCwT u) , (2)

where T is the average temperature of the porous medium (in K)
and λ (in W m−1 K−1) is the thermal conductivity of the porous
material, Cw (in J kg−1 K−1) is the heat capacity of the pore water
per unit mass, respectively. For water saturated porous rocks, the
thermal conductivity varies typically inside one order of magnitude.
Note that eq. (2) is similar to eq. (1) and the two source terms of
these equations are controlled by the seepage velocity u. However,
the source term of eq. (2) is temperature dependent so this PDE
is non-linear. Because the pore fluid viscosity and density entering
the hydraulic problem are temperature dependent, the hydraulic and
the thermal problems are coupled. The hydraulic and self-potential
equations are semi-coupled because the electro-osmotic effect (i.e.
the feedback coupling between the electrical field and the flow) is
negligible (see Revil et al. 1999, for details).

2.2 Relationships between the material properties

So far, we have said nothing between the relationships that can
be used to connect the material properties entering the hydraulic,
electrical, and thermal problems described above. The hydraulic
problem, in steady-state condition, is controlled only by the distri-
bution of the hydraulic conductivity K. The self-potential problem
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642 A. Jardani and A. Revil

Figure 1. Bulk charge density of the diffuse layer per unit pore volume of
the rock as a function of the permeability k. The experimental data are from
different types of rocks and the pH of the electrolytes is comprised between
6 and 9. Experimental data from Jouniaux & Pozzi (1995), Pengra et al.
(1999), Revil et al. (2005), Bolève et al. (2007), Revil et al. (2007), Sheffer
(2007) and Jardani et al. (2007).

is controlled by the distribution of the electrical conductivity σ , the
distribution of the charge density per unit pore volume Q̄V , and
the distribution of the seepage velocity. The thermal problem, in
steady-state conditions, is controlled by the distribution of the ther-
mal conductivity λ and the distribution of the seepage velocity. It
is legitimate to wonder if the material properties entering the field
equations are entirely independent or if they are correlated in the
field and if yes what is the degree of these correlations. Are these
relationships truly useful to establish prior constraints in an inverse
model?

In Fig. 1, we plot various experimental data to look at the rela-
tionship between the excess of charge per unit pore volume and the
permeability. In Fig. 1, we used published data from a variety of
rock types. We observe a strong relationship described by,

log10 Q̄V = −9.2 − 0.82 log10 k, (3)

where Q̄V is expressed in C m−3 and k is expressed in m2. The scatter
shown in their plot corresponds mainly to the fact that the measure-
ments are performed for various physicochemical conditions of pH,
mineralization and composition of the pore water. The strong con-
nection between these two parameters holds because they are both
strongly dependent on the specific surface area of the porous rocks
and sediments.

The pore-scale problems defining the permeability, the electri-
cal conductivity, and the thermal conductivity share some common
characteristics (e.g. Brace 1977; Bernabé & Revil 1995; Friedman &
Seaton 1998; Revil 2000; Revil et al. 2002) and therefore these ma-
terial properties can exhibit some degree of correlation in the field.
There are no universal laws to formulate some simple, yet general,
relationships between these three properties. Experimental data and
borehole measurements show that such universal relationships are

unlikely to exist. In this study, we take the conservative assump-
tion that these three petrophysical properties are independent. Note
however that the approach we follow below is flexible and could be
used to incorporate statistical relationships between material prop-
erties for a specific environment. These statistical relationships can
be field-dependent and be derived for instance from borehole data
in existing wells using a coded lithological description.

3 F O RWA R D M O D E L L I N G A N D
S E N S I T I V I T Y A NA LY S I S

3.1 Forward modelling

The goal of the present section is to understand the self-potential
and temperature signatures of ground water flow. We are especially
interested to understand the sensitivity of these signatures to the
values of the material properties entering the PDE (Poisson equa-
tions) to solve, our end-goal being the inversion of permeability.
We perform therefore a sensitivity analysis of the three material
properties entering the system of equations described in Section 2
upon the self-potential and temperature signatures of ground water
flow. In steady-state conditions, the material properties of interest
are the permeability k, the electrical conductivity σ , and the thermal
conductivity λ of each ‘unit’ of a geological system. A ‘unit’ can
be a sedimentary layer, the basement or a fault for instance.

The synthetic model considered in this paper is similar to the
synthetic model investigated numerically by Rath et al. (2006) for
comparison (see Fig. 2a). This model is used because it shows a
reasonable degree of geological complexity that is similar to real
case studies. The synthetic model comprises 7 units. Each unit
is characterized by a value of the permeability k, a value of the
electrical conductivity σ , and a value of the thermal conductivity λ.
The ‘true’ values are reported in Table 1. The substratum is the less
permeable unit while the two fault zones are the most permeable
pathways of the system. The geometry of the system is assumed to
be deterministically known (from seismic data for instance). In the
following, we will consider arbitrarily that the properties of the two
faults are the same.

To solve the forward problem, we need to specify the values of
the material properties and to impose boundary conditions for the
temperature (or for the heat flux), the hydraulic head (or the Darcy
velocity), and the (self-)potential (or the current density). We first
solve the hydraulic problem by imposing the following boundary
conditions at the top surface of the system for the hydraulic head:
H = −0.01125 x + 5920 m for x ∈ [0 m, 2680 m], H = 5900 m
for x ∈ [2680 m, 2920 m], H = 0.005 x + 5884 m for x ∈ [2920 m,
11000 m]. These boundary conditions are used to simulate a topog-
raphy of the water table. We also impose the hydraulic heads (above
hydrostatic levels) along the left- and right-hand boundaries of the
system in agreement with the value given at the top boundary and
hydrostatic trends. The side and bottom boundaries are considered
to be impervious.

The resolution of the hydraulic problem is used to infer the dis-
tribution of the Darcy velocity u. This distribution can be used in
turn to compute the source current density jS = Q̄V u where Q̄V

is the charge per unit volume of a given formation (see Section 2).
We use eq. (3) in a deterministic way. The divergence of the source
current density corresponds to the source term used to determine
the distribution of the self-potential ϕ, see eq. (1). We impose ϕ =
0 at all the boundaries except at the ground surface, which cor-
responds to an insulating boundary with air (n · ∇ϕ = 0 where
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Figure 2. Sketch of the synthetic model and forward numerical simulations. (a) The synthetic model comprises seven hydraulic units (including two faults U6
and U7). The material properties of the different formations materials are reported in Table 1. (b) Distribution of the hydraulic heads. The arrows represent the
direction of the Darcy velocity (the true magnitudes are smaller in Unit U2 where the flow is more pervasive, than in the fault planes). (c) Distribution of the
temperature in steady-state condition of ground water flow. (d) Distribution of the self-potential associated with the ground water flow pattern.

Table 1. Material properties used for the synthetic model. U6 and U7 cor-
respond to the faults. U1 corresponds to the granitic basement, U2 to a
carbonate, U3 to a shale, U4 and U5 to clayey sandstones.

k σ λ Log(Q̄V )
Unit (in m2) in S m−1) (in W m−1 K−1) (in C m−3)

U1 1 × 10−20 1 × 10−3 6 7.2
U2 1 × 10−14 2 × 10−3 2.5 2.3
U3 1 × 10−19 1 × 10−1 3 6.4
U4 1 × 10−16 2 × 10−2 3 3.9
U5 1 × 10−16 1 × 10−2 2.5 3.9
U6 5 × 10−13 1 × 10−2 4 0.87
U7 5 × 10−13 1 × 10−2 4 0.87

n is the unit vector normal to the ground surface). Such a bound-
ary conditions should be examined carefully for a real case study
(as shown in Section 5). Usually, it is better to use a padded mesh
so this boundary condition applies far enough from the primary
and secondary self-potential sources in the investigated system.

All the self-potential values need to be referenced to a specific
point (called the reference) like in a real experiment (see Suski et al.
2006; Jardani et al. 2008). In our case, the reference station ϕ = 0 is
chosen arbitrarily at the position Ref(x = 6000 m, z = 0 m) located
at the ground surface in the middle of the profile. This choice has no

effect on the results as long as we keep in mind where this reference
is located.

As shown in Section 2, we use the distribution of the Darcy
velocity to compute also the distribution of the advective heat flux
hS = ρwCwT u (in W m−2). For the thermal boundary conditions, we
use a constant temperature (T0 = 273 K) at the ground surface and
we impose the heat flux (60 mW m−2) at the bottom boundary of the
system. This generates a low temperature gradient of approximately
15 ◦C km−1.

The partial differential equations discussed in Section 2 are
solved with the finite element code ‘Comsol Multiphysics 3.4’ with
a fine triangular meshing. Regarding the mesh, we performed var-
ious tests to get a mesh-independent result. The code was also
benchmarked against analytical solutions for the ground water flow
and thermal problems. The resulting distributions of the hydraulic
heads, the self-potential data, and the temperature data are shown
in Figs 2(b)–(d).

The fault U7 on the right-hand side of the Fig. 3 creates a recharge
zone because of its high hydraulic transmissivity and the boundary
condition for the hydraulic head at the top surface of the system.
At the opposite, the fault U6 is discharging hot water near the
ground surface (see Fig. 2b). These two areas are connected by the
permeable unit U2 (see Fig. 2b). Such a ground water flow pattern
is quite common (see Revil & Pezard 1998 for instance).
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644 A. Jardani and A. Revil

Figure 3. Distribution of the self-potential (in mV) at the ground surface
in steady-state conditions. The signature of the discharge area (Zone I)
corresponds to a positive self-potential anomaly (with respect to the potential
at the position of the reference electrode located at x = 6000 m, z = 0). The
self-potential signature of the recharge area (Zone II) corresponds to a
negative self-potential anomaly with respect to the position of the reference.

As explained in Section 2, the self-potential anomalies recorded
at the ground surface of the Earth and the temperature data recorded
in boreholes represent useful and complementary signatures of the
flow of the ground water. In the present case, the self-potential
profile computed at the ground surface can be subdivided into two
anomalies. A positive anomaly (with respect to the value of the po-
tential at the reference electrode) that is associated with the upflow
of water in the discharge area and a negative anomaly associated
with the recharge area (Figs 2b and 3). Concerning the temperature
anomalies, the recharge area is clearly associated, at depth, with a
temperature gradient below the mean geothermal gradient (Fig. 4).
The opposite occurs for the discharge area (Fig. 4).

We analyse now the sensitivity of the self-potential and thermal
signatures to a variation of the material properties of the system.
Two stations are monitored. One is located in the recharge area and
the second in the discharge area.

3.2 Influence of the permeability

We first investigate the influence of the hydraulic transmissivity of
the fault zones upon the two self-potential anomalies. The hydraulic
transmissivity is equal to the permeability time the thickness of
the fault. In the following, we keep the thickness of the faults as
constant and we will only discuss their intrinsic permeability. In
the discharge area, Fig. 5(a) shows that the magnitude of the self-
potential anomaly is inversely proportional to the permeability. This
is easily explained by the fact that in Darcy’s law, the hydraulic
head gradient varies inversely with permeability when the flux is
imposed. The volumetric charge density is also dependent on the
permeability of the material (see Fig. 1).

For the recharge area, the situation is a bit more complex to in-
terpret. Indeed, two behaviours can be observed depending on the
value of the permeability with respect to a critical permeability
value that is equal to 10−14 m2. This is explained by the fact that the
flow pattern, in the recharge area, is strongly influenced by the per-
meability ratio between the permeability of the fault zone and the

Figure 4. Temperature profiles along different vertical wells at different
positions (the horizontal position of the wells is given on the right-hand side
of the figure). The shape of the temperature profile depends on the direction
of the ground water flow. The recharge area (zone I) is characterized by
a decrease of the temperature with respect to the reference temperature
gradient while the opposite situation arises in the discharge area (zone II).
The reference temperature profile corresponds to the boundary between the
grey and white areas. The names of the vertical wells are derived from
their position (e.g. W35 means that the well is located at 3500 m from the
beginning of the profile).

permeability of the surrounding material. Consequently, the critical
permeability discussed above is just the permeability of the mate-
rial in which the fault zone is embedded. When the permeability of
the fault zone is smaller than the permeability of the surrounding
material, the flow pattern is more horizontal, generating an horizon-
tal electrostatic dipole with a negative pole close to the fault zone.
This explains the negative self-potential anomaly observed near the
fault in this situation. When the fault is more permeable than the sur-
rounding sediment, the fault is a permeable pathway and the strength
of the self-potential anomaly is inversely proportional to the perme-
ability of the fault zone. In this case, the self-potential anomaly in
the recharge area is not too much influenced by the permeability of
the sediments surrounding the fault because of the boundary con-
ditions imposed to the fault at the top surface of the system. This
situation corresponds to a forced hydrogeological regime.

The influence of the permeability upon the temperature profiles
is exactly the opposite of the influence of the permeability upon the
self-potential signals. Fig. 5(b) shows that when the permeability
increases, the heat flow increases proportionally to it. As is the case
of the self-potential anomaly, the temperature anomaly depends on
the ratio of the permeability of the fault to the permeability of the
surrounding sediment. In the case where the permeability of the
fault is smaller than the permeability of the surrounding sediment,
the flow pattern does not create a thermal anomaly because the flow
is mainly horizontal (this case corresponds to an annihilator for
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Joint inversion of temperature and self-potential data 645

Figure 5. Sensitivity analysis in the recharge and discharge areas. (a) Influence of the permeability upon the strength of the self-potential anomaly at the ground
surface. (b) Effect of the permeability on the variations of the temperature profile versus depth. (c) Influence of the electrical resistivity upon the strength of
the self-potential anomaly at the ground surface. (d) Sensitivity analysis of the temperature profile versus depth. The lines are guides to the eyes.

the thermal problem). As faults can act as permeability barriers,
conduits or both together, both cases can exist in nature.

3.3 Influence of the electrical conductivity

Electrical conductivity is a key-parameter influencing the distribu-
tion of the self-potential data, both in term of polarity and strength.
Our sensitivity analysis (Fig. 5c) reveals that the strength of the
two self-potential anomalies (for the recharge and discharge areas)
increases with the increase of the electrical conductivity of the fault
zones. If the conductivity ratio between the conductivity of the fault
zone and the conductivity of the surrounding material is very strong,
the polarity of the self-potential anomalies can also changed because
of the influence of the secondary sources that can be more important
than the primary sources associated with the electrokinetic conver-
sion of the ground water flow. However, the effect of resistivity
contrast upon the signature the self potential signals depends on the
distance between the primary (electrokinetic) sources and the area
where there is a drop in the electrical resistivity It is also important

to note, for practical applications, that electrical conductivity can
be obtained independently in the field using electrical impedance
tomography, low-frequency electromagnetic methods, or borehole
data to reconstruct the conductivity of each units including the ef-
fect of the salinity of the pore water, the cation exchange capacity,
and the temperature.

3.4 Influence of the thermal conductivity

The distribution of the thermal conductivity controls the distribution
of the temperature. Fig. 5(d) reveals that the temperature anomalies
created by a convective heat flow are better observed when the
thermal conductivity is high. However, the domain of variation of
the thermal conductivity is relatively small (less than one order
of magnitude) by comparison with the domains of variation of
permeability and electrical conductivity. Therefore, the influence
of the heterogeneity of the thermal conductivity is less important.
Consequently, for a given formation, the gradient of the temperature
with depth depends mainly on the heat flux at the bottom boundary
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646 A. Jardani and A. Revil

and the value of the thermal conductivity of the formation according
to the following relationship,

gG ≡ ∂T

∂z
= qG

λ
, (4)

where gG is the geothermal gradient (in ◦C m−1) and qG is the heat
flux (in W m−2). It follows that the isotherms are closer in the region
of low thermal conductivity. The heat flux remains roughly the
same through all the formations, but distinct thermal conductivities
modify locally the temperature gradient.

4 S T O C H A S T I C J O I N T I N V E R S I O N

4.1 Description of the algorithm

We use below a Bayesian approach to estimate the material prop-
erties m = (mσ , mk, mλ) from self-potential and temperature data
where mσ refers to the log of the electrical conductivity distribu-
tion, mk to the log of the permeability distribution, and mλ to the
log of the thermal conductivity distribution. The Bayesian solu-
tion to an inverse problem is based on combining the information
coming from the geophysical data with some prior knowledge. The
Bayesian analysis considers both the data vector d and the model pa-
rameters m of a model M as random variables. Several geometrical
or petrophysical models M are possible to explain the data. Random
variables are characterized with distributions and we assume that all
distributions have density functions (Gelman et al. 2004; Tarantola
2005).

The objective of inverse modelling is to update the information
on m, assuming a petrophysical model or a geometrical model M,
given the data d and prior information regarding m. The prior infor-
mation can come from independent observations and petrophysical
relationships. In a probabilistic framework, the inverse problem
corresponds to maximize the conditional probability density of oc-
curring m of M given the data vector d. We note P0(m|M) . the
prior probability density or belief of parameters m of model M
and P(d|m,M). represents the likelihood corresponding to the data
for fixed m and M. The a posteriori probability density π (m|d)of
the model parameters m given the data d is obtained using Bayes
formula

π (m|d,M) = P(d|m,M)P0(m|M)

P(d|M)
, (5)

where P(d|M) . is a normalizing term known as evidence,

P(d|M) =
∫

P0(m|M)P(d|m,M)dm. (6)

In the following, we assume that the model M is certain (For
example, we know the position of the sedimentary layers and faults
from other geophysical datasets and borehole or geological infor-
mation and the relationship between the charge density and the
permeability is considered to be deterministic.). Therefore, we drop
from now the term M from eq. (5). The a posteriori probability den-
sity π (m|d)of the model parameters m given the data d is written
as

π (m|d) ∝ P(d|m)P0(m). (7)

The Bayesian solution of the inverse problem is the whole poste-
rior probability distribution of the material properties. An estimate
of the unknown parameters can be computed, for example, as the
expectation value with respect to the posterior distribution (i.e. as
the posterior mean value) or as the maximum posterior value. The

likelihood function used to assess for the quality of a model m can
be considered to be Gaussian distributed

P(d|m)

= 1

[(2π )N det Cd]1/2
exp

{
−1

2
[g(m) − d]T C−1

d [g(m) − d]

}
(8)

d = (dsp,dT)T , (9)

where g(m) is the forward modelling operator for the thermohy-
droelectrical problem. It connects the generation of a self-potential
anomaly and a temperature anomaly to a variation of the mate-
rial properties of the ground, d is a N-vector of the observed sur-
face self potential data dsp and temperature data dT ‘measured’
in boreholes if a joint inversion is performed or just dsp or dT if
only the self-potential or temperature data are considered alone.
The (N×N)-covariance matrix Cd is a diagonal matrix written
as,

Cd =
[

σ 2
sp 0

0 σ 2
T

]
, (10)

where σ sp and σ T are determined from the standard deviations
on the self-potential and temperature measurements. The measure-
ments errors for the self-potential and temperature data are usually
uncorrelated and Gaussian. The prior probability distribution, if
available, is also taken Gaussian

P0(m)

= 1

[(2π )M det Cm]1/2
exp

[
−1

2
(m − mprior)

T C−1
m (m − mprior)

]
,

(11)

where mprior is the prior value of the model parameters for each unit
and Cm is the model diagonal covariance matrix incorporating the
uncertainties related of the prior model of material properties.

The problem is to explore the a posteriori probability density
π (m|d) expressed by eq. (7). MCMC algorithms are well suited
for Bayesian inference problems of this type. MCMC algorithms
consist of random walks where different states (i.e. different values
of a model vector) are visited and where the choice of the next state
depends only on the value of the current state (Gelman et al. 1996;
Sen & Stoffa 1996; Mosegaard & Tarantola 1995; Malinverno &
Torres-Verdin 2000; Malinverno 2002; Gelman et al. 2004). After
an initial period in which the random walker moves towards the
highest a posteriori probability regions, the chain returns a num-
ber of model vectors sampling the a posteriori probability density
π (m|d). The characteristic of the probability density π (m |d), like
the mean and the standard deviation can be therefore easily deter-
mined. Memory mechanism of the MCMC algorithms (that makes
the chain staying in the high a posteriori probability regions of the
model space) are responsible for a greater efficiency of the algorithm
in comparison with the Monte Carlo methods for which the mod-
els are independently chosen and tested against the observations
(Sternberg 1979).

To improve the performance of the standard Metropolis–Hasting
algorithm, Haario et al. (2001) introduced recently an algorithm
called the AMA to find the optimal proposal distribution. This
algorithm is based on the traditional Metropolis algorithm with
a symmetric Gaussian proposal distribution centred at the cur-
rent model mi and with the covariance Ci that changes during
the sampling in such a way that the sampling efficiency increases
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Joint inversion of temperature and self-potential data 647

Figure 6. Sketch of the methodology used to jointly invert the self-potential and temperature data associated with the flow of ground water. The inversion of
the two types of data yields values of the petrophysical properties (permeability and/or thermal and electrical conductivities) from self-potential measurements
at the ground surface and temperature measurements in a set of boreholes.

over time (Haario et al. 2001, 2004). It can be shown that the
AMA algorithm, though not Markovian, simulates correctly the tar-
get distribution. An important advantage of the AMA algorithm
is that the rapid start of the adaptation of the algorithm ensures
that the search becomes more effective at an early stage of the
simulation. This diminishes the number of function evaluations
needed. Let us assume that we have sampled the states (m◦, . . . ,
mi−1) where m◦ corresponds to the initial state. Then a candi-
date point m’ is sampled from the Gaussian proposal distribu-
tion q with mean point at the present point mi−1 and with the
covariance

Ci =
{

C0 if i ≤ n0

snK i + snεIn if i > n0
, (12)

where In denotes the n-dimensional identity matrix, Ki =
Cov(m◦, . . . , mi−1) is the regularization factor (a small positive
number that prevents the covariance matrix from becoming singu-
lar), C◦ is the initial covariance matrix that is strictly positive (note
that the AMA algorithm is not too sensitive to the actual values of
C◦), sn = (2.4)2/n is a parameter that depends only on the dimension
of the vector m ∈ 	n (Haario et al. 2001). According to Gelman
et al. (1996), this choice of sn yields an optimal acceptance in the
case of a Gaussian target distribution and a Gaussian proposal dis-
tribution. The candidate point m’ is accepted with the acceptance
probability

α(mi−1; m′) = min

[
1,

π (m′|d)

π (mi−1|d)

]
. (13)

If the candidate point is accepted, we consider that mi = m’,
otherwise we choose mi = mi−1.

The AMA algorithm was written in a MATLAB routine. The
flowchart used to solve the forward and inverse problems is sum-
marized in Fig. 6.

4.2 Results

To see the advantage of performing a joint inversion of the tem-
perature and self-potential data, we first start by inverting the self-
potential data and the temperature data separately. We used the

AMA sampler with 10 000 iterations using the temperature and
self-potential data together (both the thermal conductivity and elec-
trical conductivity distributions are unknown and also determined
from the algorithm). In Fig. 7(a), we show that the value of the
thermal conductivity of each unit inverted from the temperature
data is quite good for all geological units. Fig. 7(b) shows the in-
version of the electrical conductivity of each unit when only the
self-potential data are used. In the case where only the temperature
data are used, Fig. 8(c) demonstrates that the inverted permeabilities
are not well reproduced by the algorithm. This result can be easily
explained from the underlying physics as the temperature distribu-
tion depends only on the vertical component of the Darcy velocity.
In other words, because the temperature distribution is not sensitive
to the horizontal component of the Darcy velocity, the inversion of
the temperature data alone yields the poor result shown by Fig. 8(c)
for the permeability.

Fig. 7(b) shows a comparison between the inverted electrical
conductivities of each unit and their ‘true’ values using the self-
potential data. Interestingly, self-potential can be used to invert
grossly the resistivity value of each unit but the outputs of such
an inversion remains rough, especially for the deeper formations.
Only the resistivity of the shallow formations and the resistivity of
the faults are well reproduced. After few kilometres, the effect of
secondary sources does not influence the self-potential distribution
at the ground surface.

In Figs 8(a) and (b), we show that the inversion of the permeability
is relatively well reproduced by considering the self-potential alone
except for the permeability of the basement. This is logical if we
consider that the permeability of the basement can take a wide
range of low values without affecting the self-potential distribution
at the ground surface. The knowledge of the electrical conductivity
distribution does not really help the algorithm to reach a better
result but the results of the inversion are better than by taking the
temperature alone (compare Figs 8a–c).

Fig. 8(d) shows that the joint inversion of the temperature and
self-potential data together yields the best estimates of the perme-
ability of each geological unit (compare with Figs 8a–c). There-
fore, temperature data in a set of boreholes and self-potential data
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648 A. Jardani and A. Revil

Figure 7. Comparison between inverted and true material properties. (a)
Comparison of the inverted thermal conductivity for the different geological
units with the true thermal conductivity data. The dots correspond to the
mean of the posterior probability distribution sampled with the MCMC
algorithm. Only the temperature data are inverted here. (b) The outputs
of the inversion are the thermal conductivity and the permeability of each
geological unit. Comparison of the inverted electrical conductivity for the
different geological units with the true electrical conductivity data. Only the
self-potential data are inverted here. Only the shallow formations (U4 and
U5) and the two faults (U6 and U7) are well resolved.

are very complementary information to determine the permeability
distribution of geological structures.

5 A P P L I C AT I O N T O C E R RO P R I E T O

The Cerro Prieto geothermal field is located in the alluvial plain
of the Mexicali Valley, northern Baja California, Mexico, at about
35 km southeast of the city of Mexicali (Figs 9a and b). Cerro Prieto
was extensively studied and drilled (Fig. 9c) through an international
program of collaborative investigations, in the seventies, between
the Comision Federal de Electricidad (Mexico) and the Dept. of
Energy (USA). It is a suitable target to perform a test of our joint
inversion algorithm because it comprises both surface self-potential
data and borehole temperatures.

The geological description of this geothermal field can be found
in de La Peña & Puente (1979) and the hydrogeology in Lippmann
& Bodvarsson (1982, 1983). The available information have been

summarized recently by Jardani et al. (2008). The Cerro Prieto
geothermal field can be grossly divided into three main lithostrati-
graphic units (de La Peña & Puente 1979) (Fig. 10). The first unit is
made of unconsolidated and semi-consolidated continental deltaic
sediments of Quaternary age. These sediments show repeated se-
quences of clays, silts, sands, and gravels and therefore they are
quite hydraulically conductive and characterized by low electrical
resistivities.

The second unit is composed by consolidated continental deltaic
sediments of Tertiary age. These sediments are composed of alter-
nating shales, siltstones, and sandstones presenting lenticular bed-
ding. This implies that the permeability of this unit is anisotropic.
The sandstones are fine-grained, usually well-sorted, varying be-
tween graywackes and arkoses (de La Peña & Puente 1979; Lyons
& van de Kamp 1980). This formation is discordant on the granitic
and metasedimentary Upper Cretaceous basement. This basement
has suffered tectonic uplift and falls. It is electrically resistive (Wilt
& Goldstein 1981). A simplified geological cross-section in the
central part of profile EE’ (see position in Fig. 9c) is shown in
Fig. 10.

A map of the self-potential anomalies measured over the Cerro
Prieto geothermal field has been presented by Fitterman & Cor-
win (1982). This map covers an area of ≈300 km2. A 2-D profile
is shown on Fig. 11(a). The self-potential anomaly of Cerro Pri-
eto is definitely 3-D (cf . Fitterman & Corwin 1982; Jardani et al
2008), but the inversion done below will be performed in 2-D. The
geometry of the hydrogeological system for the numerical simu-
lations is sketched in Fig. 11(b) and is taken from Manon et al.
(1977) and Wilt & Goldstein (1981). In our nomenclature, Unit
U1 corresponds to the granitic and metasedimentary Upper Creta-
ceous basement while Unit U2 corresponds to a zone characterized
by intense hydrothermal alteration (Wilt & Goldstein 1981). In
the interpretation of dipole–dipole resistivity data made by Wilt
& Goldstein (1981), Unit U3 appears as a thin eastward-dipping
conductive body contrasting sharply with the surrounding more re-
sistive formations (Units U2 and U4). Unit 7 corresponds to a zone
of hot water discharge. Units U4, U5, and U6 are characterized by
high clay contents. They are however more resistive than the rocks
westward by a factor of 5 (Wilt & Goldstein 1981 and Table 2). Ac-
cording to Lyons & Van de Kamp (1980), this increase in resistivity
is due to the transition from brackish pore water to fresher ground
waters associated with a recharge of the system in this part of the
EE’ profile. Some recharge also takes place in units U9 and U10
(see Lippman & Bodvarsson 1982, 1983).

We assume that the resistivity distribution is known (this is actu-
ally the case along profile EE’ as discussed by Jardani et al. 2008).
Because the thermal conductivity of the encountered lithologies is
fairly well known, we also consider that their values are known. The
resistivity and thermal conductivity values for each of the 10 forma-
tions of Fig. 11(b) are summarized in Table 2. The unknowns of the
inverse problem are the horizontal and vertical effective permeabil-
ities of each geological unit and the constraints are the self-potential
data measured at the ground surface (see Fig. 11(a) and the tempera-
ture profile observed in the nine wells of Fig. 11b). The temperature
data used for the inversion are displayed in Fig. 12.

The forward problem is solved with the following boundary con-
ditions, which are taken from Lippman & Bodvarsson (1983) in
agreement with field observation of the recharge areas. For the flow
problem, we impose at the top surface of the system a hydraulic
pressure of 7.62 × 106 Pa for x comprises from 11.5 to 15.5 km.
On the left-hand side of the system (x = 0 km) and for 0 km <

z <0.550 km, we impose an excess fluid pressure of 7 × 106 Pa
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Joint inversion of temperature and self-potential data 649

Figure 8. Comparison between the inverted permeability and the true permeability. The dots represent the mean of the posterior probability distributions. (a)
Result of the inversion of the self-potential data alone. The resistivity is unknown and is also obtained as a result of the inversion. (b) Result of the inversion of
the self-potential data alone with the electrical resistivity assumed to be perfectly known. (c) Result of the inversion of the temperature data alone. (d) Result of
the joint inversion of the self-potential and temperature data. The joint inversion provides clearly the most reliable estimates of the permeability of each unit.

and for 0.55 km < z < 2 km, we impose a hydraulic flux of 8 ×
10−9 m s−1. On the right-hand side of the system (x = 15.5 km),
we impose a hydraulic pressure of 7.5 × 106 Pa for 3.00 km < z <

4.07 km. All the other boundaries are impervious. We point out that
while the hydraulic boundary conditions are quite well constrained
for the Cerro Prieto geothermal field. This may not be the case else-
where. In the case where this would not be the case, the boundary
conditions should be inverted together with the material properties
of each unit.

For the modelling of the heat flow, the temperature is fixed us-
ing different types of constraints among, which is the temperature
distribution in a number of geothermal wells. We use the following
boundary conditions. At the upper boundary of the model we use
T = 50 ◦C for x comprised between 0 and 6.9 km to account for
the discharge of hot water in this area (see Fig. 9c). For 6.9 km <

x < 15.5 km, T = 30 ◦C. On the left-hand side of the model (x =
0), for 0 < z < 0.55 km, we impose T = 220 ◦C because of the
observed shallow horizontal flow of hot water in the U7 formation.
For 0.55 km < z < 2 km (x = 0), we use T = 150 ◦C. For 2 km <

z < 3 km, T is fixed at 220 ◦C. On the right-hand side of the system
(15.5 km), and for 2.6 km < z < 4.1 km, we impose T = 300 ◦C.
Along the bottom boundary of the system, we impose T = 640 ◦C
to reproduce the mean geothermal gradient along the profile. All
the other boundaries are insulating boundaries.

For the self-potential signals, we used insulating boundary condi-
tions at the top and bottom surfaces of the system and the boundary

condition ϕ = 0 on the side boundaries using a padded mesh to
avoid the effect of this boundary condition over the investigated
area.

The inverse problem is performed by performing 5000 realiza-
tions using the AMA sampler. The optimized vertical and horizontal
permeabilities of each unit are listed in Table 3 with the standard
deviation determined from the last 1000 iterations of the MCMC
sampler. These optimized values yield the flow model shown in
Fig. 13(c) with the fit of the self-potential and temperature data
shown in Figs 13(a) and (b), respectively.

Regarding the values of the permeabilities, we point out that we
did not use any prior information to constrain their values. The
permeability of the basement unit U1 is found to be very low as
expected (the mean value is 10−18 m2). The optimized permeability
of Unit U3, that contains the transmissive fault, is found to be quite
high (mean of 10−13 m2). The mean value we found (10−13 m2) is
in excellent agreement with the value used by Lippmann & Bod-
varsson (1982, their table 1) for the isotropic fault material (5 ×
10−14 m2). U2 that is known to be hydrothermalized is found to have
a lower permeability (∼10−14 m2). The permeabilities of formations
U4 and U5 are lower by one order of magnitude (10−15 m2) in agree-
ment with the higher clay-content of these formations. Formation
U7 has very high horizontal and vertical permeabilities in agree-
ment with field observations. Indeed this formation corresponds to
a discharge area of the hydrothermal system and horizontal shallow
flow of hot water as discussed above (see Fig. 9c and Jardani et al.
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650 A. Jardani and A. Revil

Figure 9. Localization of the investigated profile EE’ in the Cerro Prieto geothermal field. (a and b) The Cerro Prieto geothermal field is located in Baja
California (Mexico), between the southeast end of the Imperial Fault and the northern end of the Cerro Prieto Fault. (c) Position of the profile EE’ with respect
to the recharge and discharge areas of the hydrothermal systems. This profile has been chosen because it is normal to the main geothermal features of the
system.

Figure 10. Simplified geological description of the central part of the investigated cross-section EE’ in the Cerro-Prieto geothermal field with the position of
the geothermal wells used for the temperature. The position of wells M6 and M53 can be found in Fig. 13(c) (modified from Manon et al. 1977).
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Joint inversion of temperature and self-potential data 651

Figure 11. Self-potential data and simplified geological model used for the inversion. The model comprises 10 geological units labelled U1 to U10. (a) The
self-potential data are taken from Fitterman & Corwin (1982). (b) The hydrogeological model is taken from the resistivity profile EE’ discussed by Wilt &
Goldstein (1981). The value of the resistivity of the geological units are taken from Wilt & Goldstein (1981) (their fig. 3) and are reported in Table 2. The
self-potential anomaly points out that the flow occurs mainly in Units U2 and U3 (see Corwin et al. 1979).

Table 2. Material properties (electrical resistivity and ther-
mal conductivities) used for the model of Cerro Prieto.

ρa λb

Unit (in ohm m) (in W m−1 K−1)

U1 300 1.5
U2 4.0 3.0
U3 1.5 3.0
U4 5.0 3.0
U5 8.5 2.0
U6 2.2 3.0
U7 0.6 2.0
U8 3.5 2.5
U9 1.2 2.5
U10 2.0 3.0
aThe resistivity data are from Wilt & Goldstein (1981).
bThe resistivity data are from Lippman & Bodvarsson
(1982).

2008). Units U8, U9 and U10 have a high anisotropy of perme-
ability with a very high horizontal permeability. This is consistent
with the known lithology of these formations (see Fig. 10) because
of the interbedding of shale and sand geological formations. For
the formations U8 and U9, Lippmann & Bodvarsson (1982, their
table 1) used an horizontal permeability of 10−13 m2 and a vertical

permeability of 10−14 m2 in close agreement with the optimized
values reported in Table 3 using the self-potential and temperature
data as constraints.

We can therefore conclude that the parametric inversion devel-
oped in the present paper and based on the joint inversion of tem-
perature and self-potential data yields correct estimates of the large-
scale permeability of these formations.

6 C O N C LU D I N G S TAT E M E N T S

We have developed a joint inversion algorithm for self-potential
and temperature data. Because self-potential data are usually mea-
sured at the ground surface while temperature data are measured in
boreholes, these two datasets offer complementary information for
a joint inversion problem. An AMA is used to perform this task.
The application of this algorithm to a synthetic 2-D case shows
the advantage in using the joint inversion approach by comparison
with the results of the inversion of the self-potential or temperature
data sets alone. There are two reasons for this improvement. The
first one is related to the fact that the support of the information is
complementary for both data sets (ground surface and boreholes).
The second reason is that the annihilators are usually different for
the thermal and the self-potential problems. This algorithm was
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652 A. Jardani and A. Revil

Figure 12. Interpolation of the temperature data in different geothermal wells in the central part of the profile EE’. The stars along the borehole indicate the
position of the temperature data used for the inversion.

Table 3. Value of the optimized horizontal and ver-
tical permeability for each unit of the Cerro Prieto
geothermal field.

Log (kx) Log (kz)
Material (kx in m2) (kz in m2)

U1 −18.0 ± 1.8 −18.0 ± 1.8
U2 −14.2 ± 0.5 −15.1 ± 1.5
U3 −13.0 ± 0.8 −15.3 ± 0.8
U4 −15.1 ± 0.3 −15.1 ± 0.3
U5 −15.0 ± 0.5 −14.1 ± 1.5
U6 −15.6 ± 0.3 −17.2 ± 1.0
U7 −13.7 ± 2.1 −14.1 ± 1.2
U8 −13.0 ± 1.8 −15.0 ± 0.5
U9 −12.4 ± 2.1 −13.0 ± 1.0
U10 −14.5 ± 2.1 −16.1 ± 0.68

applied successfully to the self-potential and temperature data of
the Cerro Prieto geothermal field in Baja California. The perme-
abilities resulting from the inversion are consistent with independent
hydrogeological studies based on test production.
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Bolève, A., Revil, A., Janod, F., Mattiuzzo, J.L. & Jardani, A., 2007. Forward
modeling and validation of a new formulation to compute self-potential
signals associated with ground water flow, Hydrol. Earth Syst. Sci., 11(5),
1661–1671.

Brace, W., 1977. Permeability from resistivity and pore shape, J. geophys.
Res., 82(23), 3343–3349.

Bredehoeft, J.D. & Papadopulos, I.S., 1965. Rates of vertical ground-water
movement estimated from the Earth’s thermal profile, Water Resour. Res.,
1(2), 325–328.

Castermant, J., Mendonça, C.A., Revil, A., Trolard, F., Bourrié, G. & Linde,
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Henry, P., 2008. Detection and localization of hydromechanical distur-
bances in a sandbox using the self-potential method, J. geophys. Res.,
113, B01205, doi:10.1029/2007JB005042.

de la Peña, L.A. & Puente, C.I., 1979. The geothermal field of Cerro Pri-
eto, in Geology and Geothermics of the Salton Trough, pp. 20–35, ed.
Elders, W.A., Riverside, University of California, Inst. of Geophysics and
Planetary Phys., Report UCR/IGPP-79/23.

Fetter, C.W., 1994. Applied Hydrogeology. ISBN 0-02-336490-4, Prentice
Hall, New Jersey, 691 pp.

Fitterman, D.V. & Corwin, R.F., 1982. Inversion of self-potential data from
the Cerro Prieto geothermal field, Mexico, Geophysics, 47, 938–945.

C© 2009 The Authors, GJI, 179, 640–654

Journal compilation C© 2009 RAS

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/179/1/640/2013037 by guest on 10 M

arch 2021



Joint inversion of temperature and self-potential data 653

Figure 13. Results of the inversion. (a) Best fit of the self-potential data from Fig. 15(a). (b) Best fit of the temperature data from Fig. 16. (c) Flow pattern
associated with the highest posterior probability densities of the permeabilities values of each geological unit. Note the upflow of the hot water in the central
part of the system and the horizontal flow in the Western part of the system. The arrows represent the direction of the Darcy velocity with a threshold value of
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spontané (PS) enregistrées dans le sol de transferts hydriques verticaux,
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