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S U M M A R Y
We present a new approach for performing broad-band ground motion time histories (0.1–
30 Hz) of a future earthquake in a sedimentary basin. Synthetics are computed with an
hybrid scheme combining reciprocity-based 3-D-spectral element method simulations at low
frequencies and empirical Green’s functions (EGF) at high frequencies. The combination
between both deterministic and empirical parts results in a set of hybrid Green’s functions,
summed according to a new k−2 kinematic model algorithm. The summation technique enables
to remove the high-frequency artefacts that appear above the EGF corner frequency. The
ground motion variability is assessed by generating a variety of source parameter sets selected
from a priori probability density functions. This leads to a population of response spectra,
from which the median spectral acceleration and standard deviation values are derived. The
method is applied to simulate a MW 5.5 event in the deep Grenoble basin (French Alps). The
comparison with EC8 regulations suggests the need of specific design spectra in the Grenoble
valley.
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I N T RO D U C T I O N

Synthesizing time histories of ground motion in urban areas is
useful to design specific structures and to estimate potential dam-
ages for a future earthquake. This is particularly true in Euro-
pean alpine valleys where moderate earthquakes may have large
consequences caused by large 2-D/3-D site effects. The Grenoble
city is a typical example of alpine valley: first, historic seismicity
shows the possibility of MW 5.5 events at the vicinity of the city
(≈20 km); second, this deep sedimentary valley exhibits large com-
plex site effects (Lebrun et al. 2001; Cornou et al. 2003; Guéguen
et al. 2006b; Drouet et al. 2007). In order to analyse seismic haz-
ard in the Grenoble valley, a MW 5.5 scenario earthquake occur-
ring on the Belledonne border fault south of the city is assumed
(Thouvenot et al. 2003). The source proximity makes it necessary
to use a finite-extent source description. The ground motion pre-
dictions are thus performed with a new approach coupling the k−2

source model (Herrero & Bernard 1994) and hybrid Green’s func-
tions (HGF), that incorporate 3-D site effects. This new procedure
provides an estimation of the ground motion variability.

Ground motion characteristics are strongly affected by the ve-
locity structure. The lack of detailed knowledge of the propaga-

tion medium makes it usually difficult to use numerical methods
for estimating ground motion at high frequency (generally above
1–2 Hz). An alternative approach is then the empirical Green’s
functions (EGF) method (Hartzell 1978), when good quality small
earthquake recordings are available. This method automatically in-
cludes propagation and site effects, under the assumption of the
soil response linearity. Nevertheless it is inadequate for assessing
low-frequency ground motion, because of the often bad signal-to-
noise ratio in the small event recordings below 1 Hz. Thus, several
authors (Kamae et al. 1998; Pulido & Kubo 2004; Pacor et al.
2005) proposed to calculate broad-band ground motion with a hy-
brid scheme combining deterministic and stochastic approaches:
low-frequency Green’s functions are evaluated by numerical algo-
rithms whereas high-frequency Green’s functions are obtained from
filtered white noise. In this paper, a hybrid method is also pro-
posed. First, low-frequency ground motion (<1 Hz) is modelled
with 3-D spectral element method (Komatitsch & Vilotte 1998;
Komatitsch & Tromp 1999; Komatitsch et al. 2004; Chaljub et al.
2007) calculations based on reciprocity. Second, the good qual-
ity recordings of a ML 2.8 earthquake provided by the 2005
Grenoble experiment (Chaljub et al. 2006) and the French perma-
nent accelerometric network (http://www-rap.obs.ujf-grenoble.fr),
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are used as EGFs to simulate high-frequency ground motion
(1–30 Hz). The advantage of such a combination is that both meth-
ods are adequate for simulating specific site effects.

In addition, in the relevant frequency range for earthquake engi-
neering and within a few fault lengths, ground-motion simulations
highly depend on the rupture process complexity. Thanks to its
ease of application, kinematic modelling remains the best way to
perform physically based ground motion predictions. Moreover,
Hartzell et al. (2005) compared a class of kinematic models based
on fractal distribution of subevent sizes with a simple slip-
weakening dynamic model and concluded that at present the kine-
matic simulations match better the 1994 Northridge ground motion
than the dynamic ones. A now classical approach is a self-similar
rupture model in which the spatial static slip distribution is described
in the wavenumber domain by a k−2 power-law decay (Herrero &
Bernard 1994; Bernard et al. 1996). This model leads to the com-
monly observed ω−2 displacement amplitude spectrum decay under
the two constraints that the rupture front propagates with a constant
rupture velocity and that the rise time is inversely proportional to
the wavenumber k. Ground motion is next computed by summing
up the HGF according to a k−2 source model. In order to couple
k−2 model and the EGF method, a specific summation algorithm
is developed. It enables to correct the high-frequency artefacts that
appear above the EGF corner frequency. Finally, source parame-
ters are defined with probability density functions and the resulting
ground motion variability is assessed by means of the Latin Hy-
percube Sampling (LHS) method. The ground motion sensitivity
to source parameters and to EGF uncertainties is thoroughly inves-
tigated. As a result, median and standard deviation of the spec-
tral acceleration (SA) are predicted on nine stations within the
Grenoble valley in the frequency range [0.1–30 Hz]. In order to
test the reliability of the ground motion predictions, simulations on
rock station are compared to the empirical ground motion equations
developed by Bragato & Slejko (2005) and to the stochastic method
of Pousse et al. (2006). The comparison of the predictions at sed-
iments stations with Eurocode eight suggests the need of specific
design spectra in the framework of the Grenoble basin.

S O U RC E M O D E L

Static slip distribution

The complexity of the static slip is described with a self-similar
distribution of slip heterogeneities. Following Herrero & Bernard
(1994) the static slip is supposed to have a k−2 asymptotic de-
cay in the wavenumber domain beyond the corner wavenumber kc,
inversely proportional to the ruptured fault dimension. For a rect-
angular fault plane with length L and width W we define the slip
amplitude spectrum in a way similar to Somerville et al. (1999) and
Gallovic & Brokesova (2004)

Dk(kx , ky) = D̄LW√
1 +

[(
kx L
K

)2
+

(
ky W

K

)2
]2

, (1)

where kx and ky are the wavenumbers along the strike and the
dip directions, respectively, D̄ refers to the mean slip and K
is a dimensionless constant controlling the corner wavenumber
kc = K/

√
(L2 + W 2). The parameter K is fundamental because

it determines the amplitude of the slip heterogeneities generating
the high-frequency source energy. At low wavenumber [k2

x + k2
y ≤

(1/L)2 + (1/W )2] the slip spectrum phases are chosen to concen-
trate the slip on the fault centre whereas for high wavenumbers,
phases are random. Consequently, the static slip is the sum of a de-
terministic and a stochastic part. The deterministic part of the slip
generates a smooth asperity with mean slip D̄, the size of which
depends on the corner wavenumber, that is, the dimensionless pa-
rameter K. Large values of K lead to a small asperity. The main
asperity is then added to the high wavenumber slip contributions,
corresponding to a set of zero mean slip heterogeneities. This leads
to a variety of heterogeneous slip models. All the details to generate
the static slip distributions can be found in Appendix A.

Since for a given wavenumber k > kc, the slip fluctuation ampli-
tudes are proportional to K 2, K controls the roughness of the static
slip. Fig. 1 displays examples of static slip distributions obtained for
different K values. The case K = 0.35 results in one large smooth
asperity covering the whole fault plane. For K = 1.4 the maximum
slip increases and a large part of the fault has zero slip. Conse-
quently, the gradient of the slip distribution increases as well and
static slip is rougher. This emphasizes the link between K and the
average static stress drop �σ . To better illustrate this correlation,

Figure 1. Example of static slip distributions for different K values. The
mean slip is D̄ = 0.4 m in all cases. The blue line defines the area with slip
above 0.2Dmax. To calculate the static stress drop values, we assume Cf =
1 and μ = 1010 N m. The �σ values are 18, 34 and 65 bars for K = 0.35,
0.7 and 1.4, respectively.
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we calculate �σ following Kanamori & Anderson (1975):

�σ = C f μ
D̄

L̃
, (2)

where Cf is a non-dimensional shape factor (Cf ≈ 1 in all cases), μ is
the rigidity and L̃ represents the characteristic length of the rupture
area. We define L̃ as the square root of the main slip area, defined
by the fault surface with slip over 20 per cent of the maximum slip.
This simple test shows the average static stress drop increase with
K (see legend of Fig. 1 for more details).

Source kinematics

Following Bernard et al. (1996), we model the rupture process
as a ‘self-healing’ slip pulse of width L0 propagating at constant
rupture velocity v. For wavenumbers k < 1

2L0
, the rise time is

τmax = L0/v whereas for higher wavenumbers, the rise time is
inversely proportional to k. These choices ensure the commonly
observed flat level of the acceleration amplitude spectrum beyond
the corner frequency F c. Gallovic & Brokesova (2004) derived
a general equation of the ground motion acceleration spectrum
for a 2-D rectangular fault model with a k-dependent rise time.
They developed an analytical formula of the amplitude spectrum
for a line fault in a homogeneous elastic medium, in the Fraun-
hoffer’s approximation. The authors show evidence of two charac-
teristic frequencies. First, the corner frequency can be expressed
as

Fc = vCd K

L
, (3)

where Cd = 1
1−(v/c) cos �

is the directivity coefficient (Ben-Menahem
1961). � denotes the directivity angle, defined as the angle between
the rupture front propagation and the source–receiver direction, and
c is the shear wave velocity. The second characteristic frequency
is defined as: Ft = (vCd)/(2L0). Beyond Ft, the high-frequency
energy comes from the coherent summation of the small-scale rup-
tures within the slip band. Gallovic & Burjanek (2007) showed
that such constructive interferences result in overestimated high-
frequency directivity effects. Thus, following Bernard & Herrero
(1994) and Gallovic & Burjanek (2007), we assign the small-scale
heterogeneities (k > 1

2L0
) random rupture directions to reduce the

high-frequency spectral level dependence on the rupture propaga-
tion direction. According to Gallovic & Burjanek (2007), at fre-
quencies above the transition frequency

F0 = v

L0
= 1

τmax
, (4)

the acceleration amplitude spectral level for � = 0◦ and � = 180◦

is such that

Ao = 4π 2Cs Mo

(
v

L

)2

· K 2 · RMS
[
Cd (�)2 X (Cd (�)/2)

]
, (5)

where Cs contains the propagation information and radiation pat-
tern and X is the amplitude spectrum of the slip velocity function
corresponding to unit slip and a one second rise time. In this paper, a
Gaussian function with standard deviation σ = τmax/10 is assumed
for the slip velocity function. For � = 90◦, the spectral level is flat
above the corner frequency. It is given by

A�=90◦ = 4π 2Cs Mo

(
v

L

)2

· K 2 · X (1/2). (6)

Figure 2. Representation of the acceleration spectra for different values
of the directivity angle �. A Gaussian slip velocity function with standard
deviation σ = τmax/10 is assumed. In this example, L = 20 km, K = 1,
L0 = 0.1L , v = 3000 m s−1 and v/c = 0.8. Introducing rupture incoherence
does not modify the spectrum for � = 90◦. Nevertheless, for � = 0◦ and
180◦, the directivity coefficient is the quadratic sum of Cd

2 coefficients
with variable � (Bernard & Herrero 1994). To obtain the curves for � =
0◦ and 180◦, following Gallovic & Burjanek (2007), the theoretical spectra
for a classical k−2 model are modified by setting their level to A0 above the
frequency 2 f 0. A cosine function is then applied between frequencies f 0/2
and 2 f 0 to ensure a smooth transition. The high-frequency levels for the
other values of � range from A�=90◦ to A0.

The levels obtained for the other values of � range from A0 to
A�=90◦ . A representation of the ground acceleration amplitude spec-
trum is given in Fig. 2. The whole rupture process is illustrated on
Fig. 3. Note that the resulting slip velocity functions exhibits neg-
ative values at some points, which is physically unrealistic. Ruiz
et al. (2007) developed a recombination scheme of the Fourier slip
components to get slip velocity functions compatible with earth-
quake dynamic (e.g. Tinti et al. 2005). Nevertheless, studying the
shape of this function is not the purpose of our study and we do
not apply any other correction than removing the negative static slip
values.

S U M M AT I O N A L G O R I T H M

The simulated event ground motion displacement U (r , t) at position
r is numerically expressed according to the discretized representa-
tion theorem (Aki and Richards 2002)

U (r, t) =
∑

i j

μi j ai j

moi j

si j (t − tri j ) ∗ Gi j (r, t), (7)

where μi j , ai j , moi j and G(r , t)ij refer to the rigidity, area, seismic
moment and Green’s function at the subfault (i, j), respectively. The
slip histories sij(t) and the rupture times tri j arise from the k−2 source
model described above. In this study Gij(r , t) is replaced with the
recording of a small earthquake u(r , t) used as EGF. According to
Hartzell (1978) the summation is valid only below the EGF corner
frequency f c. The small event is supposed to follow a k−2 model as
well. In the following (l, w, KS, d̄, mo) stands for the fault length,
width, K value, mean dislocation and seismic moment of the small
event, respectively.
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Figure 3. Representation of the rupture process, modelled as a slip pulse propagating at constant rupture velocity v. The slip distribution is split into its low
and high components at frequency k = 1

2L0
. The low wavenumber slip has a rise time equal to τmax = L0/v. The high wavenumber slip is composed of a set of

heterogeneities of different scales, considered as independent subevents. These subevents start slipping as the main rupture front reaches one point, randomly
chosen, from which a secondary rupture front propagates (see bottom left box). The slip duration for a given subevent is proportional to its wavenumber. The
figure also displays example of resulting slip velocity functions, compared with the functions that would be obtained from a classical k−2 model (without
random nucleation points). In this example, L = 5 km, W = 2.5 km, D̄ = 0.2 m, K = 1 and τmax = 0.3 s.

Fault plane discretization

The EGF fault plane is assumed to be a square. Its length is deter-
mined from the corner frequency. The EGF is supposed to be small
enough (ML = 2.8 in this study) to neglect directivity effects. This
common assumption is controversial (e.g. Boatwright 2007) and is
discussed in the section ‘EGF uncertainties’. Thus, assuming a k−2

model, the EGF corner frequency is such that

fc = vKS

l
. (8)

Assessing the rupture length implies to determine the K S value.
An approximation of K S can be obtained by considering the model
of Brune (1970), which gives for a circular fault: f c = 0.33c/r fge,
where c is the shear wave velocity and r fge is the fault radius.
In the case of a square fault plane, the conservation of the EGF
rupture surface between a square and a circular fault gives: fc =
0.33

√
πc/ l. By considering: v = 0.8c, which is consistent with

dynamic rupture modelling, we get: f c ≈ 0.74v/l. This suggests
K S ≈ 0.74. Thus, from eq. (8), we obtain the small earthquake
rupture length.

The dimensions of the target event fault plane are next assessed
using the scaling laws between small and large earthquakes. The
classical law of Brune (1970), based on the assumption of self-

similarity between the small and the large events, gives

L

l
= W

w
= D̄

d̄
= N , withN =

(
M0

m0

)1/3

. (9)

M0 denotes the seismic moment of the target event. Note that eq. (9)
is valid provided that both events have the same K value. In other
words, the choices L = W = N · l and K = K S lead to a target event
stress drop equal the EGF one. In our procedure, L and W are fixed.
Consequently, the natural variability of the simulated event stress
drop is accounted for by a deviation from K = K S . The choice
of the K value distribution will be discussed later. The fault plane
discretization parameters can be found in Table 1.

Summation along dislocation rise-time

As explained above, the static slip consists in a deterministic part,
with mean slip D̄ and a stochastic zero mean high wavenumber part.
It leads us to split the summation along the dislocation rise-time in
two parts. The number of EGFs to sum on a given subfault (i, j)
is: Ni j = NDETi j + NSTOi j , where DET and STO indicies stand for
deterministic and stochastic slip, respectively. NDETi j is such that∑

i j NDETi j = N 3 and NSTOi j = ∑
k

1
d̄
|Dki j |, where Dki j is the slip

contribution of the kth spectrum component at the subfault (i, j).
The global summation algorithm can be expressed as

U (r, t) = R(t) ∗ u(r, t), (10)
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New approach for coupling k−2 and EGFs 1631

Table 1. Fault plane discretization and EGF
parameters. N L, N W and N D denotes the EGF
number to sum along the strike, the dip and
the dislocation rise time, respectively.

Parameters Value

M0 2.2 × 1017 N m
m0 2.0 × 1013 N m

L/W 2
f c 12 Hz
l 0.160 km

N L 36
N W 18
N D 18

Target event strike 120◦
EGF strike 160◦

Dip 90◦
EGF focal depth 3 km

Notes: The seismic moments of the EGF and
the simulated event are directly obtained
from the moment magnitude. We assume
that local magnitude and moment magnitude
are the same for the EGF. The corner
frequency f c is assessed from the EGF
displacement amplitude spectrum.

where the site-dependent apparent source-time function (ASTF)
R(t) is

R(t) =
N∑

i=1

N∑
j=1

r

ri j

⎡
⎣NDETi j∑

q=1

δ(t − tri j − tsi j − tDETq )

+
NSTOi j∑

q=1

p · δ(t − tri j − tsi j − tSTOq )

⎤
⎦. (11)

The indice q denotes the summation along the dislocation rise time.
The constant p is defined according to: p = 1 for Dki j > 0 and p =
−1 for Dki j < 0. At last the term tsi j is introduced to account for
the different subfault/receiver S-wave traveltime delays and r/r ij is
the geometric spreading factor.

Summation process beyond the EGF corner frequency

Beyond f c the main event energy is purely stochastic because the
EGF summation becomes incoherent. Hence the ASTF spectral
level is flat and corresponds approximately to the square root of the
total number of EGFs to sum up. Thus the resulting high-frequency
level is not in agreement with the desired level for the source model.
The theoretical level expected for f ≥ f c is �-dependent (see
section ‘Source kinematics’). However, for simplicity, we assume
that this level is the same whatever the value of � is. We then
set the acceleration spectrum level to its maximum value A0 (note
that after eqs (5) and (6), the largest error induced corresponds to
a factor of A0/A�=90◦ ≈ 2). Consequently, the theoretical ASTF
level is supposed to be (see Appendix B)

|R( f ≥ fc)theo| = βN K 2, (12)

where β ≈ 3.5.
Following Kohrs-Sansorny et al. (2005), the number of EGFs to

sum along the dislocation rise time is modified to reproduce the
required high-frequency spectral level. The following procedure is
proposed (see Appendix C): (1) the EGF dislocation d is adapted
so that the average number of EGF summed on each subfault is not

N but [ α(N )
β

]2 · N 2

K 2 , where α(N ) = 2
√

ln
(

N−1
4

)
and β ≈ 3.5; (2)

the deterministic slip contribution to the ASTF is low-pass filtered
to keep only the zero mean slip fluctuations contributions beyond
f c and (3) the spectrum is divided by [ β

α(N ) ]2 · K 2

N to conserve the
seismic moment.

Resulting ASTF

Fig. 4(a) displays the effects of the above-described EGF summa-
tion scheme correction on the average ASTF amplitude spectra.
The spectra are calculated for an unilateral rupture and a rectangu-
lar fault with L/W = 2. This fault ratio is in agreement with the
results of Somerville et al. (1999) and will be kept in the following.
Fig. 4(a) shows that the high-frequency procedure based on the
assumption of a square fault plane holds for L/W = 2 and
the target high-frequency level is reached. Note that in addition
to the misestimation of the high-frequency spectral level, an other
type of numerical artefact appears due to the finite distances be-
tween the small-event sources (Bour & Cara 1997). It corresponds
to a peak occurring approximatively at: f p = vCd/l (Fig. 4b). In
order to reduce this peak, a random component is introduced in the
rupture velocity v. v is thus uniformly distributed in the interval
[v − 100 m s−1, v + 100 m s−1]. Are also shown the effects of
the source (Figs 4c and d). These figures show that the main the-
oretical characteristics of the amplitude spectrum for a line fault
are preserved (i.e. corner frequencies, �, K and τmax-dependence
of the model). It should be noticed that R(f ) phases are necessar-
ily stochastic beyond f c. Nevertheless this is consistent with the
rupture process that is purely stochastic above F0.

G R E E N ’ S F U N C T I O N S

EGFs

On 2005 October 1 a small earthquake occurred on the southern tip
of the Belledonne border fault, about 15 km south of the Grenoble
city (ML = 2.8, Local magnitude Sismalp, http://sismalp.obs.ujf-
grenoble.fr). This event has been recorded by the French accelero-
metric permanent network and by a temporary array from the French
mobile network (INSU/CNRS), composed of velocimetric sensors
(CMG40T, with a flat response from 20 to 60 s) and deployed in
the Grenoble city from 2005 June 15 to October 30 (Chaljub et al.
2006). These good quality recordings provide an opportunity to
simulate the effects of a moderate sized earthquake with the EGF
method. Velocities are first differentiated to get the ground acceler-
ation. Twenty-seven three-component accelerograms are then used
as EGFs to compute ground motion at nine stations in the Grenoble
city (Fig. 5). Seven of the stations are installed on soft soil within
the sediment-filled valley, while two are located at rock sites. The
hypothesized scenario is a MW 5.5 left-lateral strike slip event.
The fault plane is supposed to be vertical with a strike of 120◦. The
small earthquake characteristics and the rupture plane discretiza-
tion parameters are displayed in Table 1. Note that the strike of the
small event (160◦) is different from that of the target event. Indeed
a value of 120◦ seems more appropriate for a MW 5.5 scenario in
the Laffrey area (Thouvenot et al. 2003). In order to account for
differences in focal mechanism, a simple procedure is applied to
correct the EGF radiation pattern. It has been observed that the
radiation pattern of small earthquakes is frequency dependent and
characterized by a transition from the theoretical double-couple
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1632 M. Causse et al.

Figure 4. Average apparent source-time function spectra (quadratic mean of 100 simulated spectra) in the case of an unilateral rupture and a rectangular fault
plane with L/W = 2. The parameters used to compute the spectra are in agreement with the Grenoble application. They are displayed at the bottom right. (a)
Effect of the high-frequency spectral level correction. The dashed line in the zoomed box indicates the expected theoretical level. (b) Effect of the addition of
a random component to the rupture velocity. (c) Effect of the roughness parameter K. (d) Effect of the angle � and the rise time τmax. Frequencies f 0 and f ′

0

denotes the transition frequencies for τmax = 0.6 and 0.3 s, respectively. (e) Effect of removing the negative slip value.

radiation pattern at low frequencies to a totally isotropic radiation
pattern at high frequencies (Satoh 2002). Following Pulido & Kubo
(2004) we assume a radiation pattern with a linear variation from 1
to 3 Hz between the theoretical double-couple radiation and a spher-
ical radiation. We only consider the contributions of the SH and SV
waves. The theoretical radiation patterns FSH and FSV are given in
Aki and Richards (2002) (equations 4.90 and 4.91). To estimate the
take-off angle, an homogeneous medium is hypothesized. Finally,
to assess the contributions of the SH and SV waves to the dif-
ferent ground motion components, we assume a vertically incident
wave-field, which is the most plausible given the impedance contrast
(≈4) between the bedrock and the sedimentary basin. This leads to
a frequency-dependent factor used to correct the EGF amplitude
spectrum. This factor equals 1 above 3 Hz and does not change the
vertical component. The EW and NS-component modifications at

1 Hz do not exceed a factor of 5, except for station G15 for which
a change in the fault azimuth shifts from a maximum to a node of
the SH radiation pattern, and the EW-component correction factor
equals 0.05. The resulting EGF amplitude spectrum modification is
large but significantly improves the fit between the 3-D simulation
and the EGFs (Fig. 6a).

EGF uncertainties

The small event input parameters (moment magnitude MW, corner
frequency f c and K value K s) are only known with large uncertain-
ties. Here we analyse the influence of a potential parameter value
misestimation on the simulated ground motion. More precisely, the
sensitivity to each EGF parameter is investigated by looking ASTF
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New approach for coupling k−2 and EGFs 1633

Figure 5. Map of the Grenoble valley, station and fault location.

changes when varying the given parameter around its supposed
best estimate value, while keeping the other parameters unchanged.
First, the MW reference value is chosen by assuming mL = MW

for small events, which leads to MW = 2.8. A deviation of plus or
minus 0.2 from the MW reference value results in a change of a
factor 2 in the seismic moment value m0, and consequently, in the
number of EGF to sum up. Therefore, the simulations are largely
sensitive to the MW value at low frequency (Fig. 7a). Furthermore,
the corner frequency controls the EGF rupture length l (eq. 8), and
consequently, the target event fault plane dimension. For instance,
underestimating the f c value leads to increased rupture length L
and decreased target event corner frequency f c. Since the number
of summed EGF is unchanged, the f c uncertainty does not con-
cern the low-frequency and high-frequency expected spectral levels
(Fig. 7b). Finally, Fig. 7(c) shows the effects of varying the K s value,
assuming self-similarity between the small and the target events
(K = K s). As f c is kept constant, changing K s also affects the
rupture lengths l and L.

In addition, it has been assumed that the small event is not af-
fected by directivity effects. If this hypothesis is rejected, first, the
simple correction applied to account for the EGF fault strike modi-
fication (initial estimated value of 160◦ set equal to 120◦, see section
‘EGFs’) should also include a modification of f c. Nevertheless, the
procedure applied in this study to simulate ground motion above
f c ensure that the expected ASTF spectral level at f c is obtained,
whatever the f c value is. Consequently, the particular EGF direc-
tivity effects are not expected to significantly modify the simulation
results. Second, although the � values differ from one station to
the other (Fig. 5), the f c reference value has been set from the data
recorded at OGMU rock station and is supposed to be the same
for all the stations. However, the difference in the � values is not
large. Thus, once again, this approximation is expected to bring only
minor modifications on ground motion. Using several EGFs would

ensure that the potential small event directivity effects are averaged.
However, in moderate seismicity area like the Grenoble basin, very
few events are available.

HGFs

Since the EGFs have a satisfactory signal-to-noise ratio (>2) only
beyond about 1 Hz, they are not adequate to simulate the low-
frequency ground motion. Consequently, low frequencies are com-
puted with the spectral element method (SEM) and combined in
the time domain with the EGFs to obtain a set of HGFs (Kamae
et al. 1998). The SEM is a high-order method that combines the
ability of finite element methods to handle 3-D geometries and the
minimal numerical dispersion of spectral methods (Komatitsch &
Vilotte 1998; Komatitsch & Tromp 1999). The reader is referred to
Chaljub et al. (2007), Komatitsch et al. (2004), Lee et al. (2008)
and Chaljub (2009) for details about the application of the SEM
to ground motion estimation in sedimentary basins or valleys. The
SEM is particularly well suited for ground motion estimation in
alpine valleys because of its natural ability to account for free-
surface topography and its accuracy to model the propagation of
surface waves, such as those diffracted off the valley edges. The
numerical prediction of ground motion with the SEM presented
hereafter have been carefully validated by comparison with those
of other advanced 3-D methods, during the numerical benchmark
organized within the 2006 symposium on the effects of surface ge-
ology (ESG) on ground motion (Chaljub et al. 2009; Tsuno et al.
2009).

Deterministic ground motion calculations implicitly assume that
the 3-D structure (i.e. the positions of the physical interfaces, seis-
mic wave velocities, densities, attenuation factors, etc.) is known
from the source region to the receivers. For the Grenoble area, we
use a simple 1-D model of the crust combined with a 3-D model
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1634 M. Causse et al.

Figure 6. (a) Effect of the EGF radiation pattern correction on the fitting between the deteministic and the empirical ground motion. (b) Principle of the
low-frequency ground motion simulation. 3D-simulations and EGFs are filtered and summed on each subfault to obtain a set of HGFs.

of the sedimentary valley. The crustal model is defined following
Thouvenot et al. (2003) and given in Table 2.

The 3-D valley model is bounded by the sediment-bedrock in-
terface obtained by Vallon (1999). Within the sedimentary cover,
seismic velocities and densities are only allowed to vary with depth
as⎧⎪⎨
⎪⎩

a = 300.0 + 19.0 × √
d,

b = 1450.0 + 1.2 × d,

ρ = 2140.0 + 0.125 × d,

(13)

where depth d is given in m, P (resp. S) velocities a (resp. b) in m s−1

and mass density ρ in kg m−3. Finally, we account for attenuation
only in the sediments by assuming a finite shear quality factor
Qμ = 50 and an infinite bulk quality factor Qκ .

The depth dependence of seismic velocities given by eq. (13)
relies on direct measurements made for depths larger than 40 m
in a deep borehole drilled in 1999 in the eastern part of the valley

(Nicoud et al. 2002). It also matches closely the values derived from
a refraction profile in the western part of the valley (Cornou 2002;
Dietrich et al. 2009). This is consistent with the early geological
history of the valley since the deep part of the sedimentary cover (i.e.
below about −30 m) was formed by the sedimentation of postglacial
lacustrine deposits, a smooth process that did not produce strong
lateral variations. The shallower part, filled by the deposits of the
Isère and Drac rivers, is known to be much more heterogeneous and
a continuous effort is deployed to map these lateral variations into
a fully 3-D model of the valley. The 1-D model defined by eq. (13)
provides a crude average of the shallow subsurface but it has been
shown to explain reasonably well the ground motion characteristics
for frequencies below 1.5 Hz, in particular the level of amplification
between bedrock and sediments (Chaljub et al. 2004, 2005; Chaljub
2009) and the ambient noise propagation properties (Cornou et al.
2008).

In order to define the low frequency part of the HGFs, we need
to compute the ground motion at a small number of stations (9 for
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New approach for coupling k−2 and EGFs 1635

Figure 7. Sensitivity of the ASTF to the EGF parameters MW, f c and K s. The assumed reference values are MW = 2.8, f c = 12 Hz and K s = 0.74. The
spectra correspond to the quadratic mean of 100 simulated spectra for � = 90◦ and τmax = 0.6 s.

Table 2. 1-D velocity and density model of the bedrock used for estimating
the deterministic part of the hybrid Green’s functions.

Depth of Quality
top layer (km) α (km s−1) β (km s−1) ρ (g cm−3) factor

0 5.60 3.20 2.72 ∞
3 5.92 3.43 2.72 ∞
27 6.60 3.81 2.92 ∞
35 8.00 4.45 3.32 ∞

the results presented in this paper) due to a large number of point
sources distributed on the fault plane. The fault plane is discretized
into 36 × 18 = 648 square subfaults of length 160 m. It is therefore
indicated to invoke the reciprocity of the wave equation and to
switch the respective roles of sources and receivers, as suggested
by Eisner & Clayton (2001), Graves & Wald (2001) and recently
implemented by Zhao et al. (2006) for tomographic applications.

Let xR stand for the position of one of the receivers. The ith com-
ponent of the displacement field due to a double-couple punctual
source located at xS is

ui (xR, t) = ∂ G ji

∂x S
k

(xR, xS, t) ∗ M jk(xS, t), (14)

where G is the Green’s function and M gathers the seismic moment
tensor and the source time function. Note that G has to be evaluated
at the receiver position. Applying reciprocity yields

ui (xR, t) = ∂ Gi j

∂x S
k

(xS, xR, t) ∗ M jk(xS, t), (15)

where now the Green’s function is the displacement field evaluated
at the source position due to a unit force located at the receiver. The
final seismic moment is described with a Heaviside function, scaled
to the EGF magnitude (ML = 2.8).

Following eq. (15), we thus performed a total of 27 simulations, 3
unit forces in the x , y and z directions for each of the nine receivers,
and recorded the spatial derivatives of the ground displacement at
the 648 points defining the fault plane. The grid used for those
calculations contains about 40 000 elements (2 600 000 points) and
provides a sampling of at least five gridpoints per wavelength for
frequencies up to 2 Hz. The computation of 90 s of these 157 464
derivatives of Green’s functions required a continuous access to
32 CPUs during about 2 months.

Next, both deterministic and empirical parts of the Green’s func-
tions are summed in the time domain on each subfault by adjusting
the P-waves arrival times (Fig. 6b). Numerical simulations and
EGFs are, respectively, low-passed and high-passed filtered with a
pair of complementary filters. A set of 648 three-component HFG
is obtained for each station. Given that the EGFs do not have a
satisfactory signal-to-noise ratio below 1 Hz and that determinis-
tic Green’s functions are calculated up to 2 Hz, the value of the
filter cut-off frequency can be chosen within this range. Numeri-
cal simulations result in a set of Green’s functions specific to the
subfault-receiver path. This is not the case for the empirical part
since the same EGF is used for each part of the fault plane. Never-
theless, the numerical simulation accuracy is strongly limited by the
lack of detailed knowledge of the propagation medium. Therefore,
the cut-off frequency is chosen to be 1 Hz (Fig. 6b).
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1636 M. Causse et al.

Figure 8. Sensitivity of the ground acceleration with respect to the variation by one standard deviation of the parameter K, the hypocentre abscissa Xnuc and
the rupture velocity v. Acceleration and velocity time histories are the EW-components at station OGMU. The maximum value is indicated on the right of each
time-series. Xnuc/L ≤ 0.5 corresponds to the northwestern part of the fault. In order to show the K effects, an antidirective unilateral rupture is supposed. This
way the sensitivity to K can be observed not only on the ground acceleration but also on the velocity. To study the v effects, the hypocentre is set on the middle
of the fault.

G RO U N D M O T I O N P R E D I C T I O N S

Ground motion variability assessment

The ground motion prediction variability is evaluated by first defin-
ing the source parameter uncertainties and then calculating their
effects on the SA. More precisely the k−2 model parameters are
assigned probability density functions. The Latine hypercube sam-
pling (LHS) method (McKay 1988) is next applied to select for
each parameter a set of n values, chosen with respect to its distri-
bution. These values are randomly combined for obtaining a set of
n samples of source parameters (see Pavic et al. 2000, for more
details). Finally, the resulting parameter combinations are used to
simulate, with the aforementioned summation algorithm, a class of
n response spectra, from which the median and standard deviation
of SA are calculated. In this study, a value of n = 50 is taken.
For each simulation the high wavenumber slip spectrum phases are
randomly defined.

The source parameter distributions are assessed by investigating
their scattering obtained from past kinematic inversion studies. Mai
et al. (2005) have analysed the hypocentre position by studying a
database of more than 80 finite-source rupture models and defined
probability density functions that we used in this paper. Somerville

et al. (1999) also detailed the characteristics of 15 crustal earth-
quake slip models, from which they derived a relation between the
corner wavenumber kc = K/L and the seismic moment. For a MW

5.5 event, the relation gives a median K value of 0.5 with a standard
error of 0.26. Taking this distribution, the n = 50 K -values range
from 0.17 to 1.2. Consequently, according to the discussion of Ap-
pendix A, the slip model correction proposed to remove the negative
slip areas can be applied. Next we supposed that the rupture veloc-
ity v is uniformly distributed between 0.7c and 0.9c, where c is the
share wave velocity. Finally, we assume a constant rise-time τmax

equal to 0.25 s, which is the average value proposed by Somerville
et al. (1999) for a MW 5.5 earthquake. Fig. 8 displays the effects
of the source parameters uncertainties on the ground acceleration
and velocity at rock station OGMU. Are also shown examples of
amplitude acceleration Fourier spectra for unilateral directive and
antidirective ruptures (Fig. 9).

Simulation on rock and validation

In order to test the reliability of the ground motion predictions,
simulations on rock site are compared to the empirical ground mo-
tions equations of Bragato & Slejko (2005) and to the stochastic
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New approach for coupling k−2 and EGFs 1637

Figure 9. Example of amplitude acceleration Fourier spectra for unilateral directive and antidirective ruptures, at OGMU rock station (EW component). The
slope is approximately ω2 below Fc1 and Fc2 (theoretical corner frequency values for a non-directive and a directive propagation, respectively). The spectral
level is flat and equal for both rupture types beyond the transition frequency F0, and starts decreasing above about 10 Hz, due to the seismic wave attenuation.

method developed by Pousse et al. (2006). Both methods, based
on real data, provide estimation of the ground motion median and
standard deviation expected at a rock station. Bragato & Slejko
(2005) empirical equations have been derived from a large data set
of seismometric and accelerometric records collected in the Eastern
Alps and are valid in the magnitude range 2.5–6.3 for distances of
up to 130 km. Pousse et al. (2006) method generates time-domain
accelerograms following a specific time envelope and based on the
assumption that phases are random. The frequency content of the
signal follows a modified ω−2 model. The method depends on four
indicators (peak ground acceleration, strong-motion duration, Arias
intensity and central frequency), empirically connected to Japanese
data recorded by the K-net array.

Fig. 10 stands for the comparison between the EGF response spec-
tra at rock stations (OGMU and G10) and Bragato & Slejko (2005)
predictions. The good agreement between the data and Bragato &
Slejko (2005) model in the frequency range 0.5–3 Hz, especially
for station G10, shows that the EGF seismic moment estimation
is correct. Discrepancies observed at frequencies above 3 Hz can
be explained by the rock stiffness differences at stations OGMU
and G10. VS30 is close to 2200 m s−1 at OGMU and 1500 m s−1 at
G10, whereas Bragato & Slejko (2005) model includes softer rock
types (800 < VS30 < 1500 m s−1 on average; P. L. Bragato, 2008,
personal communication). In the following station G10, which best
fits the empirical model rock site definition, is kept as the reference
rock station.

Comparison between our k−2 hybrid calculations, Bragato &
Slejko (2005) predictions and Pousse et al. (2006) stochastic sim-
ulations is displayed on Fig. 11. Stochastic simulations are initially
adjusted to adapt the definition of rock. Indeed the K-net array rock
types used in Pousse et al. (2006) correspond to VS30 ≈ 800 m s−1.
Pousse et al. (2006) VS30 is thus set equal to 1500 m s−1. Since
the roughness parameter K median value is poorly constrained by
Somerville et al. (1999) empirical model, ground motion predic-
tions are shown not only for a median value K = 0.5 but also for

Figure 10. Comparison between the EGF response spectra at rock stations
OGMU and G10 (EW component) and Bragato & Slejko (2005) empirical
ground motion equations for a rock site, ML = 2.8 and an epicentral distance
equal to 19 km.

K = K S = 0.74 (self-similarity between the small and the simulated
events) and for K = 1 [value used in the classical model of Herrero
& Bernard (1994)]. First, for K = 0.5, our ground motion simula-
tions well match Bragato & Slejko (2005) empirical equations in
the frequency range 0.5–2 Hz and predict lower values for higher
frequencies (Fig. 11a). This is consistent with the comparison be-
tween the EGF and the empirical equation predictions, showing a
similar tendency (Fig. 10). The difference observed at high fre-
quency decreases with an increasing K value. Second, a value of
K = 1 is necessary to improve the agreement between k−2 hybrid
simulations and Pousse et al. (2006) corrected response spectra. For
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1638 M. Causse et al.

Figure 11. (a) Comparison between the response spectra obtained from our k−2 hybrid predictions (station G10, EW component), Bragato & Slejko (2005)
empirical ground motion equations and Pousse et al. (2006) stochastic simulations, corrected according to Cotton et al. (2006) procedure (VS30 = 1500 m s−1).
The dashed line correspond to the plus and minus standard deviation spectra. (b) Example of accelerograms (station G10, EW component) obtained from the
k−2 hybrid procedure. Are also shown example of Pousse et al. (2006) corrected stochastic simulations. The six time-series span the median ground motion
within ±1 SD.

K = 1, the obtained time-series are also similar in terms of ampli-
tude and duration (Fig. 11b). Note that below 1 Hz, the stochastic
simulations exceed the other predictions of a factor of about 2.
This difference may come from Pousse et al. (2006) procedure,
that overestimates the acceleration Fourier amplitude below the
corner frequency for moderate sized earthquakes (Fabian Bonilla,
2008, personal communication—see also fig. 8 of Pousse et al.
2006).

Despite the discrepancies observed at high frequency, one can
conclude that our simulations are consistent with Bragato & Slejko
(2005) empirical equations and the stochastic simulations, for the
three tested K values.

Simulation on sediment

In order to simulate ground motion at sediment stations, a K value of
0.5 is kept, since it results from past earthquake analysis (Somerville
et al. 1999, relationships). The comparison at the rock station G10
with Bragato & Slejko (2005) empirical equation results and Pousse
et al. (2006) corrected simulations suggests that K = 0.5 does not
lead to overestimated ground motion. Fig. 12 displays the accelero-
grams derived from median source parameter values at the 9 stations
and Fig. 13 displays median and standard deviation of the simulated
response spectra. The spectra are compared with the European regu-
lation spectra (EC8) for rock site (category A in EC8 classification)

or for standard to stiff soils (category B and C) for the stations lo-
cated within the basin. First, our predictions exceed the EC8 spectra
at some sites and some frequencies, especially at station OGDH,
which exhibits two peaks at 0.3 and 2 Hz. The first peak, gener-
ated by 3-D simulations (<1 Hz), corresponds to the fundamental
resonance frequency of the sedimentary basin (Lebrun et al. 2001;
Guéguen et al. 2006a). This peak also clearly appears at stations
OGFH, G15 and G20. This confirms the importance of coupling
the EGF with 3-D numerical calculations. The second peak at 2 Hz
has been well identified from geophysical and geotechnical surveys
(Guéguen et al. 2006b, P. Guéguen and S. Garambois, unpublished
manuscript) and from global inversion methods (Drouet et al. 2007).
This is interpreted as the resonance effects within a surficial soft
clay layer overlaying more competent sandy graver layers. Second,
the spectral responses at stations G20 and OGDH, located only a
few hundreds of meters away, obviously diverge beyond 1 Hz. This
points out the large spatial variability of the high-frequency ampli-
fication effects, caused by fast lateral variations of the upper soft
sediment layers (Tsuno et al. 2008). Such variations are observed
from several drillings and surface wave measurements performed
in this area. Third, the EC8 design spectra largely exceed our sim-
ulations at rock stations OGMU and G10. These results indicate
that standard European regulations provide a frequency-dependent
and site-dependent safety margin in the Grenoble basin. The use
of HGFs suggests the need of specific design spectra in Grenoble,
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New approach for coupling k−2 and EGFs 1639

Figure 12. Simulated accelerograms for median parameter values. The maximum value is indicated on the right of each accelerogram.

with increased low-frequency level in the valley and much smaller
spectra on rock. Microzonation studies are thus preferable in such
a specific geological context.

C O N C LU S I O N

A new method has been introduced for performing broad-band
ground motion time histories from a finite-extent source model.
This method includes specific site effects and is adequate for
simulating ground motion in 3-D deep alluvial valleys. The ground
acceleration is computed in the frequency range 0.1–30 Hz with
a new approach coupling k−2 source model and HGFs, obtained
by summing reciprocity-based SEM 3-D simulations (<1 Hz) and
EGFs. A procedure is proposed to assess the ground motion predic-
tion variability due to the source rupture process, from specific dis-
tributions of the k−2 model parameters. We used this new approach
for predicting ground motion for a potential MW 5.5 earthquake in
the Grenoble valley. At sediment sites, the simulated response spec-
tra significantly differ from one station to the other. At some sites
simulations present large response spectra both at high-frequency
(>1 Hz) and low-frequency (≈0.3 Hz) and EC8 spectra are ex-
ceeded. This points out the interest of coupling EGFs and 3-D
numerical simulations in such deep valleys.

The method presented relies on reliable estimation of the source
model parameter distributions. Our ground motion estimations es-
pecially depends on the slip distribution roughness, controlled by the
parameter K. In order to estimate the a priori K value distribution,
Somerville et al. (1999) scaling laws have been used. Neverthe-

less, the reliability of these relationships may be questionable. First,
Somerville et al. (1999) results have been derived from a small num-
ber of inverted source models (15) and the event magnitudes MW

range from 5.6 to 7.2, which decreases the K estimation robustness
for a MW 5.5 event. Second, the inverse problem parametrization
often involves subjective decision resulting in highly different in-
verted slip images and there is no basis to distinguish between
artefacts, smoothing constraints and real features (Beresnev 2003).
The comparison made in Fig. 11 indicates that a median K value
of 0.5 may result in underestimated ground motion. There is thus a
need of improving earthquake model databases to better constrain
source parameters for performing blind predictions. An other ap-
proach would have been to set the median K value equal to 1, which
leads to the best fit between the predictions at rock station G10,
Bragato & Slejko (2005) predictions and Pousse et al. (2006) cor-
rected simulations. Such a calibration is also proposed by Causse
et al. (2008). Nevertheless, this approach would not change the
general conclusion on the comparison between the ground motion
predictions at sediment stations and the EC8 design spectra.
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1640 M. Causse et al.

Figure 13. Simulated median and standard deviation of the spectral acceleration (EW component), compared with EC8 spectra. The median K value is K =
0.5, as suggested by Somerville et al. (1999) empirical model.

Accelerometric Permanent network and all the participants to the
2005 Grenoble experiment (Chaljub et al. 2006).

R E F E R E N C E S

Aki, K. & Richards, P.G., 2002. Quantitative Seismology, 2nd edn., Univer-
sity Science Books, Sausalito, CA.

Ben-Menahem, A., 1961. Radiation of seismic surface-waves from finite
moving sources, Bull. seism. Soc. Am., 51, 401–435.

Beresnev, I.A., 2003. Uncertainties in finite-fault slip inversions: to what
extent to believe? A critical review, Bull. seism. Soc. Am., 93, 2445–2458.

Bernard, P. & Herrero, A., 1994. Slip heterogeneity, body-wave spectra,
and directivity of earthquake ruptures, Annali Di Geofisica, XXXVII,
1679–1690.

Bernard, P., Herrero, A. & Berge C., 1996. Modeling directivity of hetero-
geneous earthquake ruptures, Bull. seism. Soc. Am., 86, 1149–1160.

Boatwright, J., 2007. The persistence of directivity in small earthquakes,
Bull. seism. Soc. Am., 97, 1850–1861.

Bour, M. & Cara, M., 1997. Test of a simple empirical Green’s func-
tion method on moderate-sized earthquakes, Bull. seism. Soc. Am., 87,
668–683.

Bragato, P.L. & Slejko, D., 2005. Empirical ground motion attenuation
relations for the eastern Alps in the magnitude range 2.5–6.3, Bull. seism.
Soc. Am., 95, 252–276.

Brune, J.N., 1970. Tectonic stress and the spectra of seismic shear waves
from earthquakes, J. geophys. Res., 75, 4997–5009.

Causse, M., Cotton, F., Cornou, C. & Bard P.-Y., 2008. Calibrating median
and uncertainties estimates for a practical use of EGF technique, Bull.
seism. Soc. Am., 98, 344–353.

Chaljub, E., 2009. Spectral element modeling of 3D wave propagation in the
alpine valley of Grenoble, France, in Third International Symposium on
the Effects of Surface Geology on Seismic Motion, Vol. 2, pp. 1467–1474,
eds Bard, P.Y., Chaljub, E., Cornou, C., Cotton, F. & Guéguen, P., LCPC
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A P P E N D I X A : S TAT I C S L I P
G E N E R AT I O N

The static slip models are obtained by inverse Fourier transform
from eq. (1). They result from the superposition of a deterministic
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Figure 14. (a) Slip amplitude spectrum in 2-D (left-hand panel) and 1-D (right-hand panel). The deterministic slip (k ≤ 1/L) is defined by only 3 points. (b)
Deterministic slip correction procedure. The mean slip is 0.4 m and the K value equals 1. The space between the slip contourlines is 0.2 m. (c) Effect of the slip
correction procedure on the amplitude slip spectrum. The curves correspond to the 1-D along-strike Fourier transforms. The larger the K value is, the larger
the reduction induced by removing the negative slip is.

part (k ≤ kc) and a stochastic part (k > kc). From numerical con-
siderations the deterministic slip is defined in the Fourier domain
by a limited number of points (only three points in 1-D, Fig. 14a).
This results in spurious artefacts in the space domain, in particular
strongly negative slip zones. A simple process is thus introduced
to enhance the low wavenumber asperity features (Fig. 14b): (1)
the low wavenumber slip amplitude spectrum is resampled using n
times the original sampling rate. The resulting spatial slip covers a
fictitious fault plane of size (nL, nW ). In practice, we used n = 4;
(2) the centre window of size (L, W ) is selected; (3) the remaining
negative slip areas and the fault edges are assigned zero slip and

(4) a constant scaling factor is applied to conserve the mean slip.
This procedure brings about only minor modifications on the slip
amplitude spectrum (Fig. 14c).

The deterministic slip is next added the high wavenumber slip
contributions. A classical problem of this superposition is the emer-
gence of negative slip areas in the final slip distributions. In order
to remove the unphysical negative slip values, the slip fluctuation
amplitudes are just reduced at any point with negative slip to reach a
zero slip. The slip is next tapered on the edges and normalized again
to get the right mean slip. The effect of the negative slip removing
is to decrease the slip spectrum amplitude at high frequency, and
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consequently the source energy. However, this reduction remains
weak for K ≤ 1 because most of the slip is positive (Fig. 14c). Be-
sides our tests show that the apparent source time function spectral
decay is preserved and that the high-frequency energy decrease is
also weak for K ≤ 1 (cf. Section ‘Summation Algorithm’, Fig. 4e).
For simulating with higher K values, negative slip values can be
kept but the k−2 source model has to be considered as a purely
mathematical tool providing the expected source spectrum charac-
teristics.

A P P E N D I X B : C A L C U L AT I O N O F
T H E T H E O R E T I C A L A S T F H I G H -
F R E Q U E N C Y S P E C T R A L L E V E L

From eq. (11), the ASTF amplitude spectrum is such that:

|R( f )| = |U ( f )|/|u( f )|, (B1)

where U ( f ) and u( f ) denotes the simulated event and the EGF dis-
placement spectra, respectively. Beyond the EGF corner frequency
f c, both events have a ω−2 spectral decay. Hence the theoretical
ASTF amplitude spectrum is a plateau, the level of which is:

|R( f ≥ fc)|theo = |U ( fc)|theo/|u( fc)|theo. (B2)

The theoretical displacement spectrum amplitude of the target
event at frequency f c is

|U ( fc)|theo = Ao

4π 2 f 2
c

. (B3)

The Ao value is given by eq. (5) and the corner frequency of the
small event, that is assumed to follow a k−2 model, is such that:
fc = vKS

l , with K S ≈ 0.74 (eq. 8).
Besides, the propagation effects and radiation patterns and sup-

posed to be the same for both EGF and simulated event. It leads
to:

|u( fc)|theo = Csmo, (B4)

After eqs (B2), (B3) and (B4), and by assuming that both events
have the same rupture velocity, we obtain

|R( f ≥ fc)|theo = RMS
[
Cd (�)2 X (Cd (�)/2)

] (
Mo

mo

)(
l

L

)2( K

KS

)2

.

(B5)

For a ratio v/c = 0.8 and for a Gaussian slip velocity function with
a standard deviation σ = τ/10 RMS[Cd(�)2 X (Cd(�)/2)] ≈ 1.9.
Thus, eq. (B5) gives

|R( fc)|theo = βN K 2, (B6)

with β ≈ 3.5.

A P P E N D I X C : C A L C U L AT I O N
O F T H E E G F N U M B E R T O S U M
F O R T H E H I G H - F R E Q U E N C Y
A S T F L E V E L C O R R E C T I O N

In order to obtain the expected level |R( f ≥ f c)|theo, the average
number of EGFs to sum along the rise time dislocation is adapted.
This choice comes to assume a new EGF dislocation. Let d/γ be the
modified EGF dislocation. At low frequency, the EGF summing up
is coherent. Hence the ASTF amplitude becomes γ N 3. To conserve

Figure 15. Representation of the slip distribution Dk (x , y) for a given
wavenumber k. The integrals I1 and I2 (eqs 26 and 27) represents the
integrals of |Dk (x , y)| over the surfaces S1 and S2, respectively.

the seismic moment, the whole spectrum is divided by γ . Besides,
beyond f c, the summation is incoherent. Therefore, the ASTF level
becomes the square root of the EGF quadratic sum, each EGF being
represented by a Dirac function with amplitude 1 or −1. This leads
to

|R( f ≥ fc)|obs = 1

γ

√
γ (NSTO + NDET), (C1)

where N DET = N 3 and N STO is the total number of summed EGF
resulting from the stochastic slip heterogeneities. The deterministic
slip contribution to the ASTF is low-pass filtered to keep only the
stochastic slip contributions beyond f c. Thus, eq. (C1) gives

|R( f ≥ fc)|obs =
(

NSTO

γ

)1/2

. (C2)

N STO calculation

In order to estimate N STO, the surface slip density for a given
wavenumber k > 1/

√
L2 + W 2 is calculated. It is defined as

ρsk = 1

LW

∫ L

0

∫ W

0
|Dk(x, y)|dxdy, (C3)

where Dk(x , y) represents the slip distribution for the wavenumber
k. Using the integrals I1 and I2 of |Dk(x , y)| over the surfaces S1

and S2, respectively (Fig. 15), we obtain

ρsk = 1

LW
· 2(I1 + I2) · 2Lkx · 2W ky

= 8kx ky(I1 + I2), (C4)

with

I1 = 2Dk(kx , ky)
∫ 1

4kx

0

∫ 1
4ky

0

∣∣sin[2π (kx x + ky y)]
∣∣ dxdy

= Dk(kx , ky)

π 2kx ky

(C5)

and

I2 = 2Dk(kx , ky)
∫ 1

4ky

0

∫ 1
4ky

− ky
kx

0

∣∣cos[2π (kx x + ky y)]
∣∣ dxdy

= (π − 2)

2

Dk(kx , ky)

π 2kx ky
. (C6)
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It leads to

ρsk = 4Dk(kx , ky)

π
. (C7)

The overall surfacic slip density ρs is obtain by summing all the
high wavenumber contributions

ρs = 2
∫ kxmax

kxmin

∫ kymax

kymin

ρsk dkx dky . (C8)

From eq. (1) we come to

ρs ≈ 8

π
DK 2

∫ kxmax

kxmin

∫ kymax

kymin

1

k2
x + k2

y

dkx dky . (C9)

In the following a square fault plane is assumed (L = W ).
Hence from numerical considerations (see Appendix A, Fig. 14a):
kxmin = kymin = 2

l(N−1) and kxmax = kymax = kN = 1
2l . Next cartesian

coordinates are replaced with polar coordinates (r , �) in eq. (C9).
It leads to the following approximation:

ρs ≈ 8

π
D̄K 2

∫ π/2

0

∫ 1
2l

2
l(N−1)

1

r 2 cos �2 + r 2 sin �2
rdrd�

≈ 4D̄K 2 ln

(
N − 1

4

)
. (C10)

Besides N STO is related to ρs according to

NSTO = ρs L2

d̄l2
. (C11)

Then, inserting (C10) into (C11) we get

NSTO ≈ α(N )2 N 3 K 2, (C12)

with α(N ) = 2
√

ln
(

N−1
4

)
.

� Calculation of the adapted EGF dislocation d/γ

After eqs (C2) and (C12), the observed ATSF spectral level is:

|R( f ≥ fc)|obs = α(N )

γ 1/2
N 3/2 K . (C13)

Finally, after eq. (B6), the condition: |R( f ≥ f c)|obs = |R( f c)|theo

leads to

α(N )

γ 1/2
N 3/2 K = βN K 2. (C14)

Consequently, the new EGF dislocation to be considered is d/γ

with

γ =
(

α(N )

β

)2 N

K 2
, (C15)

where α(N ) = 2
√

ln
(

N−1
4

)
and β ≈ 3.5.
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