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[1] The Avignonet landslide affects a 2 by 2 km area covered by clayey deposits. This paper presents the use of the seismic ambient noise cross-correlation technique to retrieve a 3-D model of the shear wave velocity of the area. Seismic ambient noise was recorded during 15 days at 13 stations located on the landslide. Cross correlations computed between the vertical components of all station pairs allow the retrieval of the Rayleigh wave Green’s functions and the estimation of their group velocity dispersion curves in the 1.7–5 Hz frequency range. At frequencies lower than 1.5 Hz, the anisotropy of the wavefield strongly influences the apparent Rayleigh wave velocities. Moreover, the analysis of the convergence of the cross correlations shows that at frequencies higher than 5 Hz, the recording time length was not sufficient for the cross correlation to be stable. These 1.7–5 Hz passive group dispersion curves are complementary to the ones computed from shot signals in the 3–7 Hz frequency range. A tomographic inversion of the resulting 1.7–7 Hz Rayleigh wave group dispersion curves provides local group dispersion curves at each cell of the tomographic grid. These are inverted with a neighborhood algorithm to retrieve the 3-D model of the landslide. Despite the complex wave propagation in the eastern part of the landslide and the sparse ray coverage, estimated velocities and first-order features are in good agreement with previous investigations.


1. Introduction

[2] The Avignonet landslide is located in the Trièves area, 40 km south of the city of Grenoble (France) in the Western Alps (Figures 1a and 1b). This area is a large depression of about 300 km2 covered by up to 200 m of Quaternary clays deposited during the Würm period in a glacially dammed lake. The erosion due to the Drac River and its tributaries since the melting of the glaciers has triggered numerous deep landslides along the river sides, and 15% of the clay cover is currently considered to be sliding [Jongmans et al., 2009]. Most of these slides are moving slowly at a rate of a few cm/yr or less, but they might evolve into mudflows with dramatic acceleration. Such landslide sudden ruptures unfortunately occurred in l’Harmalière in 1981 [Moulin and Robert, 2004] and in La Salle en Beaumont in 1994 [Moulin and Chapeau, 2004], where four people were killed and nine houses and the church of the village were destroyed or seriously damaged. The geological and geotechnical properties of the glaciolacustrine clays outcropping in the Trièves area were intensively studied in the 1980s and summarized after more than 10 years of observations and geotechnical monitoring of several landslides [Giraud et al., 1991; van Asch et al., 1996]. These clayey deposits rest either on the Jurassic bedrock, faulted and folded during the Alpine orogenesis, or on highly compacted and cemented glaciofluvial materials (gravels and sands) deposited in palaeovalleys of the Drac River during the interglacial Riss-Würm period. As illustrated in Figure 1c, the depth of the interface between clays and compact underlying units varies strongly laterally.

[3] A series of landslides affect the western side of the Monteynard Lake, which was created in 1962 by a dam built in the Drac River. Among them, the Avignonet landslide affects a surface of about $1 \times 10^6 \text{ m}^2$ at the northern limit of the very active Harmalière landslide. On the basis of the affected surface and the depth of the deepest sliding surface found in boreholes at 40 m, the affected volume was previously estimated to be $40 \times 10^6 \text{ m}^3$ [Jongmans et al., 2008]. Jongmans et al. [2009] presented a detailed study of the Avignonet landslide, combining geotechnical and geophysical investigations. Four boreholes (labeled T0–T3, see location in Figure 2) were drilled in the southern part of the landslide where a hamlet is settled. Table 1 synthesizes the depths of the detected slip surfaces and geological interfaces. The contact between the clay and the underlying glaciofluvial deposits was found at 14.5 m and 56 m in T2 and T1, respectively. On the contrary, T0 and T3 only encountered clay deposits, in agreement with the westward thickening of this formation (Figures 1d and 1e). Inclinometer data and geological logs revealed at least three
rupture surfaces: a superficial one at a few meters depth, an intermediate one at 10–16 m, and a deep one at 42–47 m. Finally, a 17 m deep downhole test performed with a 1 m depth interval in a very disturbed area (close to borehole T3) showed that shear wave velocity ($V_s$) increases with depth, from less than 200 m/s at the surface to 400 m/s at the bottom, with velocity jumps that fit the rupture lines found at about 5 m and 14.5 m [Bièvre et al., 2010]. Jongmans

Figure 1. (a and b) Location of the Avignonet landslide in France and in the Western Alps. White cross in Figure 1b: location of La Salle en Beaumont. (c) Geological map of the Avignonet area. Thick black lines surround the Avignonet (A) and the Harmalière (H) landslides. Modified after Jongmans et al. [2009]. (d) Geological cross section indicated in Figure 1c. (e) Geological cross section of the Avignonet landslide with location of boreholes T0, T1, and T2 and position of observed slip surfaces. Modified after Jongmans et al. [2009].
et al. [2009] showed that the average slide velocity at the surface, measured by GPS during more than 10 years, increases downslope, varying from 0 to 2 cm/yr at the top, to more than 14 cm/yr at the toe. In parallel, they measured the vertical displacement rates on the surface, measured by GPS during more than 10 years, in the outer limit of the Avignonet landslide. Black squares show the locations of the four boreholes T0–T3 mentioned in section 6. Gray star shows the location of the outcrop of the glaciofluvial deposits.

Figure 2. Acquisition layout on the landslide with 11 stations of the HRI network (red squares) and two permanent stations AVP and AVM (yellow squares). Dotted line is the outer limit of the Avignonet landslide. Dotted line is the limit of the Harmalière landslide. Dashed ellipse is the most active part of the landslide. Black squares show the locations of the four boreholes T0–T3 mentioned in section 6. Gray star shows the location of the outcrop of the glaciofluvial deposits.

Table 1. Depths of the Three Sliding Surfaces and of the Interface Between Clays and Glaciofluvial Deposits in the Four Boreholes

<table>
<thead>
<tr>
<th>Borehole Name</th>
<th>T0</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth of shallow slip surface (m)</td>
<td>5</td>
<td>1.5 and 4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Depth of intermediate slip surface (m)</td>
<td>10</td>
<td>15</td>
<td>12</td>
<td>10.3 and 14.5</td>
</tr>
<tr>
<td>Depth of deep slip surface (m)</td>
<td>47</td>
<td>43</td>
<td>–</td>
<td>42</td>
</tr>
<tr>
<td>Depth of contact between clays and glaciofluvial deposits (m)</td>
<td>–</td>
<td>56</td>
<td>14.5</td>
<td>–</td>
</tr>
<tr>
<td>Borehole depth (m)</td>
<td>89</td>
<td>59</td>
<td>17</td>
<td>49</td>
</tr>
</tbody>
</table>

*aBorehole depths are also indicated.*
ing laterally. Surface wave surveys have to be small enough not to break this assumption and therefore have a limited penetration depth [Wathelet et al., 2008].

[s] Jongmans et al. [2009] applied these geophysical techniques to the Avignonet landslide; they performed S\(S\)H refraction analysis on three 115 m long profiles and MASW on parts of a 480 m long profile, where wave propagation could be assumed to be 1-D. These techniques revealed \(V_s\) lateral variations but did not allow retrieving the deepest sliding surface found in boreholes at 40–50 m depth. Another method is thus needed for deriving a complete 3-D \(V_s\) model of the landslide at larger depth and for better reconstruction of the geometry of the landslide.

[9] At much larger scales, seismologists have also for a long time applied tomographic algorithms to derive global or regional 3-D models of the Earth by inverting volume or surface wave traveltimes measured on earthquakes recordings (for a description of these algorithms, see, for example, Nolet [2008]). These tomographies were limited by the quantity of earthquake data, which are not uniformly spread over the Earth and are sparse in time. To get around this limitation, it was recently proposed to use coda waves or long seismic noise records to retrieve the propagation characteristics between two receivers by cross correlation of the time series [Campillo and Paul, 2003; Shapiro and Campillo, 2004]. Actually, the use of the cross correlation function to retrieve the response between two points had been used in helioseismology [Duvall et al., 1993] and in acoustics [Weaver and Lobkis, 2001]. Indeed, it has been demonstrated both theoretically and experimentally that the cross correlation of a diffuse wavefield recorded at two distant receivers converges toward the Green’s function of the medium between these two receivers [Sánchez-Sesma and Campillo, 2006; Gouédard et al., 2008]. This property was used at continental scale by Shapiro et al. [2005] for mapping the Rayleigh wave group velocity in California or by Yao et al. [2006] for deriving phase velocity images in SE Tibet. Brenguier et al. [2007] applied the same cross-correlation technique to the Piton de la Fournaise volcano (15 by 15 km) to retrieve Green’s functions between all pairs of seismic stations; their dispersion curves, computed by frequency-time analysis, were inverted by tomography to retrieve group velocity maps for periods from 2 to 4.5 s. The local dispersion curves thus computed at all nodes of the tomographic grid were inverted to reconstruct a 3-D \(V_s\) image of the volcano, enlightening the chimney at its center.

[10] The objective of the present paper is to test the feasibility of the noise cross-correlation technique associated with surface wave tomography and dispersion curve inversion in estimating the 3-D shear wave velocity structure of the Avignonet landslide for a better assessment of its geometry. Section 2 reviews the cross-correlation technique and the underlying assumptions, keeping in mind its application to a kilometric-scale heterogeneous object such as the Avignonet landslide. Sections 3–5 detail the three steps of the process: (1) estimation of the Green’s function by cross correlation, (2) estimation of dispersion curves by frequency-time analysis and tomography, and (3) dispersion curve inversion for the \(V_s\) model. Finally, we compare the results with previous studies performed on the landslide.

2. Green’s Function Estimation From Cross Correlations

[11] The Green’s function of a medium between two points A and B represents the wavefield recorded at A if an impulsive source is applied at B. In the case of an isotropic white noise, both experimental and theoretical studies showed that the cross correlation of the wavefields recorded at two points converges toward the (symmetric) Green’s function between these points [Weaver and Lobkis, 2001; Lobkis and Weaver, 2001; Derode et al., 2003a, 2003b; Gouédard et al., 2008; Colin de Verdière, 2009]. Sánchez-Sesma and Campillo [2006] and Sánchez-Sesma et al. [2006] showed that for the problem of elastic waves, the convergence of noise cross correlation toward the Green’s function is bonded by the equipartition condition of the different components of the wavefield. This condition can result from a uniform spatial distribution of noise sources [Weaver and Lobkis, 2001] or from infinite time averaging over a perfectly diffuse wavefield in a heterogeneous medium, scatterers acting as secondary sources [Lobkis and Weaver, 2001]. Neither of these two conditions are perfectly fulfilled in practical seismological experiments [Campillo, 2006], but most studies carried out until now showed that they compensate each other and allow at least a partial reconstruction of the Green’s function [Derode et al., 2003a, 2003b; Larose et al., 2004; Paul et al., 2005]. In these cases, the resulting signal may, however, not be symmetric.

[12] Weaver and Lobkis [2005] showed that for a medium with no attenuation where noise sources emit continuously, the amount of data needed to resolve a surface wave arrival (propagating in two dimensions) out of the fluctuations scales with the frequency and the distance between the receivers. However, they also pointed out that the signal-to-noise ratio obtained by Campillo and Paul [2003] for frequencies between 0.035 and 0.08 Hz was much lower than predicted by their calculations. They explained this discrepancy by the domination of local and uncorrelated noise sources in the noise records and by the absorption of the medium at these frequencies.

[13] To summarize, the convergence of the cross correlation toward the Green’s function depends on the recording time length, on the isotropy of the wavefield (which depends on the position of noise sources and scatterers), on the frequency content of the noise sources, and on the frequency-dependent attenuation law of the medium.

[14] To our knowledge, only Nunziata et al. [2009] applied ambient noise cross correlation at kilometric scale and derived group velocity dispersion curves between several receivers deployed in the city of Naples (Italy). At this scale, targeted frequencies are above 1 Hz and are essentially generated by human activities [Bonnejoy–Claudet et al., 2006]. Applying the cross-correlation technique for retrieving Green’s functions on a landslide raises several questions. The first one regards the complexity of the medium itself: the landslide may in some places be too complex for the surface wave modes to even exist. This case was observed in active seismic data recorded on the Avignonet landslide [Jongmans et al., 2009], where shots performed in a very active area were completely scattered by surrounding heterogeneities, preventing the application of any surface wave inversion on that particular area. The
second question regards the rate of convergence and the related recording time length needed for the Green’s function to emerge from cross correlations. For each frequency, this rate depends on the distance between receivers, on the presence of noise sources, and on the attenuation of the medium [Larose et al., 2008]. Finally, the third question concerns the directivity of the noise wavefield at each frequency. These questions are addressed in section 3 before using the correlations for velocity estimation.

3. Green’s Functions Estimation on the Avignonet Landslide

3.1. Data Acquisition and Recorded Signals

[15] Eleven stations of the High Resolution Imaging (HRI) network [Coutant et al., 2008] were settled from 28 August to 12 September 2007 on the southern part of the Avignonet landslide, which is also equipped with two permanent stations named AVP and AVM (Figure 2). About two thirds of the sliding area were covered by this acquisition. The most active part of the landslide, in the southeastern part of the network (dashed ellipse in Figure 2), is the one that has been the most investigated previously. Seismic refraction profiles performed in the late 1950s by a private company (F. Blanchet, unpublished work, 1988) and the outcrop of the alluvium 200 m east of our array show that the compacted units underlying the glaciolacustrine clays are very close to the surface at this location (see Figure 1c). Moreover, the array also contains on its western part the outer limit of the landslide (dashed line), determined from geomorphological studies [Kniess et al., 2009].

[16] All stations were connected to a 2–80 Hz 3C sensor, recording ambient noise continuously at a 250 Hz sampling rate. In order to assess the quality of the Green’s functions computed from noise cross correlations, shots were performed with 200 g of explosive close to each 3C sensor. Most stations worked on the whole period, but B2 only recorded the first 3 days and C1, C2, and AVP only worked at the end of the period. AVM was unfortunately not working at that time, and the only available signals involving that station are the ones of the explosive shot performed close to the station.

[17] Figure 3a shows the frequency spectrum of both types of recorded signals: ambient noise (dashed blue line) and direct signals generated with explosive shots (red line). For ambient noise, the spectra of forty 1 h long signals recorded at each stations were averaged (all stations taken together) and then normalized. Apart from the 50 Hz electricity peak that was manually set to 0, this averaged spectrum shows one main frequency band between 1 and 15 Hz and some more energy between 50 and 70 Hz. The spectrum of direct shot signals, averaged from the spectra of all recorded shots, also shows two main frequency bands: between 3 and 20 Hz and between 25 and 60 Hz. This last frequency band corresponds to body waves, as illustrated in Figures 3b and 3c for the signal generated at A0 and recorded at A2 on the vertical component. In this paper, we concentrate on surface waves, computing the cross correlations in the 0.5–20 Hz frequency band.

3.2. Data Processing

[18] As previously experimented in several studies [Stehly et al., 2007; Brenguier et al., 2007], all 1 h long records were filtered between 0.5 and 20 Hz and their spectral amplitude was whitened in order to avoid dominance of strong spectral peaks in the noise. Moreover, only the sign of the signals was cross-correlated and the amplitude was disregarded so as not to overweight the most energetic events [Campillo and Paul, 2003; Shapiro and Campillo, 2004]. Finally, all correlations of 1 h records were stacked for each station pair.

3.3. Comparison With Direct Shots

[19] Figure 4 shows the comparison of the direct and cross-correlated signals involving station B3, filtered between 2 and 4 Hz. For direct signals (red line), negative
3.4. Convergence of the Cross-Correlated Signals

For studying the convergence of the cross correlations and determining whether sufficient time was recorded, we chose to adapt the method proposed by Larose [2005], which consists of comparing cross correlations computed for increasing correlated time lengths with a reference on the one hand and estimating the symmetry of the cross correlations on the other hand. The analysis was performed for frequencies $f = 1, 3, 5,$ and $7$ Hz. For each of them, the reference cross correlation was first computed by band-pass filtering the stacked cross correlation in the $f \pm 30\%$ frequency band. The correlated time length of this reference corresponds to the available record length (more than 250 h for most station pairs). Then, for increasing times of $X$ h ($X = 30, 60, \ldots$), $X$ 1 h cross correlations are randomly chosen among all the available ones and stacked to obtain a partial cross correlation with a correlated time of approximatively $X$ h. For each time, 20 different draws were performed, except for the longest times where there are less than 20 possible combinations. For each of these draws is computed the correlation coefficient between the partial and the reference cross correlation, both normalized by their respective maximum. The convergence of the cross correlations is determined from the average correlation coefficients computed at all different times. The analysis was performed separately on the causal and acausal parts of the cross correlations. Figure 5a represents such a study at 1 Hz for the path A0–B3 (660 m between stations). Negative (positive) correlated times correspond to the causal (acausal) part of the cross correlations, and the black lines correspond to the average trend on both of them. For this path and this frequency, correlation coefficients are very rapidly higher than 0.98, and the slope of the average trend is very close to 0 at long correlated times. The cross correlation is therefore stable, although this does not imply that it corresponds to the Green’s function. All individual draws are represented by colored points, the color scale referring to the correlation coefficient between causal and acausal parts, also normalized by their maximum. This allows the estimation of the symmetry of the phase of the cross correlations. For this particular case (Figure 5a), all coefficients are between 0.9 and 1: the cross correlations are symmetric, which means that the same phases are reconstructed both ways.

Figure 5b shows the same coefficients at 5 Hz for the same path A0–B3. The slope of the average trend at long correlated times is much steeper than in Figure 5a, and the cross correlations are not symmetric (blue). The averaging time was too short for the cross correlations to be stable and symmetric at this frequency and for this station pair. At the same frequency, the convergence is better achieved for shorter paths, as illustrated in Figure 5c for the path A2–A3 (230 m between stations). This enlightens the negative role of absorption in the convergence process.

In order to evaluate globally the convergence of all computed cross correlations, we measured the slope of the average trend at long correlated times for all paths and each frequency. The corresponding histograms are plotted in Figures 5d–5g. At 1 and 3 Hz, this slope is less than 0.0002 at all station pairs, whereas at 5 and 7 Hz, some pairs present much steeper slopes. This indicates that at frequencies higher than 5 Hz, the cross correlations computed for some paths are not stable with the available record length and poorly reconstruct the Green’s functions.

3.5. Location of Noise Sources

The second point to check before deducing velocities from cross correlations regards the isotropy of the wavefield. For that purpose, all cross correlations are plotted in Figure 6, scaled by the distance between their receivers as a function of the back-azimuth of the receiver pair. If the wavefield is isotropic, the correct velocity will be reconstructed at all pairs. On the contrary, if energy comes from one preferential direction, in-line station pairs will give the right velocity, whereas perpendicular ones will show infinite velocity value (i.e., zero slowness). In Figure 6, black points correspond to the maxima of the envelopes of the cross correlations, i.e., to the apparent slowness of the reconstructed wave. At 1 Hz (Figure 6a), all maxima are aligned on a sine curve with maximum slowness for azimuths around 250°. One single source located to the west of the array dominates the wavefield at this frequency. It could correspond to the motorway that is running on the western
side of the plateau. Looking closer at the cross correlations, a second, less energetic sine curve symmetric to the first one is visible in Figure 6a. It is probably a reflection of the first one on the eastern edge of the plateau. At 2 Hz (Figure 6b), all maxima are, on the contrary, aligned on two parallel lines with roughly constant slowness. At this frequency like at higher frequencies (not shown), the wavefield is isotropic and velocities derived from stable cross correlations can be

**Figure 5.** Convergence of the cross correlations with correlated time length. Evolution of the correlation coefficient between partial and reference correlations for both causal and acausal parts for (a) A0–B3 at 1 Hz, (b) A0–B3 at 5 Hz, and (c) A2–A5 at 5 Hz. Colors quantify the symmetry, i.e., indicate the correlation coefficient between causal (negative times) and acausal (positive times) parts for each particular draw. Black line is the average trend. (d–g) Histograms of the slopes of the average trend at long correlated times for all station pairs (between 200 and 260 h) at four different frequencies (1, 3, 5, and 7 Hz, respectively).

**Figure 6.** Cross correlations scaled by their interstation distance plotted versus the back-azimuth of the station pair and filtered between (a) 0.7 and 1.3 Hz and (b) 1.4 and 2.6 Hz. Black points correspond to the maximum of the envelope of the signals.
interpreted with variations linked to the medium and not to wavefield characteristics. The next section thus presents such velocity measurements for frequencies higher than 1.5 Hz.

4. Surface Wave Dispersion

4.1. Dispersion Curves Identification

Because computed cross correlations are not stable at high frequencies (section 3.4), active and cross-correlated signals were combined for estimating Rayleigh wave velocities on a wide frequency range. For each station pair, signals obtained for both directions of propagation were transformed to the time-frequency domain by using the S transform [Stockwell et al., 1996]. In this frequency-time analysis technique, time window lengths are adapted to each frequency. Figure 7 presents the resulting group velocity dispersion images for the propagation from A2 to A0 (Figures 7a and 7b), from A0 to B3 (Figures 7c and 7d), and from B5 to A3 (Figures 7e and 7f). Black crosses correspond to the picked velocity values for paths A2–A0 and A0–B3. No Rayleigh dispersion curve can be identified on the B5–A3 images, where the energy is completely split, certainly owing to the medium complexity.

4.2. Rayleigh Wave Tomography

A tomographic inversion was performed on the arrival-time measurements deduced from the group velocity dispersion curves for frequencies between 1.5 and 7 Hz. Complex algorithms exist for performing such inversions, which use variable cell size for adapting the lateral resolution to the ray coverage [e.g., Spakman and Bijwaard, 2001] or run several iterations for optimizing ray paths [e.g., Jobert and Jobert, 1987]. However, the aim of the present work being mainly to test the feasibility of the method on a landslide and the data set being relatively small, we preferred to use the simple algorithm described by Barmin et al. [2001], which considers straight rays on a regular grid. In order to take into account the ray coverage, it includes a spatial smoothing term and a constraint on the amplitude of the perturbation depending on local path density. Because of the sparse ray coverage, we chose to give much importance to the spatial smoothing term [Brenguier et al., 2007]. The tomographic grid involved 15 by 15 cells with 100 m sides, and we did not take into account the topography. This approximation induces errors smaller than 2%, whereas velocity variations are larger than 20% on all tomographic results (Figure 8).

The uniform initial velocity model was computed at each frequency from the ratio of total distance to total time measured on all available rays. The computed group velocity maps are shown in Figure 8 for three frequencies (f = 1.7, 2.2, and 4 Hz). At low frequencies (1.7 Hz, Figure 8a), the eastern part is faster (up to 600 m/s) than the western one (around 300 m/s). At intermediate frequencies (2.2 Hz, Figure 8b), an area with low velocities (350 m/s)
is found in the south central part of the array. Finally, at high frequencies (4 Hz, Figure 8c), the southeastern part is slower (about 280 m/s) than the other parts of the model (around 350 m/s).

In order to validate how well the anomalies at low and high frequencies are resolved, we performed two tests (Figure 9) with synthetic models presenting a high (low) velocity anomaly in the eastern (southeastern) part of the model for the ray coverages available at 1.7 Hz (4 Hz). Inversion of synthetic traveltimes (Figures 9c and 9d) shows that both anomalies are well reconstructed inside the array. However, their shapes are smoothed and their amplitudes are attenuated because of the strong smoothing term introduced in the tomographic inversion.

5. Inversion for the 3-D \( V_s \) Model

5.1. Inversion

From the group velocity maps derived at all frequencies, local group velocity dispersion curves were reconstructed for each cell of the model. We used the neighborhood algorithm implemented in the Sesarray package [Wathelet, 2008] to invert these dispersion curves. As no significant low-velocity layer was found during previous investigations, the parameter space was a model with four uniform layers of increasing velocities with depth over a half space (Table 2). All \( V_p \), \( V_s \), Poisson’s ratio (\( \nu \)), and thickness values were inverted, but \( V_p \) and \( \nu \) are poorly resolved and do not have any influence on the resulting \( V_s \) profiles (not shown). In the inversion, the fit between forward modeled and inverted dispersion curves was estimated through the misfit \( M \):

\[
M = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{s_{m,i} - s_{t,i}}{s_{m,i}} \right)^2},
\]

where \( s_{m,i} \) and \( s_{t,i} \) are the measured and theoretical group slownesses, respectively, and \( n \) is the number of frequencies.

Figure 10 shows the results of such inversion for the cells 1–3 located in Figure 8. Cell 1 is representative of the western area, with low Rayleigh wave velocities at low frequencies (350 m/s at 1.7 Hz) and high velocities at intermediate and high frequencies (470 and 300 m/s at 3 and 6 Hz, respectively), relative to the other parts of the model. Cell 2 is representative of the south central part of the area, with low velocities at intermediate frequencies (320 m/s at 3 Hz), and cell 3 is representative of the southeastern part, with high velocities at low frequencies (340 m/s at 1.7 Hz) and low velocities at high frequencies (220 m/s at 6 Hz). Misfit values of the best inverted models are low on the whole grid, indicating that they explain correctly the data. For all cells, dispersion curves being limited at 7 Hz with

**Figure 8.** Rayleigh wave group velocity maps at (a) 1.7 Hz, (b) 2.2 Hz, and (c) 4 Hz. Numbers 1–3 refer to Figure 10.

**Figure 9.** Spike tests. (a and b) Input models for the spike tests mimicking the tomographies at 1.7 and 4 Hz. (c and d) Corresponding inverted models.
velocities between 200 and 300 m/s, the first 10 m are not resolved by the inversion. $V_s$ profiles in the western part of the array (cell 1, Figures 10a and 10d) show a velocity gradient down to about 50 m depth, over a thick uniform layer with $V_s$ around 600 m/s, itself lying on a sharp interface ($V_s > 1000$ m/s) at a depth between 160 and 200 m. However, this depth corresponds to the penetration depth of our measurements, and we restrict the interpretation in section 5.2 to the upper part of the profiles. In the central part of the array (cell 2, Figures 10b and 10e), $V_s$ profiles show a similar increase of velocity with depth down to 50 m. The underlying uniform layer has a slower velocity than in the western area (around 400–450 m/s). The profiles are not resolved below about 170 m depth; the bedrock here is not retrieved by the inversion. Finally, in the eastern part of the array (cell 3, Figures 10c and 10f), $V_s$ profiles also exhibit a velocity gradient in the upper part, with velocities at about 15 m depth slower than in the other parts of the array (around 300 m/s versus 400 m/s in average elsewhere). Below this gradient, inversion results show a rather homogeneous unit with $V_s$ between 500 and 800 m/s. However, this velocity is probably underestimated because of the poor ray coverage at low frequencies in this area and the smoothing applied in the tomography, as enlightened by the spike test in section 4.2 (Figures 9a and 9c).

5.2. 3-D $V_s$ Model

[30] In order to construct a 3-D $V_s$ model of the area, we computed for each cell the average of all $V_s$ profiles that have a misfit lower than 1.2 times the minimum misfit. Figure 11 shows the reconstructed 3-D $V_s$ model (Figure 11a) and two horizontal $V_s$ maps at 15 and 60 m depth (Figures 11b and 11c, respectively). Note the significant vertical stretching of the $z$ axis on the 3-D view and the difference in color scale between the 3-D view and the maps, which allows a better visualization of the different features. Moreover, the outer parts of the model are not resolved by the tomography and are therefore blurred.

[31] Five main features stand out, labeled A to E. Zone A, with high velocities below 150 m depth in the northwestern part of the model, probably corresponds to the bedrock stiff layers (alluvium and/or carbonate). As explained for the inversion of cell 1 (section 5.1), this part of the model lies beyond the penetration depth of our study, so it is not believed to be very reliable. Feature B is a low-velocity area ($V_s < 280$ m/s) close to the surface in the southeast of the area. It corresponds to the most active part of the landslide, also visible on the map at 15 m depth (Figure 11b). At this depth, velocities in undisturbed and disturbed clays (430 and 280 m/s, respectively) are in good agreement with previous

![Table 2. Parameter Space Used for the Dispersion Curve Inversion](image)

<table>
<thead>
<tr>
<th>Layer</th>
<th>$V_p$ (m/s)</th>
<th>$V_s$ (m/s)</th>
<th>Bottom Depth</th>
<th>$\nu^b$</th>
<th>$\rho^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200–5000</td>
<td>50–300</td>
<td>1–20</td>
<td>0.2–0.5</td>
<td>2000</td>
</tr>
<tr>
<td>2</td>
<td>200–5000</td>
<td>150–500</td>
<td>1–50</td>
<td>0.2–0.5</td>
<td>2000</td>
</tr>
<tr>
<td>3</td>
<td>200–5000</td>
<td>300–600</td>
<td>1–100</td>
<td>0.2–0.5</td>
<td>2000</td>
</tr>
<tr>
<td>4</td>
<td>200–5000</td>
<td>300–1000</td>
<td>1–250</td>
<td>0.2–0.5</td>
<td>2000</td>
</tr>
<tr>
<td>5 (bedrock)</td>
<td>200–5000</td>
<td>500–1200</td>
<td></td>
<td>0.2–0.5</td>
<td>2000</td>
</tr>
</tbody>
</table>

$^a$No velocity decrease with depth is allowed.
$^b$Here $\nu$ is Poisson’s ratio.
$^c$Here $\rho$ is density.

Figure 10. (a–c) $V_s$ profiles resulting from the inversion of the local dispersion curves of cells 1–3 in Figure 8 with the parameter space described in Table 2. (d–f) Colors show the corresponding dispersion curves; black shows the inverted dispersion curves measured by tomography.
studies: Jongmans et al. [2008] measured, respectively, 400 and 250 m/s at 10 m depth. Feature C is a deeper low-velocity area (420 m/s) in the south central part of the model, whereas zone D exhibits relative higher velocities (550–600 m/s). Both of them are visible on the map at 60 m depth. Low velocities of feature C are interpreted as being linked to the presence of the Harmalière landslide to the south (see Figures 1 and 2). Between 1981 and 2004, its head scarp has indeed continuously regressed by 10 m/yr [Moulin and Robert, 2004] and now intersects the Avignonet landslide limit. It is therefore likely that neighboring clays are already disturbed. On the contrary, high velocities of feature D (around 600 m/s) correspond to velocities usually encountered in the undisturbed clays of the area [Jongmans et al., 2009]. Finally, feature E, with relatively high-velocity values (500–550 m/s) below the eastern part of the model, relates the shallow presence of the underlying bedrock. As mentioned earlier, these velocities are underestimated because of the smoothing applied in the tomographic inversion.

In order to further compare our inverted model with previous studies, Figures 12a and 12b present two cross sections X-X′ and Y-Y′, whose location is shown in Figures 11b and 11c. The color scale is the same as used in the maps of Figure 11. Like the outer parts of the model, the upper 10 m are not well resolved (section 5.1) and were blurred. The west-east section X-X′ (Figure 12a) crosses the head scarp of the landslide and intersects boreholes T0, T1, and T2. The south-north section Y-Y′ (Figure 12b) passes through boreholes T1 and T3.

The depths of the two slip surfaces observed in the four boreholes (Table 1), represented with crosses in Figures 12a and 12b, correlate very well with the two vertical velocity contrasts found in the inverted 3-D \( V_s \) model. First, a low-velocity unit (\( V_s < 320 \) m/s) lays on the internal slip surface observed at around 10 m depth in T1 and T2 (Figures 12a and 12b). Moreover, the landslide body as a whole is characterized by a slightly higher velocity (\( V_s < 400 \) m/s) with a thickness of about 40 m below T0 and T1, which decreases to the west, in agreement with the location of the head scarp.
6. Conclusions

Seismic ambient noise cross correlation computed on a landslide affecting clayey deposits allowed the retrieval of the Rayleigh wave Green’s functions and the estimation of their group velocity dispersion curves in the 2–5 Hz frequency range. These were complementary to the dispersion curves computed from shot signals in the 3–7 Hz frequency range. The analysis of the convergence of the correlations toward the Green’s functions showed that at frequencies higher than 5 Hz, the recording time length was not sufficient for the cross correlation to be stable. This emphasizes the negative role of absorption in the convergence process. Looking at the azimuthal distribution of the retrieved slownesses, we observed a strong anisotropy of the waveform at 1 Hz, dominated by waves from west to east and their reflection on the east of the area. Rayleigh wave dispersion curves were thus extracted between 1.5 and 7 Hz from the combination of active and passive measurements. Local group dispersion curves were computed in this frequency range by tomographic inversion. Because of the sparse ray coverage, we used a strong smoothing term, which allowed the correct imaging of soft lateral velocity variations but smoothed sharp contrasts such as the one in the southeast of the studied area (bedrock rise). The dispersion curves derived at all cells of the tomographic grid were inverted with a neighborhood algorithm for retrieving a 3-D...
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