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Abstract Clouds still remain the largest source of uncertainty in model-based predictions of future
climate; thus, the description of the clouds in climate models needs to be evaluated. In particular, the
cloud detailed vertical distribution that impacts directly the cloud radiative effect needs to be evaluated.
Active satellite sensors directly measure the cloud vertical distribution with high accuracy; their observations
should be used for model evaluation together with a satellite simulator in order to allow fair comparison
between models and observations. The next cloud lidar in space, EarthCARE/ATmospheric LIDar (ATLID), is
planned for launch in 2018, while the current spaceborne cloud lidar CALIPSO/CALIOP is expected to stop
collecting data within the next coming years. Here we describe the characteristics of the ATLID on board
the EarthCARE satellite (spatial resolution, signal-to-noise ratio, wavelength, field of view, pulse repetition
frequency, orbit, and high-spectral resolution lidar) that need to be taken into account to build a Cloud
Feedback Model Intercomparison Project Observation Simulator Package (COSP)/ATLID simulator. We then
present the COSP/ATLID simulator, and the low-, middle-, high-level cloud covers it produces, as well as the
zonal mean cloud fraction profiles and the height-intensity histograms that are simulated by COSP/ATLID
when overflying an atmosphere predicted by LMDZ5 global circulation model. Finally, we compare the
clouds simulated by COSP/ATLID with those simulated by COSP/CALIPSOwhen overflying the same atmosphere.
As the main differences between ATLID and CALIOP are taken into account in the simulators, the differences
between COSP/ATLID and COSP/CALIPSO cloud covers are less than 1% in nighttime conditions

1. Introduction

Clouds are the primary modulators of the Earth’s radiation budget and still constitute themain source of uncer-
tainty in model estimates of climate sensitivity [e.g., Randall et al., 2007]. The evolution of cloud properties and the
behavior of cloud-related processes in a warming climate remain uncertain [Intergovernmental Panel on Climate
Change, 2013]. Evaluating against observations the cloud description in climate models is a key first step to test
the physical description of clouds in climatemodels in order to improvemodels and our trust inmodel predictions
of future climate. As satellites collect observations at global scale, they are a unique tool to evaluate the clouds
simulated by climatemodels. But, the definition of a cloud is different between climatemodels and satellite obser-
vations, it even differs between different satellite instruments [e.g., Stubenrauch et al., 2013] and between different
climate models. To bypass these differences in cloud definition and to allow consistent comparisons between
clouds simulated by climate models and observed by satellite, the Cloud Feedback Model Intercomparison
Project (CFMIP) has developed the CFMIP Observation Simulator Package (COSP) [Bodas-Salcedo et al., 2011],
which is composed of satellite simulators thatmimic the clouds that would have been observed by different satel-
lites if they were overflying an atmosphere predicted by a climate model. COSP has been widely used for
evaluating cloud descriptions in climate models within the CFMIP phase 2/ Climate Model Intercomparison
Project version 5 (CFMIP-2/CMIP5) experiment (e.g., http://cfmip.metoffice.com/). In particular, COSP contains
two active remote sensor simulators: one for CALIPSO [Chepfer et al., 2008] and one for CloudSat [Marchand
et al., 2009] that mimic the unique detailed information on the cloud vertical distribution, at a resolution of
480m, collected by these two missions. The detailed vertical distribution is a key observational constrain
for climate models, because it impacts the cloud radiative effect [e.g., Kato et al., 2011; L’Ecuyer et al., 2008;
Chepfer et al., 2014], and because it results on first order of the atmospheric circulation at large and small scales.

After Lidar In-Space Technology Experiment collected the first lidar in space observations [Winker et al., 1996]
and Ice, Cloud, and land Elevation satellite/Geoscience Laser Altimeter System [Spinhirne et al., 2005], the
Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) [Winker et al., 2007] and
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CloudSat [Stephens et al., 2002] missions were the first spaceborne lidar and radar missions devoted to cloud
studies. Since their launch in 2006, they have collectedmore than 9 years of observations. CALIPSO is expected to
operate for several more years. Earth Clouds, Aerosols and Radiation Explorer (EarthCARE) [Illingworth et al., 2014]
is the next mission carrying a lidar (ATmospheric LIDar: ATLID) and a radar (Cloud Profiling Radar) devoted to
cloud studies. It is planned to launch in 2018 to operate for a nominal period of 3 to 4 years, and doing so it will
extend the spaceborne global-scale lidar record started by CALIPSO in 2006. The CALIPSO+ATLID record will
constitute a unique observational data set to study the interannual variability of the detailed cloud vertical
distribution associated to large-scale natural climate variability (e.g., El Nino, North Atlantic Oscillation,
Madden-Julian Oscillation, and Southern Annular Mode). Moreover, ATLID is a high-spectral resolution lidar
(HSRL), which simultaneously and separately measures the thermally-broadened backscatter from atmospheric
molecules and the largely unbroadened Rayleigh backscatter from clouds and aerosols [Durand et al., 2007].
This will let ATLID supply accurate extinction and backscatter profiles without assuming the extinction-
to-backscatter ratio (as CALIPSO requires), which is poorly known especially for aerosols. In this cloud work,
for building the COSP/ATLID simulator we only consider the total backscatter (i.e., the sum of the Rayleigh
and aerosol/cloud components) measured by ATLID and not the two channels separately. We will use the
separation between the two channels in ATLID actual observations (to be collected from 2018) in order to
remove aerosols from ATLID actual observed profiles: this should help avoiding misclassification of heavy
aerosol loads as optically thin clouds.

The purpose of this paper is to describe the EarthCARE/ATLID simulator to be included in COSP, to facilitate
the evaluation of cloud descriptions in climate models against the spaceborne lidar observations that ATLID
will collect during the period 2018–2022.

Even if CALIOP/CALIPSO and ATLID/EarthCARE are both spaceborne lidars, these two missions are different.
The main differences are the wavelengths (355 nm for ATLID, 532/1064 nm for CALIOP), the fields of view of
the telescopes, the divergences of the laser beam, the optical components (filters, detectors, etc.), the
day-night differences, the vertical and horizontal resolution of the lidar profiles, and the high-spectral
capability of EarthCARE, and the orbits of the two missions. These differences impact the lidar profiles
collected by the two missions, and these differences need to be taken into account in the lidar simulators. In
section 2, we first examine the ATLID instrument characteristics, we compute the attenuated backscatter
(ATB) and scattering ratio (SR) profiles that ATLID would measure, and we estimate the statistical sampling
of profiles collected by ATLID based on its orbit. From this theoretical analysis, we define a first estimate
of the cloud detection threshold to apply to ATLID lidar profiles at a given horizontal (232m) and vertical
resolution (480m), and the number of profiles to be accumulated in a latitude-longitude grid box.

In section 3, we use synthetic mesoscale modeled realistic cloud scenes together with the instrumental
EarthCARE Simulator (ECSIM), which mimics ATLID Level 1 data including noise [Donovan et al., 2008], to test
the robustness of the cloud detection thresholds determined previously. In particular, we examine the impact
of instrumental noise on the cloud detection thresholds for both nighttime and daytime observations.

We then define the COSP/ATLID simulator (section 4) based on the results obtained in sections 2 and 3, and
on the heritage from COSP/CALIOP (CALIPSO). Next (section 5), we compare the vertical distribution of clouds
seen by COSP/ATLID and by COSP/CALIOP when overflying the same atmosphere predicted by LMDZ5 global
circulation model (GCM) [Hourdin et al., 2013].

2. Theoretical Differences Between CALIOP and ATLID Measurements

Here we explore the instrumental and orbital differences between CALIPSO/CALIOP and EarthCARE/ATLID
that must be taken into account in the COSP lidar simulator, as they impact the collected total backscatter
lidar profiles: the same cloud observed by the two missions will lead to different lidar profiles.

2.1. Wavelength Differences

ATLID’s wavelength is 355 nm, and CALIOP’s closest laser wavelength is 532 nm. Atmosphere gases do not
appreciably absorb radiation at these wavelengths, except ozone at 532 nm. Atmospheric molecular scattering,
however, changes strongly with the wavelength.

The scattering efficiency by molecules (Rayleigh regime) is much larger at 355 nm than 532 nm. The Rayleigh
backscattering and extinction scale approximately with the inverse fourth power of the wavelength. This
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means that molecular backscatter increases
by about a factor of 5 going from 532nm
to 355nm. The lidar signal, however, is also
subject to about 5 times more two-way
molecular attenuation at 355nm than at
532nm [Bucholtz, 1995]. Putting these two
factors together, the molecular attenuated
backscatter (ATBmol) from a cloud-free
and aerosol-free region below 3 km will
be about 2 times larger at 355 nm than
532 nm. The lidar equation, including the
contribution of molecules and the depen-
dency of the molecular scattering effi-
ciency with the wavelength that have
been used to estimate this number, is
given in Appendix A. Examples of the
ATBmol at 532 nm and 355nm, computed
directly from the ECSIM pressure and tem-
perature profiles using the lidar equation
(Appendix A), are plotted in Figure 1. The
ATBmol at 532nm (green line) increases
somewhat linearly, while the ATBmol at

355 nm (black line) is curved. The increase from 13 km to 3 km is due to the more important contribution of
molecules at 355 nm as the signal reaches lower atmospheric layers. Note that the curve inversion and signal
decrease below 3 km at 355 nm, due to attenuation.

To detect particles, we use the scattering ratio SR(λ,z), defined as the ratio between the total attenuated
backscatter ATB(λ,z) (including molecules and particles), over the molecular-only attenuated backscatter
ATBmol(λ,z) (Appendix A). This ratio is equal to 1 in the absence of aerosol and cloud (“pristine” conditions)
at altitudes above cloud/aerosol attenuation (βpart(λ,z) = αpart(λ,z) = 0) and is greater than 1 in presence of
particles and/or aerosols. This ratio can be below 1 in clear-sky areas if the lidar signal has been attenuated
by higher-altitude cloud or aerosol layers.

Because (i) the contribution of molecules to the ATB is larger at 355 nm than 532 nm, and (ii) the contribution
of cloud particles to the ATB is similar at 355 nm and 532 nm, the relative contribution of particles compared
tomolecules is larger at 532 nm than 355 nm (by a factor of ~5). As a consequence, for a same idealized cloud,
SR355 (ATLID) will be smaller than SR532 (CALIOP). Thus, to detect a given cloud, a smaller SR threshold should
be used for ATLID data. In practice, the lower bound of the ATLID detection threshold will depend on
the noise characteristics of ATLID. The shift in wavelengths also has a consequence for the signal-to-noise
ratio (SNR) of the scattering ratios. Generally, even if the SNR associated with the attenuated backscatter
measurements are similar at 532 and 355 nm, for scattering ratios in the green (532 nm) less than about 5,
the SNR associated with the 532 nm measurement can be substantially higher than the corresponding
355 nm value. This is discussed in more detail in Appendix A.

2.2. Multiple Scattering Differences

The magnitude of multiple scattering effects depends on the lidar altitude, the telescope field of view (θFOV),
and laser beam divergence. It also depends on the properties of the probed cloud: its morphology (vertical
and horizontal extension) and the types of particles within the cloud (size, shape, density, and orientation
in space) [e.g., Eloranta, 1972; Noel et al., 2002; Hogan, 2006]. Since, for instance, the altitude of CALIOP is
705 km and its θFOV 130μrad [Hunt et al., 2009], versus an altitude of 393 km and a θFOV of 75μrad for
ATLID [Hélière et al., 2012], the ATB observed by ATLID and CALIOP from a cloud of same properties will be
differently affected by multiple scattering.

Themultiple scattering coefficient (η [Platt, 1973]) is often used in the literature to simply account for multiple
scattering effects: η=1 corresponds to single scattering only, and η decreases as multiple scattering effects
increase (see Appendix A). Hereafter, we estimate the differences between ATLID and CALIOP multiple

Figure 1. The molecular attenuated backscattered (ATBmol) profiles
at 532 nm and 355 nm, without instrumental noise (from the lidar
equation) in green and black and with nighttime noise using ECSIM
(single-shot profile) in blue and red. The vertical resolution is 480m
(extracted from Figure 4 at x = 100 km).
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scattering effects within the cloud, because they impact the ATB and SR profiles (see equations in Appendix A)
used to detect clouds (see next section). We estimate ηatlid and ηcaliop for the same cloud, using Monte Carlo
simulations including high scattering orders.
2.2.1. Monte Carlo Model
Since the lidar footprint is large compared to the photonmean-free-path and photons tend to stay within the
receiver cone due to the strongly forward-scattering nature of cloud particle phase functions, several orders
of scattering can significantly contribute to the lidar signal [Hogan, 2006].

In order to further investigate the effects of multiple scattering (MS) on ATLID versus CALIOP signals, we used
the ECSIM lidar Monte Carlo (MC) forward model. ECSIM is a modular multisensor simulation framework,
originally developed in support of EarthCARE but flexible enough to be applied to other instruments
and platforms [Voors et al., 2007]. The MC model is similar to the one described by Hu et al. [2001] and can
in addition predict the spectral-polarization state of the lidar signal. The ECSIM MC code has been compared
to other codes as well as CALIPSO observations with generally excellent agreement being found [Petzold
et al., 2011]. The ECSIM lidar MS radiative transfer model and lidar instrument model are described in more
detail in Appendix B.
2.2.2. Multiple Scattering Differences Between ATLID and CALIOP
Example results of MC calculations applied to an idealized cirrus cloud are shown in Figure 2. We used an
idealized cloud of optical thickness of 0.5, made of hexagonal ice crystals [Hess et al., 1998b] with a gamma
size distribution and associated mean diameter (diameter being the crystal maximum length) of 12.5μm. The
corresponding effective radius (Reff) values are shown in the plot with Reff for the nonspherical ice crystals
defined according to Francis et al., 1994. MC lidar radiative transfer results (to 10 orders of scattering) are
shown as well as results corresponding to single scattering only and the result of applying equation (A1) with
three different values of the multiple-scattering coefficient. Results for the separate HSRL channels for ATLID
as well as the resulting total signal (including the depolarized signal) are shown as the corresponding 532 nm
CALIPSO signals.

Figure 2 shows that equation (A1) with values of the MS coefficient between 0.4 and 0.6 perform well within
the cloud for both CALIPSO and ATLID. However, in the case of ATLID, the limitations of equation (A1)
become apparent: the Rayleigh signal below cloud base displays a “decay” toward the single-scatter signal
level. The decay is the result of the cloud, acting as a second source of photons which emerge from cloud

Figure 2. Results of Monte Carlo lidar radiative transfer simulations for ATLID (blue lines) and for CALIPSO (green lines)
compared to the single-scatter signal (dotted lines) and compared to equation (A1) with ƞ = 0.4, 0.5, and 0.6 (red-Lines).
For ATLID the results for the particle (cloud/aerosol) profile and the molecule (thermally broadened Rayleigh channel)
profile are shown along with the total (particles +molecules) profile.
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base with a certain effective angular divergence. The decay in this example is not very noticeable in the
CALIPSO simulation (the multiple scattered light emerging from the cloud tends to stay within the lidar field
of view for CALIPSO but less so for the narrower ATLID field of view). For CALIPSO the decay becomes more
noticeable as the optical thickness of the cirrus cloud increases and, as discussed in Appendix B, even
becomes obvious in the CALIPSO simulations for small particle sizes and larger optical depth.

MC simulations carried out using idealized water clouds (see Appendix B) show that like with cirrus clouds,
equation (A1) with an appropriate value of MS coefficient performs well within clouds. However, mainly
due to the smaller particle sizes associated with water drops compared to cirrus clouds, both the ATLID
and CALIPSO simulations exhibit obvious decays below cloud base, which cannot be modeled using
equation (A1). This finding, however, is of little practical significance to this work as the majority of warm
water clouds are often opaque to both CALIPSO and ATLID so their base is rarely observed.

Despite the limitations described above of the approach embodied by equation (A1) to model the backscatter
below high clouds, the MS coefficient approach is still considered useful for the purposes of this work. It is easy
to implement and computationally fast. For the CALIPSO configuration, it is reasonably accurate even below
the cloud in the presence of thick cirrus. For ATLID, some inaccuracies may be encountered in the presence
of low-altitude clouds below thick cirrus. Still, the end results may not be strongly affected as low-level water
clouds are bright targets: their attenuated backscatter is expected to rise above any reasonable detection
threshold despite inaccuracies in the MS treatment. Exceptions may occur, such as with low-level water clouds
with low optical depths, but those are rare.
2.2.3. Spatial Resolution Differences
Cloud and aerosol detection methods are usually based on thresholds [e.g., Vaughan et al., 2009;Winker et al.,
2010; Hagihara et al., 2010] that are highly sensitive to the vertical [Chepfer et al., 2010] and horizontal resolutions
of the profiles [e.g., Chepfer et al., 2013, Figure 1] and the SNR. The planned nominal resolutions of ATLID profiles
are 282m horizontally and 100m vertically. The nominal resolution of CALIOP ATB profiles is 330m horizontally
and 30m vertically below 8.2 km of altitude, and 60m vertically and 1 km horizontally above 8.2 km of altitude. At
nominal resolution, the SNR is usually too low for detecting clouds, so the profiles are first averaged at coarser
resolution, either horizontally or vertically [Chepfer et al., 2013] before detecting clouds. For the purpose of
climatemodel evaluation, it is desirable to keep the full horizontal resolution [Chepfer et al., 2008] and to increase
the SNR by averaging the lidar profile vertically. The COSP/CALIPSO simulator uses SR profiles regridded on the
vertical in 480m bins to have consistent resolution with the CFMIP-2 multimodel experiment [Bony et al., 2009].
This vertical resolution is also the least common multiple of CloudSat (480m) and CALIPSO-GOCCP (16 vertical
levels of 30m). Consistently, with these previous works, we will consider for the current study the ATLID profile
vertically regridded over 480m or 500m (the closest multiple of 100m, nominal resolution of ATLID).
2.2.4. Profile Sampling Differences Between ATLID and CALIOP, Consequences for Gridded Products
The distance between two successive ATLID profiles is 282m versus 333m for CALIOP. Two instrumental
characteristics explain this difference. First, the pulse repetition frequency (PRF) of ATLID is 51Hz. ATLID
backscatter profiles are averaged two by two, leading to an equivalent PRF of ~25Hz. The lower PRF for
CALIOP (20Hz) means that ATLID profiles should be closer to each other. However, the orbital differences
between the two spacecraft (ATLID is ~300 km lower than CALIOP) mean that the EarthCARE platform travels
~7% faster, which increases the distance between profiles and somewhat balances the previous effect. Due
to these differences, both instruments will measure a different number of profiles in a fixed geographical area
over the same period of time. Figure 3 documents the geographic differences in the number of profiles
measured by each instrument over an arbitrary period.

Figure 3 shows that over the same period of time, ATLID will measure ~25% more profiles than CALIOP on
average in the ±60° latitude band. Over 3months, this translates to ~130,000 more profiles. The geographic
density of profiles measured by ATLID will be lower in the polar regions close to ~80°, but EarthCARE will
reach slightly higher latitudes (83° versus 82° for CALIOP).

A cloud flagged profile from ATLID is equivalent to a cloud flagged profile from CALIOP. Since ATLID obtains
more profiles than CALIOP in a similar time period, acceptable levels of statistical representativity for a given
geographic area will be reached faster with ATLID than with CALIOP. For instance, aggregating 3months of
cloud flag profiles from GOCCP is necessary to derive representative cloud distribution statistics in 2° × 2° at a
global scale. The same level of representativity will be reached by aggregating ATLID data over merely
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67 days. Conversely, over similar observation periods ATLID products will be statistically representative in
smaller geographic regions than CALIOP: over 3months, ATLID global cloud distribution at ~1.75° × 1.75° will
be as representative as CALIPSO’s at 2° × 2°.

3. Estimate of the Cloud Detection Threshold to be Used in COSP/ATLID

The cloud detection threshold is applied to a single SR profile; it depends on the vertical resolution of the
profile and on the signal-to-noise ratio. The same thresholds are applied consistently between observations
and simulations (with COSP). In this section we estimate the best guess before launch for this threshold number.
It differs between nighttime and daytime data, as these later are contaminated by solar photons.

3.1. Methodology: Case Studies Over Synthetic Mesoscale Cloud Scenes

We use synthetic model cloud scenes producing a highly detailed structure of the cloud field. The ECSIM
simulator [Donovan et al., 2008], developed to study instrument design and performance, is used to mimic
the ATLID instruments. COSP/lidar [Chepfer et al., 2007, 2008; Chiriaco et al., 2006] differs from ECSIM
[Donovan et al., 2008] in the following aspects: COSP/lidar does not include instrumental noise, has a
fixed vertical resolution, uses a simple processing of multiple scattering based on a η value, contains a cloud
detection in each profile, contains global cloud statistical diagnostics (maps, etc.), is embedded in COSP with
other satellite simulators, and has been designed and optimized for long-term climate simulations. We used
ECSIM to produce lidar profiles that include instrumental noise, at the nominal resolution of ATLID for each
cloud scene. Using these synthetic lidar profiles, we test the possibility (and limits) of detecting clouds with
ATLID in relevant cloud scenes (cirrus and shallow cumulus), taking into account the SNR of the instrument.
For cloud detection, we first compute the ATB and ATBmol profiles at the original resolution of the instrument,
we then follow the COSP/ATLID steps: (i) compute the ATB and ATBmol profiles at 480m vertical resolution,
(ii) compute the SR profile at 480m vertical resolution, and (iii) detect the cloud using threshold values of SR.
3.1.1. About the Molecular Profiles
We singled out cloud-free and aerosol-free ATBmol profiles (Figure 1) within the complete atmospheric scene
(second white vertical line in Figure 4a) to quantify the impact of instrumental noise in ATLID molecular

Figure 3. Number of profiles measured by (left) both instruments, (middle) difference between both, and (right) ATLID
versus CALIOP fraction in 2° latitude bins. Orbital trajectories were calculated over 3months for both spacecraft by the
Ixion software(http://climserv.ipsl.polytechnique.fr/ixion.html) considering their known and planned properties at the time
of writing. We used a PRF of 25 Hz for ATLID and 20 Hz for CALIOP.

Journal of Geophysical Research: Atmospheres 10.1002/2015JD023919

REVERDY ET AL. AN EARTHCARE/ATLID SIMULATOR 11,095

http://climserv.ipsl.polytechnique.fr/ixion.html


profiles. The vertical average of no-noise ATBmol profile is 2.2 10
�3 km�1 sr�1 when the noisy one from ECSIM

is 2.4 10�3 km�1 sr�1. The noise level, defined as the signal standard deviation along the vertical, is
6.3 10�4 km�1 sr�1. In addition yielding an average SNR of about 3.5. Here nighttime conditions have
been assumed for the calculation of background noise.

3.2. A Cirrus Cloud Night Case: COSMO

Cirrus clouds are often optically thin, making them difficult to accurately quantify with passive remote sensing
and a key target for lidar in space observations.
3.2.1. ATB and SR Profiles
Figure 4a show ATLID nighttime ATB profiles simulated by ECSIM from a scene containing high-altitude
clouds between 8 km and 12 km, at the nominal vertical resolution of the instrument (100m). The scene is
originally derived from Deutsche Wetter Dienst COSMO (Consortium for Small-scale Modeling) output
[Placidi et al., 2010]. In the cirrus clouds, ATB values reach 0.04 km�1 sr�1 (Figure 4b).

ATB profiles are averaged vertically from 100m to 480m (Figure 4b), which increases the SNR while smearing
cloud boundaries, and can prevent detection for weakly scattering layers. From these ATB and ATBmol, we
compute the corresponding SR profiles (Figure 4c). The maximal intensity for ATLID is about SR = 22 for cirrus
cloud around 10 km of altitude and is reduced to SR = 18 when vertically averaged. The maximal SR peak
values is between 20 and 23 in the cirrus layer and between 3 and 10 in the boundary layer cloud, depending
on the vertical resolution used (100m to 500m). It shows that using 500m (a multiple of ATLID vertical
resolution) or 480m (amultiple of CALIOP resolution) leads to very similar ATB and SR profiles. As a consequence,
in the rest of the paper we will present results at 480m.
3.2.2. Cloud Detection
We define the cloud detection threshold as 3 times the standard deviations of the nighttime values of SR
above the clear-sky baseline (SR = 1). The SR standard deviation is computed from 10 clear-sky profiles,

Figure 4. Cirrus cloud case (a and b) total attenuated backscatter (ATB) for ATLID at full resolution. The left white lines
indicate the position of the ATB profile shown in Figure 4b at different vertical resolution. (c) The same profile as in
Figure 4b but in SR. The simulations here correspond to nighttime conditions.
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between 100 km and 104 km along track in the COSMO scene (Figure 5b). It results that an atmospheric layer
is declared cloudy when SRNIGHT> 1.84. Applying this cloud detection to the COSMO case in nighttime
(Figure 5b) leads to some false detections occurring at higher altitudes. These false-positives at low scattering
ratio (which are at a higher occurrence rate than for CALIPSO) are a consequence of themuch higher amounts
of Rayleigh scattering at the ATLID wavelength of 355 nm and its impact on the SNR of the scattering ratios, as
discussed in Appendix A.

For daytime data, we define another threshold, hereafter called “daytime threshold,” as 3 standard deviations
of the SR daytime profiles for ATLID above the clear-sky baseline: SRDAY> 2.92. This threshold leads to almost
no false detections (Figure 5c). Hereafter, we consider this ATLID daytime threshold (SRDAY = 2.92) as themain
constraint to limit false detections.

3.3. A Shallow Cumulus Night Case: ASTEX

Low-level sparse shallow cumulus are another key target for lidar in space observations [e.g., Konsta et al., 2012]. In
1992, the ASTEX campaign (Atlantic Stratocumulus Transition Experiment) sought to improve the understanding
of physical and radiative properties of boundary layer clouds andmarine stratocumulus. Simulations based on
this campaign were generated and used as ECSIM inputs. The simulation, based on profile samples along a
satellite track through the cloud field simulated by a large eddy simulation model containing shallow cumulus
in nighttime, is presented in Figure 6a. No high clouds are present in this simulation.

We investigate the efficiency of the cloud detection SR thresholds defined previously (section 3.2). In nighttime
conditions, the cloud detection threshold (SRNIGHT> 1.84) leads to some false detections just above shallow
cumulus clouds and above 10 km (Figure 6b). In daytime conditions, considering more noise (not shown) than
in nighttime, the cloud detection threshold (SRDAY> 2.92) leads to very few false cloud detections (Figure 6c)

Additional detailed information on the sensitivities of the false positive and false negative cloud detections,
to the value of the cloud detection threshold, are given in Figure C4 for ASTEX and COSMO cases.

Figure 5. Cirrus case as in Figure 4. Sensitivity of the cloud detection to the value of the cloud detection threshold. (a) SR
values. (b and c) SR mask during nighttime condition with SRNight> 1.84 and during daytime condition with SRDay> 2.92,
respectively. False negatives are in red, while false positives are in blue. Cloud mask indicated in green.
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4. Differences Between COSP/ATLID Simulator and COSP/CALIPSO Simulator
4.1. About COSP/CALIPSO

The COSP/CALIOP software simulates the ATB and ATBmol (at 532 nm) over 40 vertical levels (480m vertical
resolution) in 2° × 2° horizontal grid boxes from subgridded GCM outputs. Clouds are detected in each profile
using SR> 5 (consistently with CALIPSO-GOCCP). Cloudy pixels are accumulated over 2° × 2° latitude-longitude

Figure 6. Same as Figure 5 but for a shallow cumulus case.

Table 1. Set of Cloud Detection Thresholds Used for Global Scale Analysis (Section 5) and Corresponding High and Low Cloud Coversa

ATLID CALIOP

Reference detection thresholds SR> 1.84 SR> 5.51

Justification from ATLID nighttime noise standard deviation at 355 nm Equivalent for CALIPSO at 532 nm

High cloud cover Mean: 28.1% Mean: 28.2%

Maximum local difference: 1.7%
Cloud cover relative differences: 0%

Low cloud cover Mean: 15.3% Mean: 15.8%

Maximum difference: 2.4%
Cloud cover relative differences: 0%

Daytime detection thresholds SR> 2.92 SR> 11.34

Justification from ATLID daytime noise standard deviation at 355 nm Equivalent for CALIPSO at 532 nm

High cloud cover Mean: 27.3% Mean: 27.3%

Maximum difference: 3.8%
Cloud cover relative differences: 0%

Low cloud cover Mean: 13.6% Mean: 13.6%

Maximum difference: 2.8%
Cloud cover relative differences: 0.6%

a“Cloud cover relative differences” refer to the differences between GCM+COSP/CALIPSO and GCM+COSP/ATLID (GCM+COSP/CALIPSO as reference) cloud covers.
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gridboxes to build the cloud covers
(low, middle, high, and total) and
the cloudy profiles. Version 1.3 of
COSP/CALIOP is intensively used within
the CFMIP-2 [Bony et al., 2009] and CMIP-
5 experiments. It uses a multiple scatter-
ing factor of η=0.7. The sensitivities of
the cloud cover to these two parameters
have small impact on cloud fraction [e.g.,
Chepfer et al., 2008, 2010, 2013; Cesana
and Chepfer, 2013]: A difference of less
than 1% is observed when changing the
η factor from 0.3 to 0.7. The change in η
(0.7 to 0.3) affects the vertical cloud profile
just below themaximum of cloud fraction
by 11% maximum. No drastic change in
cloud fraction is observedwhen switching
the cloud detection threshold from SR=5
to SR=3 in LMDZ5, which suggests
that this model does not simulate many
optically thin clouds.

4.2. About COSP/ATLID

We adapted the CALIPSO in space simula-
tor [Chepfer et al., 2008] included in COSP
[Bodas-Salcedo et al., 2011] to mimic the
total and low-, middle-, and high-level
cloud covers and the cloud fraction profile
that ATLID would observe if it was overfly-
ing the atmosphere predicted by the
LMDZ5B GCM [Hourdin et al., 2013] in
January. The GCM outputs come from
an Atmospheric Model Intercomparison
Project-like simulation, without ocean-
atmosphere coupling, and SST forced
by observations.

COSP/ATLID simulator is at 355 nm instead of 532 nm COSP/CALIPSO: this means that ATBmol and ATB profiles
are computed at 355 nm in COSP/ATLID as discussed in section 2.1. The multiple scattering factor was changed
from η=0.7 to η=0.6 in accordance with MS computation (section 2.2). For the SR cloud detection threshold,
we consider two situations (Table 1): (i) the nighttime (SRNIGHT> 1.84) and (ii) the daytime (SRDAY> 2.92). The
daytime threshold could be used for comparison between GCM+COSP/ATLID outputs with ATLID observations
collected in both daytime and nighttime, whereas the nighttime threshold can be applied for comparison with
nighttime ATLID observations only (less noise).

The low-, mid-, and high-level cloud maps obtained from LMDZ+COSP/ATLID as well as the cloud fraction
profiles and the height-intensity histograms are presented in Appendix C (Figures C1, C2, and C3).
Figure C3 shows that there is no low-level liquid clouds with SR> 17.2 for ATLID (this corresponds to
SR> 80 for CALIPSO) because of the attenuation of the lidar signal within the cloud. Contrarily to the radar,
the lidar signal is attenuated (see equation (A1) right end side): the backscatter term (β) competes with
the attenuation term (exponent). Hence, when α increases, the ATB (and SR) reaches a limit where the
attenuation term will dominate the backscatter term. The exponential will tend to 0 and so will do the SR
(and ATB) too. Moreover, we also studied the sensitivity of the cloud cover (Figure C1) to the value of the
multiple-scattering factor (not shown): it results that using η= 0.7 or η= 0.6 in the COSP/ATLID changes the
cloud covers (Figure C1) by less than 0.5%.

Figure 7. Differences between cloud covers from GCM+ COSP/ATLID and
GCM+ COSP/CALIPSO in January. (a) High-level, (b) middle-level, and
(c) low-level cloud. COSP/ATLID uses η = 0.6 and SRNIGHT = 1.84. COSP/
CALIOP uses η = 0.7 and SR = 5.51. Missing data are in grey.
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5. Differences Between Clouds
From COSP/ATLID and
COSP/CALIPSO Over a Same
Atmosphere at Global Scale

For a same atmosphere, ATLID and
CALIPSO are not expected to observe
the same SR profiles because of instru-
mental differences between the two
lidars. They may hopefully give similar
cloudmaps and fraction profiles if instru-
mental differences are (in part) taken into
account in the data processing.

This is the approach that is reproduced
within simulators: for a given GCM
LMDZ atmosphere, the SRATLID from
COSP/ATLID and SRCALIPSO from
COSP/CALIPSO will be significantly
different because the instruments are
different, but it does not preclude
COSP/ATLID and COSP/CALIPSO cloud
maps (and cloud fraction profiles) to be
similar because the instrumental differ-
ences are taken into account within the
simulators by considering different con-
sistent cloud detection thresholds for
COSP/CALIPSO and COSP/ATLID (Table 1).

Here we quantify the residual difference
between LMDZ+COSP/ATLID clouds
and LMDZ+COSP/CALIPSO clouds when
using the detection thresholds listed
in Table 1.

In nighttime, the difference between
the ATLID-like and the CALIPSO-like
high cloud covers (Figure 7a) is 1% at
most and scattered throughout the
entire surface of the globe. In global
mean the absolute difference is 0.4%
(Table 1). Differences between ATLID-

like and CALIPSO-like low cloud covers in nighttime are shown in Figure 7c. ATLID-like finds typically a slightly
smaller low cloud cover than CALIPSO-like (�0.3%), especially over midlatitudes and polar regions. In global
mean, this difference is �0.2% (Table 1). Difference between ATLID-like and CALIPSO-like midlevel cloud
covers (Figure 7b) is typically 1% at latitudes higher than 50°. Table 1 summarizes the absolute and the
relative differences between ATLID-like and CALIOP-like maps when considering nighttime cloud detection
thresholds and daytime cloud detection thresholds. The maximum absolute differences are less than 3.8%
for high cloud covers and 2.8% for low cloud covers in nighttime. The relative differences are 0.6% at most,
for the low-level clouds in nighttime.

The differences between the ATLID-like and the CALIPSO-like cloud fraction profiles are shown in Figure 8a
for daytime (in colors), with isolines showing the ATLID-like cloud fraction profiles (from Figure C2a). The
largest differences do not occur where the cloud fraction is maximal but slightly below, after the laser has
penetrated upper cloud layers. ATLID-like zonal cloud fraction profiles is slightly smaller than CALIOP-like
zonal cloud fraction profiles (CFATLID�CFCALIOP<�0.5%) along the Intertropical Convergence Zone (ITCZ)
at 11 km of altitude and in the subsidence tropical boundary layer clouds. In nighttime (Figure 8b), the

Figure 8. Differences between the zonal cloud fraction profiles from
GCM+ COSP/ATLID and GCM+ COSP/CALIPSO in January. (a) In daytime
COSP/ATLID uses η = 0.6 and SRDAY = 2.92, whereas COSP/CALIOP uses
η = 0.7 and SR = 11.34. (b) In nighttime COSP/ATLID uses η = 0.6 and
SRNIGHT = 1.84, whereas COSP/CALIOP uses η = 0.7 and SRDAY = 5.51.
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differences between the ATLID-like and
the CALIPSO-like cloud fraction profiles
can reach up to 1% below the maxi-
mum of cloud fraction profiles. ATLID-
like cloud fraction profile detects less
clouds than CALIOP-like cloud fraction
profile above midlatitude and pole
regions (CFATLID-CFCALIOP~�0.5%). The
differences between ATLID-like and
CALIOP-like cloud profiles is larger dur-
ing nighttime than during daytime,
consistently with Figure 9 showing that
the number of occurrences falling
between the daytime and nighttime
detection thresholds (two vertical lines
in Figure 9) is slightly higher for
CALIOP-like than for ATLID-like cloud
fraction profiles. The relative difference
of occurrence ((ATLID-CALIOP)/ATLID;
Figure 9) is typically 0.5: green boxes
located between the two detection
thresholds (vertical lines).

6. Conclusions

The mean state and the variability of the
cloud detailed vertical distribution is a
key variable that must be evaluated in
the cloud description of climate models.
The ATLID spaceborne lidar on board the
EarthCARE satellite is expected to start
collecting data in 2018 and will measure
directly the cloud detailed vertical distri-
bution. The current study introduces
the spaceborne ATLID simulator to be
included in COSP to facilitate the use of
ATLID data for evaluating cloud descrip-
tions in climate models.

In the first part, we showed how the
wavelength difference between ATLID
and CALIOP impacts the intensity of the
lidar Level 1 ATBmol profiles, ATB profiles,
and SR profiles (by a factor of 2 to 5).
Then we examined the differences in the
multiple scattering between ATLID and
CALIOP and showed that a multiple-
scattering coefficient of 0.6 can be used
in both cases without significant differ-
ences within the clouds. We also showed
that the differences in the altitudes of
the two satellites (more than 300km)
and the frequencies of the laser pulse of
the two instruments should lead to a

Figure 9. Relative differences of SR histograms between COSP/ATLID and
COSP/CALIOP in the same regions as in Figure 9. Note that abscise ticks
contain the values of the ATLID SR bins/the values of the corresponding
CALIOP SR bins. Black vertical lines shown SRATLID/NIGHT = 1.84 and
SRATLID/DAY = 2.92 thresholds. Red lines correspond to the low-middle
and middle-high separations.
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difference of 20% in the number of lidar profiles accumulated in each latitude-longitude grid box. Finally, we esti-
mated the thresholds to be applied to ATLID SR profiles to detect clouds, taking into account the ATLID SNR
(predicted at the time of writing) and vertical resolutions used in current climatemodel evaluation (480m vertical),
although the vertical resolution could be increased in the future. For this purpose, we used two synthetic mesos-
cale model cloud scenes, one over a cirrus cloud and one over a shallow cumulus clouds field, together with the
ECSIM, which simulates the lidar radiative transfer and instrumental noise to predict what ATLID would observe
above cirrus and shallow cumulus at nominal resolution (282m horizontal and 100m vertical). Then, we degraded
the vertical resolution of these profiles to 480m to increase the SNR. We obtained two best estimates of cloud
detection thresholds to be applied on 480m SR ATLID profiles: one for nighttime (SR NIGHT=1.84) and one for day-
time (SRDAY=2.92). SRDAY is larger than SRNIGHT because solar photons impact the SNR in daytime for a given set of
vertical/horizontal resolutions., As it is impossible to definitively decide the proper thresholds at this point since the
satellite is not launched yet, we will revisit these cloud detection thresholds after EarthCARE launch based on the
actual ATLID signal quality and SNR. In particular, we will use the first year of ATLID Level 1 data to built a statisti-
cally significant estimate of the ATLID actual SNR in aerosol-free stratosphere areas, during daytime and during
nighttime over different regions, different seasons, and over different surface types (ocean, continent, and ice
sheet) as well as above highly reflecting low-level liquid clouds. These information will be used to test and change
[as in, e.g., Noel et al., 2014; Chepfer et al., 2010] the threshold values consistently in the simulator and in the algo-
rithm to be used for processing ATLID actual data. In any case, because of the solar photons, the daytime cloud
detection threshold will be applicable for comparison with profiles collected in both daytime and nighttime,
whereas the nighttime threshold will be applicable for comparison with profiles collected in nighttime data only.

In the second part of this study, we built the COSP/ATLID simulator based on the COSP/CALIPSO simulator.
We changed the wavelength, the multiple-scattering parameterization, and the cloud detection thresholds,
as discussed here above. Then, we built global-scale cloud properties that would be observed if ATLID was
overflying a given atmosphere simulated by the LMDZ5 GCM: maps of low-, middle-, and high-level clouds;
zonal cloud fraction profiles; and height-SR histograms.

Because ATLID and CALIPSO are different instruments, their simulators are different, and are not expected to
produce exactly the same clouds given the same atmosphere, even if part of the instrumental differences are
taken into account within the simulators themselves. In the last part of this study, we compared the cloud
observations simulated by COSP/ATLID and by COSP/CALIPSO for a given atmosphere predicted by
LMDZ5 GCM. High cloud cover differences of 0.5% occur occasionally and rarely. Low cloud cover differences
of 1% occur in midlatitudes. The ATLID-like cloud fraction profile is about 0.5% (1%) less than CALIPSO-like
cloud fraction profile in daytime (nighttime): this difference mostly occur about 1 km in altitude below the
maximum of the cloud fraction profile. The maximum relative difference between ATLID and CALIPSO
height-SR histograms is respectively 0.5% and 1% in nighttime and daytime. The differences between
ATLID-like and CALIPSO-like cloud fraction profiles are much lower than the differences between climate
models + COSP/CALIPSO and CALIPSO observations that have been reported in CFMIP experiment [e.g.,
Konsta et al., 2012; Nam and Quaas, 2012; Kay et al., 2012; Nam et al., 2014; Bodas-Salcedo et al., 2014;
Chepfer et al., 2014], suggesting that ATLID will provide useful observations to evaluate the cloud description
in climate models, covering a time period complementary to the CALIPSO one. Moreover, at the time of
writing, it is expected that ATLID will provide a better separation between boundary layer optically thin
clouds and aerosols than CALIPSO does, thanks to ATLID new HSRL capability. Future work includes developing
an ATLID GCM Climate Product from ATLID Level 1 data, following the same steps as for the COSP/ATLID
simulator presented in this study; this product will include an advanced aerosol screening in the boundary layer
using HSRL ATLID capability. This will facilitate comparisons between GCM+COSP/ATLID and ATLID GCM
Climate Product to evaluate cloud descriptions in climate model.

Appendix A: Lidar Equation

At wavelengths of CALIOP (532 nm) and ATLID (355 nm), atmospheric cloud particles and gas molecules
contribute to scattering but not to absorption except for ozone (ozone number densities and absorption cross
section are provided in the CALIOP Level 1 data). The total attenuated backscatter (ATB) is then given by

ATB λ; zð Þ ¼ βpart λ; zð Þ þ βmol λ; zð Þ
h i

� exp�2 ∫ η� αpart λ; zð Þ þ αmol λ; zð Þ� �
dz (A1)
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where βpart and βmol are lidar backscatter coefficients and αpart and αmol are attenuation coefficients for
particles (part) and molecules (mol), respectively, and η is the multiple-scattering coefficient, which has
been approximated as a constant; otherwise, this parameter is function of range, particulate extinction,
and viewing geometry.

Molecular backscatter and attenuation coefficients can be computed as a function of temperature and pressure
[Collis and Russel, 1976]:

βmol λ; zð Þ ¼ P
kbT

� 5:45� 10�32 λ
0:55

� ��4:09

(A2)

αmol λ; zð Þ ¼ 8π
3

� βmol λ; zð Þ (A3)

With P the pressure in Pa, T the temperature in K, kb the Bolzmann constant, and λ the wavelength in μm.
Assuming that the optical properties of atmospheric particles remain consistent along the lidar beam
trajectory, and because at these wavelengths, attenuation by cloud particles (not aerosols) is only scattering,
we can link particles backscatter and attenuation coefficients:

βpart λ; zð Þ ¼ kpart zð Þ � αpart λ; zð Þ (A4)

αpart λ; zð Þ ¼ ∫ πr2Q rð Þn r; zð Þdr (A5)

with kpart zð Þ ¼ P πð Þ
4π the backscatter to extinction ratio when absorption is zero, r the particle radius, n(r,z) the

particle size distribution, P(π) the backscattering phase function, and Q(r) the scattering coefficient. For this
study, we assume that the cloud particles are spherical; therefore, P(π) is parameterized as a function of
the effective radius using Mie theory (depending on the wavelength). Thus, most of the cloud particles are
larger than the CALIOP and ATLID wavelengths soQ(r) is set to 2 in equation (A5) [Bohren and Huffman, 1983].

The multiple scattering coefficient η theoretically varies between 0 and 1 for satellite lidar as a function of
lidar footprint diameter and size, shape, and density of particles. For ground-based viewing geometry η
can be less than zero [Platt, 1981]. The determination of this parameter is discussed in the main text.

Attenuated total molecular backscatter can be expressed as a function of molecular backscatter (equation (A2))
and attenuation coefficients (equation (A3)) :

ATBmol λ; zð Þ ¼ βmol λ; zð Þ � esp �2∫ αmol λ; zð Þdz
� �

(A6)

The scattering ratio is defined as the ration between the total attenuated backscatter (equation (A1)) over the
molecular attenuated backscatter (equation (A6)):

SR λ; zð Þ ¼ ATB λ; zð Þ
ATBmol λ; zð Þ ¼ 1þ βpart λ; zð Þ

βmol λ; zð Þ
� �

� esp �2η zð Þ∫ αpart λ; zð Þdz
� �

(A7)

This ratio is equal to 1 in the absence of aerosol and cloud (pristine condition), is greater than 1 in presence of
particles and/or aerosols, and in pristine air lying beneath a cloud or aerosol layer, this ratio is equal to the
effective two-way transmittance of the overlying layer (i.e., it is less than 1).

It is important also to note that the signal-to-noise ratio of the scattering ratio is a function of the lidar
wavelength as well as the signal-to-noise ratio of the signals themselves. This is an important issue to be
aware of when comparing CALIPSO and ATLID scattering ratios. If, for simplicity, we neglect the particulate
extinction, then applying standard error propagation techniques to equation (A7) we have

SNRSR532 ¼
δ SR532ð Þ
SR532

¼ 1� 1
SR532

� �
SNRATB532ð Þ1=2 (A8)

where SNRATB532 is the signal-to-noise ratio of the measured total attenuated backscatter. A similar expression
for the scattering ratio SNR for ATLID (355 nm) can also be derived. Using the fact that βmol,355≈ 5βmod,532 it

follows that SR355 ≈
SR532�1

5

� �
þ 1 and

SNRSR532
SNRSR355

≈
1� 1

SR532

� 	
SNRATB532ð Þ1=2

1� 1
SR532�1

5ð Þþ1

 !
SNRATB355ð Þ1=2

(A9)
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and if we assume (as is roughly true in the case of ATLID and CALIPSO) that the SNR of the measured
attenuated backscatters is similar we have

SNRSR532
SNRSR355

≈
1� 1

SR532

� 	
1� 1

SR532�1
5ð Þþ1

� � (A10)

A plot of equation (A10) is shown in Figure A1. Here it can be seen that for scattering ratios below about 5 that
the green scattering ratios SNR values will be substantially above the corresponding 355 nm values. So for
lidars with similar SNR ratios in terms of attenuated backscatter measurements, the SNR ratios associated
with the scattering ratios are more favorable for 532 nm. This is a consequence of the much reduced amount
of Rayleigh scattering at 532 nm compared to 355 nm. This difference has adverse consequences for the
method used to detect clouds in this work.

Appendix B: Lidar Multiple-Scattering Calculations

In this appendix we describe the ECSIM lidar multiple-scattering model along with the its corresponding
instrument model in more detail. We present additional examples of the application of ECSIM to CALIPSO
simulations with the aim to support the realism of the simulation results.

B1. ECSIM Lidar Models

ECSIM is itself a modular software collection divided into scene-creation, forward radiative transfer, forward
instrument models, and retrieval models. Consistent with this division, with respect to the lidar simulations, a
two-step simulation procedure is applied. In particular, the spectrally and polarization resolved lidar signals as
would be detected by a perfectly efficient lidar are calculated using a Monte Carlo approach. Then a separate
instrument model is used to process the idealized signals taking into account factors such as the instrument
polarization, noise, cross-talk and spectral responses associated with the different instrument channels along
with their associated optical efficiencies. This approach allows one to easily change certain virtual instrument
characteristics (e.g., detector efficiency) without having to re-run the potentially computationally expensive
MC model.

TheMonte Carlo model is similar to that described by Hu et al. [2001] but, in addition, can predict the spectral-
polarization state of the lidar signal and employs a number of variance reduction techniques to increase the
computational efficiency and is a true 3-D model, in which the cloud/aerosol fields can vary in both the

Figure A1. Ratio of the 532 to 355 nm scattering ratio signal-to-noise ratios as a function of scattering ratio at 532 nm calculated
using equation (A10).
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vertical and horizontal directions. More detail regarding the ECSIM lidar Monte Carlo model may be found in
Appendix A of Donovan et al. [2015].

Noise is handled by first calculating the total number of photocounts per range bin (including lidar signal,
signal corresponding to background scattered solar radiation, and instrument generated dark count rates)
for each channel taking into account the channel characteristics. The background solar radiation is itself
a function of surface albedo, solar zenith angle, and the effective atmospheric reflectance. Poissonian
pseudo-random deviates are then used to generate the noisy signal profiles. Finally, background and
darkcount signal levels are subtracted from the simulated signal profiles. SNR ratios of the signals gener-
ated by ECSIM compare favorably to typical nighttime and daytime CALIPSO observations. For example,
for typical nighttime conditions, the observed SNR of the average value of 532 nm clear-air CALIPSO
signals from 5 to 6 km are on the order of 80–100 for a 700 km horizontal averaging interval. For daytime
conditions, the SNR for CALIPSO is less favorable ranging from 5 to 50 depending on the atmospheric
state, surface reflectance, and solar zenith angle. For nighttime conditions ECSIM generates values that
are generally consistent with CALIPSO observations within a factor of 20%. For daytime conditions, given
the variability it is difficult to make a conclusive statement. However, it has been verified that for the
examples presented in this paper that the daytime SNR ratios are consistent with the range expected from
actual CALIPSO observations.

Figure B1. Example results of MC lidar radiative transfer simulations for ATLID (blue lines), CALIPSO (green lines) compared
to the expected single-scatter signal levels (dotted Lines) and equation (A1) with ƞ = 0.4, 0.5, and 0.6 (red-Lines). (a) OT = 2
and Dm=10.0μm. (b)Cirrus OT= 2, Dm=50.0μm and Reff = 47.3μm. (c) Cirrus OT= 0.5, Dm=10.0μm. (d) Cirrus OT= 0.5,
Dm=50.0μm and Reff = 47.3μm.
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B2. Lidar MC Calculations

Results of sample MC calculations (without imposed instrument noise) are shown in Figure B1 for idealized
cirrus clouds and Figure B2 for idealized water clouds. The phase functions used in the calculation are
depicted (at 532nm) in Figure B3. The cirrus phase function correspond to a gamma distribution of hexagonal
crystals [Hess et al., 1998a], while the water cloud phase functions correspond to gamma distributions [Hu and
Stamnes, 1993] of cloud droplets; i.e.,

dN
dr

rð Þ ¼ N0

Rm

1
Γ γð Þ

r
Rm

� �γ�1

exp
�r
Rm

� �

where Dm= 2Rm and for this type of distribution Reff = Rm(γ+ 2).

An important factor in determining the characteristics of the MS lidar signal is the ratio of the forward
scattering lobe to the lidar receiver field of view. The angular width of the forward scatter lobe decreases with
increasing effective particle size. Thus, the cirrus phase functions are muchmore strongly peaked in the direct
forward direction than the water cloud phase functions. The cloud optical depths at 532 and 355 nm are
within a few percent of each other, and the corresponding phase functions at 355 nm (not shown) are only

Figure B2. Example results of MC lidar radiative transfer simulations for ATLID (blue lines), CALIPSO (green lines) compared to the expected single-scatter signal
levels for idealized water clouds (dotted Lines) and equation (A1) with ƞ = 0.4, 0.5, and 0.6 (red-Lines) for the CALIPSO simulations while ƞ = 0.3, 0.4, and 0.5 have
been used for the ATLID simulations. The cloud optical thickness and particle sizes are as indicted in the plots. Spikes under the cloud are due to the statistical
nature of the MC calculations and the small number of photon packets penetrating the cloud.
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somewhat more peaked than the 532 nm phase functions, and thus, the dominant difference between the
MS signal characteristics between ATLID and CALIPSO are due to their respective fields of view.

Shown also in Figures B1 and B2 are the single-scattering signals as well as the signals predicted via the appli-
cation of equation (A1) for different values of the MS coefficient as indicted in the figure captions. In general,
it can be seen that equation (A1) performs well within the clouds; however, beneath cloud base the approach
embodied by equation (A1) shows it limitation. In particular, for the ice cloud cases, for ATLID especially, a
decay of the signal toward single-scatter values is apparent. For CALIPSO, this decay only become apparent
for the high optical thickness and small particle case (Figure B2 (bottom left)). This behavior may be under-
stood as follows:

1. Within the cloud the lowmean-free path of the photons ensures that the multiple-scattered light tends to
be confined to within the field of view of the lidar. However, the angular variance of the lidar beam will be
broadened as it propagates downward through the cloud with more and more photons undergoing
scattering events.

2. At cloud base the lidar beam emerges with an effective angular divergence, which increases with the
optical thickness of the cloud and decreases with the size of the cloud particles (since the angular-
width of the cloud phase function forward lobe increases with decreasing particle size).

3. Below cloud base the lidar beam will continue to propagate with a given divergence. However, the
horizontal spread of the photons is no longer constrained by the presence of the cloud. As the beam
continues to propagate downward, depending on the lidar receiver footprint, more and more of the
multiple-scattered photons will travel outside of the receiver cone.

4. Since the effective footprint of CALIPSO is greater than that of ATLID the resulting decay below cloud base
is much more noticeable for ATLID than CALIPSO. In fact, for CALIPSO, for the ice cloud cases shown, the
decay length for CALIPSO is so long that it is only notable for relatively thick cirrus with relatively small
particle sizes.

The decay effect is also a factor when attempting to calculate the ATB associated with multilayer cloud
systems. Indeed, other simulations (not shown) applied to idealized multilayer cases, with low-level water
clouds present below cirrus layers, show similar relative impacts on the water cloud ATB values as were
observed with the cloud-free molecular below cloud returns.

For the water cloud examples the decay is apparent for both ATLID and CALIPSO for all the examples shown.
This is due to the smaller (compared to the cirrus particles) size of the water cloud droplets and the resulting
broader angular width of the forward scattering lobe.

Figure B3. Phase functions at 532 nm for ice crystals used in the calculations for ice clouds shown in Figure B1 and for the
water cloud simulations shown in Figure B2. The red lines in the left plot correspond to Dm = 10 μm, while the black Line in
the left plot correspond to Dm = 50 μm. In the right plot the red line corresponds to Dm = 5.0 μm, while the black line is for
Dm = 10.0 μm.
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B3. CALIPSO MS Examples

Anecdotally, it has been noted by the authors of this work that it is not universally recognized that below cir-
rus multiple-scattering effects (the decay as predicted by our MS calculations) are present in CALIPSO signals.
An extensive treatment of this issue is beyond the scope of this current work. However, here we present a
representative case consistent with our calculations. An, by no means atypical, example of high tropical cirrus
as measured by CALIPSO is shown in Figure B4. Here the left-highlighted cirrus cloud has a temperature in the
range of �50°C to �70°C and thus is expected to be composed of crystals with effective radii on the regions
of 10–20μm [Donovan, 2003]. Further, by comparing the signal levels above and below the cloud it appears
that the cloud is similar in optical thickness to the example shown in Figure B1 (bottom left). Thus, if our
calculations are realistic, then a decay of the signal should be evident below the cloud base. In fact such a

Figure B4. (top) CALIPSO attenuated backscatter from 16.48 to 16.5 UTC on 2 January 2007 (latitude/longitude from �9.37,
137.7° to�10.29, 137.54°). (middle) Average profiles corresponding to the boxed regions shown in Figure B4 (top) along with
theoretical cloud/aerosol-free attenuated backscatter profiles normalized to the observed average signals both below (blue)
and above (red) the cloud layer (note in Figure B4, middle right); the red and blue curves overlap on this scale. (bottom)The
respective ratios of the below-cloud observed attenuated backscatter profiles to the expected cloud/aerosol-free signal.
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decay is indeed visible (see Figure B3, left) and (qualitatively) well matches our calculations in terms of
magnitude and rate of decay. For comparison, average signals taken from a nearby region (right-highlighted
area in Figure B4) with much thinner upper level cirrus show no such decay. The CALIOP 532 nm detectors are
known to have a “nonideal transient response,” and after measuring a large signal they do not immediately
recover, but instead shown an exponential decay [McGill et al., 2007; Hunt et al., 2009]. The 1/e time-constant
associated with this nonideal response (on the order of 0.4–0.5 km or about 3.0ms see, e.g., Figure 18 of Hunt
et al. [2009]), however, is very fast compared with the decay time seen here. Thus, we feel that in this case the
observed signal decay below the cirrus is primarily due to MS effects.

Appendix C: Global-Scale Clouds Simulated by COSP/ATLID

Figure C1 shows the low, middle, and high-level cloud maps obtained from LMDZ+COSP/ATLID.
Unsurprisingly, the maps of high-level cloud cover (z> 6.5 km; Figure C1a) from COSP/ATLID simulator show
the main expected cloud patterns: large clouds over the deep convective regions such as the warm pool, and
in the continental Southern Hemisphere regions. The low cloud cover (Figure C1c) is small along the ITCZ
because low-level clouds are masked by high optically thick clouds, through which the laser cannot pass.
The low-level clouds are more numerous in the midlatitude storm tracks (50%), even if there are numerous
high clouds above. The amount of midlevel clouds (Figure C1b) is very small as LMDZ GCM does not
produce many.

Figure C1. Cloud covers from GCM+ COSP/ATLID in January. (a) High-level, b) middle-level, and (c) low-level cloud covers.
COSP/ATLID uses η = 0.6 and SRDAY = 2.92. White pixels correspond to areas where the lidar signal is totally attenuated.
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Figure C2a shows zonal mean cloud fraction profiles from GCM+COSP/ATLID with the daytime cloud detec-
tion threshold: it shows the typical pattern of large-scale atmospheric circulation, with deep convective
clouds along the ITCZ, the boundary layer clouds in the descend branch of the Hadley cell, and the storm
tracks clouds in midlatitudes. Figure C2b shows the same as Figure C2a but using the nighttime cloud detec-
tion threshold. Figures C2a and C2b exhibit similar patterns but more clouds at high altitudes in the tropics
and around 8 km of altitude in the Polar regions in nighttime, because the nighttime threshold detects more
optically thin clouds than the daytime threshold. At midlatitude, more clouds are detected in the Northern
Hemisphere with the nighttime threshold but not in the Southern Hemisphere. The imbalance between
the Northern Hemisphere and the Southern Hemisphere suggests that this GCM produces more optically thin
clouds (1.84< SR< 2.92) in the Northern Hemisphere than in the Southern Hemisphere.

The height-intensity histogram (Figure C3) shows the number of detections in SR and height bins accumu-
lated over different regions. Over the tropical western pacific area (Figure C3a), many large convective cloud
systems are located between 14 km and 16 km with large SR and numerous fully attenuated profiles below
14 km of altitude. Few clouds are found between 4 and 8 km, and no clouds below 3 km, because the laser
is fully attenuated in this region. Over the New Brunswick region (Figure C3b), cirrus clouds are simulated
around 10 km. together with a significant amount of boundary layer clouds (z< 3 km) associated with large
SR values. Over the North Pacific area (Figure C3), in the storms tracks, the frontal clouds with large vertical
extent attenuate frequently the lidar signal below 10 km of altitude, but sparse boundary layer clouds are
also detected.

Figure C2. Zonal cloud fraction profile for GCM+ COSP/ATLID in January. (a) In daytime COSP/ATLID uses η = 0.6 and
SRDAY = 2.92. (b) In nighttime, COSP/ATLID uses η = 0.6 and SRNIGHT = 1.84.
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Figure C3. SR histogram from “GCM+ COSP/ATLID” in January over (a) tropical Western Pacific, 70°E–150°E/5°S–20°N.
(b) New Brunswick Region, 50°W–70°W/40°N–55°N. (c) North Pacific, 140°W–160°E/30°N–60°N. The horizontal axis show
the ATLID SR bins. The black vertical lines correspond to SRNIGHT = 1.84 and SRDAY = 2.92 thresholds. The horizontal red
lines separate low-, middle-, and high-level clouds.

Figure C4. Percentage of false negatives cloud detections and false positives cloud detections as a function of the scatter-
ing ratio. The red (respectively blue) curve represents the ATLID detections (respectively CALIOP detections) for (a) COSMO
case and (b) ASTEX case for different SR threshold values. Red vertical dotted lines represent the cloud day (SR = 2.92) and
night (SR = 1.84) detection thresholds for ATLID. Blue vertical dotted lines represent the cloud day (SR = 11.34) and night
(SR = 5.51) detection thresholds for CALIOP.
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