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minor deformation of the mass peaks in the high resolution spectra acquired for m/Z=16, 17, and to a

lesser extent 18. A numerical deconvolution technique has been developed with a twofold purpose. A

first goal is to verify whether the most likely cause of the issue, a lack of stability of one of the electric
potentials in the electrostatic analyser, can indeed be held responsible for it. The second goal is to correct

PACS: . L : .
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95.55.pe further treatment of the spectra in the automated DFMS data processing chain.
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1. Introduction

DFMS is the high resolution double focusing mass spectrometer

of the ROSINA instrument [ 1] onboard the Rosetta spacecraft of the
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Aeronomy, Ringlaan 3, B-1180 Brussels, Belgium. Tel.: +32 2 3730368. Gerasimenko. The DFMS mass spectrometer (Fig. 1) has been built
E-mail address: Johan.DeKeyser@aeronomie.be (J. De Keyser). with the purpose of measuring the composition of the cometary
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Fig. 1. The DFMS mass spectrometer in the clean room before installation on
Rosetta. The instrument entrance is under the closed cover on the right; the detector
head is to the left. The electronics box is at the bottom.

EXAPOLE F FARADAY

HHDTA‘?IDN DOFR B/ DETECTOR (FC)

FOCAL PLANE

POSITION SENSITIVE
MCP DETECTOR

SECTOR MAGNET

CEM
DETECTOR

‘QUADRUPOLES FOR
ZOOM SYSTEM

ION OPTICAL AXIS

warsuoa / Lol
PLATES / sur

ROTATED QUADRUPOLE
FOR OPTICS CORRECTION

TRANSFER LENS FILAMENT+
CALIBRATION ~ MAGNET §
L~ GAS INLET S
~ WIDE L
# ANGLE
L7 .- v
Al a s

50 mm

50 mm
ELECTROSTATIC
ANALYZER

ALPHA
suT

HIGH-/ LOW
ENTRANCE RESOLUTION
SLIT  ENTRANCE SLITS
SWITCH

lon Optics of Double-Focusing MS
10N Rosetta ROSINA DFMS

PHYSIKALISCHES INSTITUT [owm| 13.03.95
UNIVERSITAET BERN o [ Fischer

aa 4=z 1nnn™ 19.06.00
M 155-1000]F o

SOURCE /NARROW
EXITSLIT  ANGLE

Fig. 2. A schematic drawing of the architecture of the DFMS mass spectrometer
showing the instrument entrance with the ion source, the transfer optics, the elec-
trostatic analyser, the sector magnet, the zoom system, and the detectors [1].

atmosphere. It can detect cometary neutrals and ions in the mass
range of 13-150 amu/e. In the former case the neutrals flow into
the instrument, where they may be ionised with or without accom-
panying fragmentation upon bombardment with 45 eV electrons.
In the latter case, positive cometary ions are attracted by setting
a grid in front of the instrument entrance at a negative potential,
while the negative spacecraft potential also facilitates the ingestion
of ions. The ions are electrostatically accelerated upon leaving the
source. The analyser section (Fig. 2) consists of the transfer optics,
an electrostatic analyser and a sector magnet, followed by a zoom
system, allowing the instrument to work in a low and a high mass
resolution mode (LR and HR mode), the HR mode offering a fac-
tor of 6.4 improvement in resolution as compared to the LR mode.
The zoom system consists of a hexapole plus two quadrupoles. The
hexapole can be used to rotate the focal plane, while the com-
bination of two quadrupoles allows to increase the image scale.
The actual zoom factor varies between 5.0 and 6.6 because the
quadrupole potentials are adapted as a function of the accelerat-
ing potential [2]. DFMS features three different detectors, of which
the combination of a microchannel plate (MCP) with a linear CCD
(the Linear Electron Detector Array or LEDA chip, which for redun-
dancy reasons features two rows of charge collecting anodes) is
being used most often [3,4]. The analog CCD output is digitized by
an analog-to-digital converter (ADC) providing a number of counts
per pixel, which later is translated into a number of detected ions.

The DFMS-MCP/LEDA combination offers detailed views of sections
of the mass range centered around a commanded mass. The mass
resolution actually achieved is around m/Am =800 in LR mode and
5000 in HR mode, where Am is the full width at half maximum
of the mass peaks. The high resolution mode, in particular, offers
interesting prospects for distinguishing isotopes and establishing
isotope ratios [5,6]. Early scientific results [7-10] confirm the high
mass resolution capability of the instrument.

While DFMS operates successfully, a problem has been spot-
ted with the instrument operating in neutral mode for HR spectra
at mass-over-charge ratios of m/Z=16, 17, and to a lesser extent
18 amu/e; this problem is also marginally present in the LR spectra
at m/Z=16 and 17. The problem consists of an abnormal broaden-
ing and/or deformation of the mass peaks. Fig. 3 shows HR spectra
for commanded masses m/Z=16amu/e (upper half of the figure)
and m/Z=17 amu/e (lower half) from row A (top) and B (bottom)
obtained on 2014-08-22 02:10:40 and 02:11:08 (red ¢), 2014-10-
2017:44:13 and 17:44:47 (green o), and 2014-12-2511:17:34 and
11:18:04 (blue O). All spectra were acquired with a high electron
emission current (200 wA) in the DFMS ion source. The curves give
the raw ADC counts collected during 20 s after removal of the LEDA
offset (pixel and read-out noise) as a function of the detector pixel
number. The shape of the deformed peaks slowly changes with
time. Within a single spectrum the peak shape is slightly different
for each mass peak, and there also are some differences between
row A and B. Peak positions also change with the properties of the
mass analyser, for instance, due to the variation of magnet strength
with temperature.

The most likely explanation offered thus far is a problem with
the instrument optics. The electric potentials at which the inner
and outer plates of the electrostatic analyser are set (as a function
of commanded mass) are built from a coarse and a fine poten-
tial. Between m/Z=15 and 16 amu/e there is a major step in the
coarse potential, requiring the fine potential to be at its highest
value for m/Z=16amu/e and progressively smaller at subsequent
masses, and thus close to its design limits. The working hypothesis
is that the fine potential then fluctuates around the desired value.
The spectra therefore are deformed, and this is most pronounced
in the HR spectra.

The goal of the present paper is (1) to model the peak defor-
mation so as to verify whether it is compliant with the working
hypothesis, and (2) to offer a way to deconvolve the spectra so that
they can be processed afterwards by the normal DFMS data process-
ing chain. This is particularly relevant in view of the importance of
the species detected at m/Z=16-17 amu/e for cometary chemistry.

2. The origin of the peak deformation effect

This section first briefly reviews how DFMS mass spectra of neu-
tral species are obtained with the MCP/LEDA detector. After that,
the nature of the deformation is discussed.

2.1. DFMS mass spectra for neutral gas

DFMS is mounted on the comet-facing side of Rosetta with its
20° x 20° field of view accepting the outflowing cometary gas. Neu-
tral molecules can directly flow into the ion source where they
are bombarded with electrons that are emitted by a filament and
accelerated through a 45V potential. A fraction of the molecules is
ionised or broken up into charged fragments. These are accelerated
by a mass-dependent acceleration voltage V... The analyser has
a Nier-Johnson geometry [11] in which a deflection of 90° in an
electrostatic energy analyser is combined with a magnetic deflec-
tion of 60°. The analyser focuses ions with different entry angles
but with the same energy, while ions with different energies are
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spatially separated, after which the energy slit selects the desired
energy range. The kinetic energy of the ions entering the analyser is
(ignoring the initial ion energy in the ion source) the energy gained
during acceleration

1
jmv2 =ZeV,ccel-
The ions follow a circular trajectory with radius r if they experience
a constant radial acceleration
a— 2 _ 2ZeVccel

T r T mr
towards the circle center. Such a constant acceleration is provided
in the circular electrostatic analyser section by the electric field set

by the difference between the inner and outer electrostatic analyser
plate potentials Voyuter and Vipper,

Vouter — Vinner

Egsp = ————

ESA AR )
where AR is the width of the analyser channel. With a=ZeEgsa/m,
the radius of curvature of the ion trajectory is

2Vaccel AR

N= —m8———.
Vouter — Vinner

The nominal design of the electrostatic analyser is such that r=rgga,
that s, the curvature radius of the ions matches the curvature of the

circular analyser. If all is nominal, only ions within a given energy
range around ZeV,..e arrive at the end of the circular section with-
out hitting the walls, regardless of their mass. Note also that the
energy of those ions does not change. An energy slit at the exit of
the analyser narrows down the energy range even more (nominal
energy +1%). At the same time, the exit velocities of the particles
have become more precisely aligned. The magnetic sector with a
field B and a radius rmagnet then sorts the ions according to m/Z.
Ideally, ions with the commanded mass m/Z will hit the center of
the detector as dictated by

2 2
E _ rmagnetB
Ze 2Vaccel

The DFMS optics allow for a high mass resolution mode by selecting
a different slit after the transfer optics and by using a quadrupole-
based zoom system. Also, to increase the sensitivity for heavy ions
(m/Z>70amu/e) for which V. is low according to the above for-
mula, a post-acceleration is applied by placing the front side of the
MCP at a lower potential so that the ions gain additional energy
before hitting the MCP. The MCP consists of two microchannel
plates with narrow channels in a chevron shape. An incoming ion
produces a cascade of electrons, the intensity of which depends
on the ion energy and on the potential difference between the MCP
frontand back sides [3]. The resulting electron cascade then hits the
2-row 512-pixel LEDA chip [4]. The LEDA analog measurements are

m/Z =16
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Fig. 3. High resolution DFMS-MCP/LEDA mass spectra for commanded masses m/Z=16 amu/e (upper half of the figure) and m/Z=17 amu/e (lower half) from row A (top) and
B (bottom), obtained on 2014-08-22 02:10:40 and 02:11:08 (red ¢), 2014-10-20 17:44:13 and 17:44:47 (green o), and 2014-12-25 11:17:34 and 11:18:04 (blue OJ), showing
double and/or deformed mass peaks. All spectra were acquired with a high electron emission current (200 pA) from the ion source filament. The curves give the raw ADC
counts collected during 20 s (after removal of the offset due to pixel and read-out noise in the LEDA) as a function of detector pixel. For better visibility, the green line has
been multiplied by 10 and the blue one by 100. The peak positions shift as a consequence not only of changing peak shape, but also due to changes in the mass analyser
transmission properties, e.g. because of variations in magnet temperature. The pixel spacing is about 0.00052 amu/e, with the double peaks typically being 7 pixels apart.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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converted to a digital signal, and are obtained as ADC counts as a
function of LEDA pixel number for both LEDA rows. The MCP/LEDA
detector thus records a mass spectrum for an m/Z interval around
the CM. All particles with the same m/Z produce a mass peak with
a finite width due to the remaining spread in energy and/or veloc-
ity of the ions as they exit the analyser section, due to the size
of the MCP microchannels, and also due to the finite width of the
electron cascade recorded by the LEDA for each ion incident on
the MCP, which depends on the MCP and LEDA pixel sizes and the
MCP-LEDA separation. It turns out that mass peaks can be repre-
sented by a Gaussian at the nominal ion m/Z and a half-width of
about 6 LEDA pixels, combined with a second Gaussian centered
at the same m/Z, with ~1/6th of the amplitude and a width that is
~2.5 times wider. Typically, a number of separate short-duration
exposures is accumulated at the same CM, in order to produce a
spectrum while averaging out noise. The ADC counts need to be
corrected for the offset due to pixel and read-out noise in the LEDA,
for the overall MCP gain factor, and for the pixel-dependent gain
differences mainly due to uneven MCP aging. By taking into account
the instrument sensitivities and the fragmentation patterns in the
ion source, one may derive neutral comet gas densities [see, e.g.,
the discussion in 12]. For verification, at least for the major species
(H,0, CO, COy), a cross-calibration can be performed with the den-
sity measured by the COPS nude gauge and/or with the RTOF mass
spectrometer [1].

2.2. Peak deformation

Assume that there is an error 8Egsa in the electric field applied
in the analyser due to an ill-set voltage. If this error is small, an ion
in a first approximation still follows a circular trajectory, but with
a slightly modified radius

r'=r+dr=r (1 - (SEESA> .
Egsa
This change in radial position of the ions upon leaving the analyser
propagates further down the magnetic sector and the zoom system.
Thus, the consequence of a slight change in the analyser potentials
is a proportionally slight displacement of the mass spectra in LR
mode, and a more pronounced displacement in HR mode as the
effect is magnified by the zoom optics. This displacement results in
an apparent change of mass.

Let us examine what happens if the analyser electric field,
instead of being steady, fluctuates over a limited range. As an exam-
ple, consider the fluctuation in the position of the mass peaks to be
of the form

édm = Am(sint — 8 cos2t) (1)

where Am is a parameter characterising the fluctuation ampli-
tude, and where § is a dimensionless parameter. The apparent mass
shifts between Am(— 1+ ) and Am(1 + 8) while the average value
remains zero. As time progresses, the LEDA detector accumulates
charges corresponding to the typical double-Gaussian mass peaks,
while the shift changes continuously. This leads to “blurred” or
“deformed” mass peaks.

For 8=0 the fluctuation is sinusoidal with amplitude Am. Fig. 4,
left column, shows the waveform, the distribution of ém, and the
resulting mass peak shape for two different ratios of the double-
Gaussian peak widths (w; is the width of the primary Gaussian,
while the width of the secondary one is taken w, = 2.5w;) rel-
ative to the fluctuation amplitude, wy/Am = 1.28 and 0.2; these
ratios correspond to typical LR and HR mode spectra, respec-
tively. For a sinusoidal fluctuation, the §m/Am distribution can
be approximated by a binary distribution at +1. Depending on
the ratio wy;/Am, this results in a broadened peak or a double

peak. For the case $=0.2, shown in Fig. 4, middle column, the
mass peaks are now peaks with a shoulder or asymmetric dou-
ble peaks, and again the distribution is dominated by the two
extreme amplitudes. A more complicated case is shown in Fig. 4,
right column, for 8=0.6. The dm/Am distribution is now dom-
inated by three values, and the mass peaks are deformed even
more.

While the time variations of the imposed Vj,ner and Vouter are
not known, they must change more rapidly than the time needed
to collect a spectrum, and within a limited range. Whatever the
precise waveform, one can conclude that the deformed peak shapes
observed in the LR and HR spectra (double peaks, shoulders, . . .) can
indeed be explained by this effect. Moreover, it is clear that one can
approximate such deformed peaks by a combination of just a few
double Gaussians.

3. Deconvolution technique

The presence of the peak deformation effect is troublesome as
it degrades the mass resolution. It makes it difficult to evaluate
the presence of minor species, especially if deformed peaks over-
lap. It also prevents the application of the normal data treatment
chain. This paper therefore introduces a technique that is capable
of removing the peak deformation effect.

3.1. Problem formulation

The DFMS signal, after offset removal, mass calibration and
detector gain correction, provides the number of ions that hit the
MCP/LEDA during the exposure in the form of a spectrum f{m) in a
mass interval [Mpegin, Mend]- Prior to processing such a spectrum,
the remaining noise level fiesnolq 1S determined.

A number of ions with masses My, k=1, ..., K, are known to be
found in the given mass interval. We distinguish between “basic”
and “additional” ions (K=K +K”). A “basic” ion has a mass peak
that is (at least partially) unaffected by other overlapping mass
peaks, so that there is no contribution from other ions in an inter-
val [Mygtart, Mistop] around M. For an *“additional” ion no such
interval is available. This is the case, for instance, for an ion whose
mass peak forms a small contribution in the wings of a dominant
species.

Let also the non-deformed peak shape G(u;wyp,w,,a), the
aforementioned double-Gaussian response of the MCP/LEDA detec-
tor, be given as a function of u, the difference from the nominal
ion mass. The normalisation G(0; wy, w,, o) = 1 is used. This peak
shape is considered to be the same whatever the mass, so that the
mass peak due to ions with mass Mj, in a non-deformed spectrum
is given by €,G(m — My; wy, wy, o), with € the height of the peak.
Given a Gaussian

2

_ne
gusw)=e w
with half-width w, the double-Gaussian response is written as

G wi, wa, @) = (1 —a)g(p; wy) + ag(i; wa), (2)

where 0 <a <1 and w, > wy. The widths w; and w,, and the rela-
tive contribution « of the second Gaussian to the response, are to
be determined in the course of the process.

In order to remove the peak deformation effect, the shape of a
deformed peak must be determined. From the discussion in Sec-
tion 2.2, it appears natural to express the deformed peak shape
as a linear combination of a limited number of double-Gaussian
response functions. Note, however, that as a consequence of the
variable dispersion in the instrument the deformed peak shape may
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Fig. 4. Synthetic deformed peak shapes based on the fluctuation profile of Eq. (1). Left, middle, and right columns are for =0, 0.2, and 0.6, respectively. From top to bottom:
Waveform of the mass shift §m/Am as a function of time ¢, the probability distribution P(§m/Am) of the mass shift, and the resulting mass peak shapes for wi/Am = 1.28
and 0.2, respectively, corresponding to DFMS peak shapes at low and high mass resolution.

change across the spectrum. The following form is adopted here for
representing the peak shape around mass M;:

in narrower or broader deformed peaks. Note, however, that the
widths of the underlying double-Gaussians do not change. This is
compatible with the idea that changes in the electrostatic analyser

. ! ) electric fields do not modify the beam-forming characteristics of
P(m; (), (), wa, wa, @, 7) = ZVJG(m — My, T); Wi, W, @) the instrument but only lead to a displacement of the beam.
j=1 If the deformed peak shapes are known, the observed spectrum

(3)

with the normalisation ) ";y;=1. This expresses Py as a linear com-
bination of J double-Gaussians with coefficients y;, all with the
same wq, Wy, and « parameters. The double-Gaussians are located
at masses my; = My +s(My, T)u;, where

2
1+7 (ermmid )

can be modelled as
K
Fmodei(m) = > " €xPr(m; (1151, (), Wi, w2, @, T) 4)

k=1

with the €, giving the contribution of each of the K ions.

Mrange
S(M, T) = —M 7> Correcting the peak deformation then amounts to solving an
1+7 (%;'d) optimisation problem: Minimise the discrepancy between f{m) and

with Mg =(mbegin +Meng)/2 and Mrange =(Meng — mbegin)/z' The
factor s(M, t) is introduced to allow a variable spacing between
the contributing double-Gaussians. It is assumed that there is a
quadratically increasing dispersion away from the center of the
spectrum, determined by parameter t > 0. For the first basic mass
M; the factor is s(M1, ) =1 and thus my; = My, + ;, i.e., the i; express
the relative positions of the contributing double-Gaussians to the
mass associated with the deformed peak P;. For all other ions
the peak is constructed by proportionally squeezing the double-
Gaussians together or positioning them farther apart, resulting

fmodel(m) by determining the optimal parameter values. First, there
are the intensities €1, ..., €x of the deformed peaks at masses
Mj, ..., Mg. Note that, because of possible minor errors in the mass
calibration, these masses may differ slightly from the given ion
masses My, ..., Mg and must be considered unknown. Next, there
are the unknown mass deviations 1, ..., 4y and the correspond-
ing contributions y1, .. ., y}, together with parameter 7, that define
the deformed peak shape and how it changes across the spectrum.
Note that we choose M; = M;; otherwise there would be an ambi-
guity in defining the ;. Finally, one has the parameters wy, w, and
« that describe the underlying double-Gaussian response. If one
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explained in the Appendix. The bottom panel gives the corrected spectrum. The peaks correspond to 325%*, 160*, ¥NH,*, and '2CH,4*, in order of increasing mass; their positions are indicated by the vertical dashed lines. The
vertical solid lines demarcate the intervals where the fitting is performed for the basic ions. The horizontal dashed line gives the maximum noise level. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
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Table 1

Ions and masses in HR spectra at m/Z=16.
Ion Mass (amu/e)
3262+ 15.9855
160+ 15.9944
14NH,* 16.0182
12CH4* 16.0308

succeeds in solving this optimisation problem, one can construct
the deconvolved spectrum

K

Jdeconvolved(m) = Zekc(m — My; Wy, Wa, &). (5)
k=1

Integrating the total detected signal under the deformed peak for
an isolated ion k yields

+00 J oo
€ / P(m)dm = €.y / G(p)du
—00 j=1 —00

+00
ek/
—00
that is, it is exactly identical to the signal under the deconvolved
peak, as it should be. Note that changing the spacing of the con-
tributing double-Gaussians as specified by 7 has no influence on
the total area under the deformed peak.

The optimisation problem sketched above is difficult to solve for
three reasons. First, there typically are a large number of degrees
of freedom. Second, the problem is nonlinear. Finally, there may
be a number of suboptimal local minima. To make the problem
tractable, it is necessary to break it down into a number of simpler
steps. The Appendix describes in detail how this problem can be
tackled.

G(p)dpe,

3.2. Results

Fig. 5 shows the HR m/Z=16 spectrum obtained by DFMS on
2014-10-20 19:54:20 for LEDA row A (left) and row B (right). We
consider three basic ions, 160*, 12CH,4* and ¥NH,*, in order of
decreasing importance, and one additional ion, 3252*. The masses
of these ions are given in Table 1. The calibrated spectrum after the
usual (automated) approximate mass calibration, after removal of
the LEDA offset and applying the gain and the pixel gain correction,
and after enhancing the mass resolution 4x (as explained in the
Appendix), is given in the figure panels as a blue curve. The three
major ions appear as double peaks with the peak to the low-mass
side lower than the one at the high-mass side, or as peaks with a
strong shoulder on the low-mass side: while the deformed peak for
160* near the center looks like a single peak with a shoulder, the
signature of 12CH4* to the right is a double peak. The maximum
noise level is given by the horizontal dashed line.

The result of the first optimisation step (first panel, green curve)
isaninitial approximation of the peak shape of the first basic species
160* within the given interval demarcated by the solid vertical
lines; only 2 double-Gaussians are used. The second panel gives the
result of the second optimisation step in which this approximation
is used to model the three basic species in the three demarcated
intervals, by determining the parameter t that describes how the
peak shape changes across the spectrum. The third panel shows the
output of an improved determination of the deformed peak shape,
where more double-Gaussians are introduced (one more in this
case). In the fourth panel this final deformed peak shape is used to
also model the additional species. The corrected spectrum is given
as the black curve in the bottom panel.

Table 2

Results for HR spectra at m/Z=16 on 2014-10-20 19:54:20.
Subpeak Row A Row B

1% 14 12 v
(amu/e) (amu/e)
1 —-0.0003 0.26234 0.0003 0.30929
2 0.0026 0.73614 0.0003 0.00093
3 0.0030 0.00152 0.0034 0.68978
lon M € M €
(amu/e) (ions/s) (amu/e) (ions/s)

3252+ 15.9863 9.0 15.9866 5.7
160* 15.9944 1282.5 15.9944 1280.8
T4NH,* 16.0178 319 16.0171 344
12CH,* 16.0302 135.9 16.0291 1394
Parameter
wh 0.00161amu/e 0.00190amu/e
wy 0.00403 amu/e 0.00456 amu/e
o 0.1071 0.0768
T 2.5490 3.6713

Table 3

Ions and masses in HR spectra at m/Z=17.
lon Mass (amu/e)
16QH* 17.0022
14NH;5* 17.0260

Table 2 lists the parameters that are retrieved for both LEDA
rows. Typically, wy is larger for row B than for row A; this is believed
to be due to slight differences in the focussing of the ion beam.
Hence, row A is often preferred for data analysis since it yields a bet-
ter mass resolution. At the same time, « is lower for row B. For both
rows it seems that the deformed peaks are already well described
by only 2 double Gaussians. For row A, 99.8% of the signal is cap-
tured by them, and for row B more than 99.9%. Overall, the results
for row A and B are quite similar, leading to a quantitative assess-
ment of the importance of the four ions relative to the maximum
noise level fihreshold ~ 1.5 ions/s, about the same for both rows; note
that the exposure lasted about 20s. The end result reveals the con-
tribution from 3252*, For row A an isolated 3252* peak is seen, while
for row B it forms a bump on the low-mass flank of the 160* peak.
This is mostly due to the larger w; and w, for row B; the difference
in the 3252* peak intensity is 30-40%. The values for the other peaks
differ only by a few percent.

Analogously, Fig. 6 shows the HR m/Z=17 spectrum obtained
by DFMS on 2014-10-20 19:54:50 (blue curve), right after the one
for m/Z=16. We consider only 2 basic ions, namely 50H* and

Table 4
Results for HR spectra at m/Z=17 on 2014-10-20 19:54:50.
Subpeak Row A Row B
123 14 12 14
(amu/e) (amu/e)
1 —0.0003 0.22952 0.0001 0.27600
2 0.0033 0.00068 0.0030 0.00988
3 0.0033 0.76980 0.0040 0.71411
Ton M € M €
(amu/e) (ions/s) (amu/e) (ions/s)
160H* 17.0022 2329.1 17.0022 2493.8
T4NH5* 17.0265 373 17.0260 40.7
Parameter
wyq 0.00169 amu/e 0.00205amu/e
wo 0.00453 amu/e 0.00488 amu/e
o 0.1147 0.0919
T 3.0648 3.2265
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14NH5* in order of decreasing importance, and no additional ions;
the masses are listed in Table 3. The optimisation procedure is sim-
pler than for the m/Z=16 case. The figure panels show the results of
the successive optimisation steps. The model reconstruction of the
deformed spectrum is shown in the fourth panel, while the bottom
panel gives the deconvolved spectrum. Table 4 lists the parameters
for both LEDA rows. The characteristic parameters wq, Wy, @ and ©
are found to be largely similar to those in Table 2. The intensities €
obtained from rows A and B for both species differ again by only a
few percent.

4. Discussion and conclusion

The Double Focusing Mass Spectrometer (DFMS) on the Rosetta
spacecraft is plagued by minor deformation of the mass peaks in
the high resolution spectra around m/Z=16 and 17. The shape of
the deformation slowly changes with time.

The most likely cause is an unstable electric potential in the elec-
trostatic analyser. Modelling suggests that such electric potential
variations would lead to an apparent shift of the peaks on the detec-
tor without modifying the actual beam-forming pattern, a typical
double-Gaussian shape. One expects that the peaks observed after
accumulating observations over a certain period of time can be
approximated by a linear combination of a few double-Gaussians.
In fact, two double-Gaussians often seem to capture 99% of the
signal or more, indicating that the potential essentially alternates
between two values. By examining how the deformed peak shape
changes across the spectrum, it has been possible to confirm, at
least to first order, that the beam pattern indeed is only shifted
without changing its shape. The analysis presented here therefore
appears to corroborate the conclusion that a deviation of the elec-
tric potential in the electrostatic analyser is indeed the cause of the
problem.

At the same time the analysis suggests a technique for correcting
the peak deformation. An algorithm has been developed and imple-
mented, and the results for high resolution spectra at m/Z=16 and
17 look promising. In this way, the processing of such spectra can
be easily incorporated in the DFMS data analysis chain. This gives
access to a few important ions, in particular 10* and '80OH*, that
play a role in the water chemistry, which is essential for under-
standing the composition of cometary atmospheres. Also, some
ions such as 325%* become detectable, while they would otherwise
have been missed. The typical differences in double-Gaussian peak
shape between row A and B are consistently found in the results at
both masses. The intensities obtained from both rows differ only
by a few percent, except in the case of minor ions superimposed
on the flanks of a major peak, where the results are more sensitive.
There are a few caveats. First, the technique requires a sufficiently
good mass calibration of the given spectrum. Also, it is hindered if
the pixel gain correction is not sufficiently accurate, since that may
affect the peak shape. In practice, these problems can appropriately
be dealt with.

The unstable electric potential issue that has been studied here
for DMFS mass spectra in neutral mode at m/Z=16 and 17, will
lead to deformations in the spectra at those masses in the ion
mode as well. These may be, however, much harder to correct since
the shape of the energy distribution of the particles is not a priori
known (contrary to the double-Gaussian peak shape obtained in
neutral mode).
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Appendix. Optimisation process

This appendix describes in detail how the optimisation problem
discussed in this paper is actually solved.

Preprocessing step

The mass-calibrated and gain-corrected mass spectrum f{(m) is
known at a set of discrete points (m;, f;). However, it is clear that
the underlying function fis continuously differentiable. To exploit
this information to the fullest, the spectrum is interpolated to a
4x better mass resolution using cubic spline interpolation. While
this may seem to increase the amount of computational work, it
leads to a smoother behaviour of the target functions in the opti-
misation problems outlined below and thus to better convergence
properties. It is most appropriate to perform the interpolation on
logf.

Step 1

In a first step, the shape of the deformed peak around M; (usu-
ally the most pronounced peak in the spectrum) is determined
approximately as a linear combination of Jo double-Gaussians. This
is achieved by minimising function

2

Jo
F2 =B - S viGm - My + pwr wa. )|
i j=1

where the sum runs over all measurement points (m;, f;) that are
within the unperturbed interval m; € [my start, M1 stop| and that are
above the noise level f; > fihreshold, and where the parameters to fit
are wy, wy, o, {u;} and {yj’}. The factor g; is the weighting fac-
tor that is associated to each measurement. Choosing ;=1 would
amount to fitting the measurements in absolute terms; given the
high dynamic range of the measurements (up to 3-4 decades) one
would fit the tip of the deformed peak, but not its flanks. Choos-
ing B; = 1/fi2 would fit the measurements in relative terms, which
places equal weights on the tips and the flanks of the peaks. Here,
the intermediate choice 8; =1/f; is made, or, in order to ignore data
below the noise threshold,

fi

T2 :
fi +fthreshold

Bi
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The problem is simplified by fixing w, = 2.5wy, mainly to avoid
situations with multiple local minima. We first solve the prob-
lem with a single double-Gaussian, Jo =1, thus approximating the
deformed peak with a non-deformed one; this is a problem in 4,
¥;» wq and a. We then progressively add double-Gaussians and try
to improve on the overall fit. In each step, the initial values for the
minimisation are found by re-using «|j, = a|j,—1, by taking wy|;, =
wi1ljy—1Uo — 1)/Jo, and by adopting p;l, = ijljp-1.J=1,...,Jo— 1
and locating wy, where the residual of the approximation remains
largest.

Since the system BFlz/ayj =0,j=1,...,Jo is linear, one finds
the optimal values of the y; for any given set of {u;}, wy, and o
from solving the overdetermined linear system

Jo
> Ay =bi
j=1

with

Ajj = BiG(m; — (My + uj); wi, Wy, o),
b; = Bifi.

This system is solved in a least-squares sense by making use
of the generalised inverse of the rectangular coefficient matrix.
This system is overdetermined only if one keeps Jo low; if not,
one is “overfitting” the problem. One should definitely never use
more double-Gaussians than the number of pixels over which the
deformed peak is smeared out, and that number is quite limited
(maximum ~10). Another reason to limit Jg is to keep the compu-
tational cost down. It turns out that using only Jo = 2 is already a very
good choice. In view of the results found in Fig. 4 (left column), this
suggests that the oscillating electric field is actually better repre-
sented by a square wave than a sinusoidal one.
After the fitting process ends, the coefficients are normalised,

/

=
i

so that they can be used in the expression for the peak shape of
Eq. (3).

Step 2

In the second step, we determine the parameter t. This is done
by applying the peak shape found in the first step to all basic
ions; if only one basic ion mass is given, parameter value t=0 is
adopted. The value of t can only be established while simultane-
ously determining M, and €, for all basic ions. The target function
to be minimised is

K 2

F22 :ZIBI fi_Zékpk(mi;{,u,j},{)/j},W],Wz,a, T) )

i k=1

where {u;}, {yj}, wi, wp, and o are the values obtained
from the previous step. The sum runs over all points m; €
Uk:1 ..... w LM start> My stop] for which the measured signal is above
the noise level. The same weighting factor B; is used as before.

For given T and My, one can find the €, from the linear system
0F2/0€, =0,k =1, ..., K. The overdetermined system is given by

Al] = IBIPk(m; {Mj}a {V]}, w1, W, &, T)a
b; = Bifi.

At the end of this step, an initial representation of the deformed
peak and how it changes across the spectrum is established.

Step 3

In the third step the deformed peak shape is improved by adding
double-Gaussians to the representation. At the same time, the val-
ues of wy, wy (which is now no longer tied to that of wy), @ and t
are improved. The set of {u;} and {y;} is progressively extended
and optimised, and also {M} and {€;} are fine-tuned. This is done
while repeatedly fitting

2
wy /w 2
2 _ 2 o 2/W1
F3 =F; + Zyj 1 +c( 550 1)
J

over the same set of points as in step 2. The first additional term
in the target function serves to ensure the normalisation of the y;
(if not, the solution is not uniquely defined and the optimisation
problem is bound not to converge). The second additional term,
with 0 < c« 1, guides the value of w,, relative to wy in order to reg-
ularise the problem, where a default value w, /w; = 2.50is used. In
the expression for the deformed peak shape the number of double-
Gaussians is progressively increased to a final value J < Jo; a value
of only J=3 is used routinely. Note that this optimisation process
again can benefit from establishing the values of €; from an overde-
termined linear system for given values of all other parameters.
This third step is computationally demanding since most of the
problem parameters are to be optimised simultaneously. The goal
of step 1 and 2 is exactly to provide a good initial solution for the big
optimisation problem of step 3. First, given a good initial solution,
the amount of work needed to find the optimum remains limited.
Second, since the problem is so nonlinear, a good initial solution in
the neighbourhood of the global optimum is a prerequisite to find
that global optimum without getting stuck in some local minimum.

Step 4

The result from the previous step is an accurate representation
of the deformed peaks and how they change across the spectrum.
This can now be used to fit the full deformed spectrum, including
also the additional ions. The target function is

2

K
FA% = Zﬂl fl - Zekpk(ml; {,U/]}, {y]}’ Wi, W, @, T)

i k=1

where the sum now runs over all Kions and over all points (m;, f;) in
the spectrum. The unknowns are the M, (except M; = M;) and €;;
all other quantities are given. Again, for any set of values {I,} one
can obtain the €, from the overdetermined linear system already
used in step 2.

Postprocessing step

As already outlined, once all the parameters have been com-
puted, it is possible to determine the deconvolved spectrum
faeconvolved according to Eq. (5), interpolated back to the original
mass scale. The corrected spectrum is defined as

fcorrected = E(fdeconvolved +fnoise) + (1 - E)fv

that is, a linear combination of the deconvolved spectrum (adding
the average noise level) and the observed spectrum, where & varies
between 0 and 1 depending on how much the observations are
above the noise level; here, the choice

1 2 1\’
EZ 2+4<f2 +fr120ise 2)

was made.
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Optimisation technique

The optimisation technique used is a combination of a stochas-
tic search method that probes the environment of a current set
of parameter values, and the Broyden-Fletcher-Goldfarb-Shanno
algorithm [13,14] that starts as a steepest descent technique and
progressively evolves to the Newton algorithm as it collects infor-
mation about the Hessian of the target function near the optimum.
To improve the numerical behaviour, the optimisation parameters
are judiciously rescaled.

The optimisation strategy also allows to impose bounds on some
of the parameters. If a parameter p should not exceed a limit value
p’, the target function F(p) is modified into

F'(p) = F(min{p, p*))[1 + (max{p — p*, 0})°],

so that F(p) = F(p) inside the allowed domain, and F(p)>F(p") out-
side. In practice, such bounds have been introduced so that

0.50wg < wp < 2wy,

1.25wp < wy < 5wy,

0.075< o <0.30,
0< 1

Furthermore, precautions have been taken to keep all M, close to
the corresponding M, and to keep all y; >0 and €, > 0.

Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.ijms.2015.10.010
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