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#### Abstract

We describe a mechanism of resonant electron acceleration by oblique high-amplitude whistler waves under conditions typical for the Earth radiation belts. We use statistics of spacecraft observations of whistlers in the Earth radiation belts to obtain the dependence of the angle $\theta$ between the wave-normal and the background magnetic field on magnetic latitude $\lambda$. According to this statistics, the angle $\theta$ already approaches the resonance cone at $\lambda \sim 15^{\circ}$ and remains close to it up to $\lambda \sim 30^{\circ}-40^{\circ}$ on the dayside. The parallel component of the electrostatic field of whistler waves often increases around $\lambda \sim 15^{\circ}$ up to one hundred of $\mathrm{mV} / \mathrm{m}$. We show that due to this increase of the electric field, the whistler waves can trap electrons into the potential well via wave particle resonant interaction corresponding to Landau resonance. Trapped electrons then move with the wave to higher latitudes where they escape from the resonance. Strong acceleration is favored by adiabatic invariance along the increasing magnetic field, which continuously transfers the parallel energy gained to perpendicular energy, allowing resonance to be reached and maintained. The concomitant increase of the wave phase velocity allows for even stronger relative acceleration at low energy $<50 \mathrm{keV}$. Each trapping-escape event of electrons of $\sim 10 \mathrm{keV}$ to 100 keV results in an energy gain of up to 100 keV in the inhomogeneous magnetic field of the Earth dipole. For electrons with initial energy below 100 keV , such rapid acceleration should hasten their drop into the loss-cone and their precipitation into the atmosphere. We discuss the role of the considered mechanism in the eventual formation of a trapped distribution of relativistic electrons for initial energies larger than 100 keV and in microbursts precipitations of lower energy particles. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4769726]


## I. INTRODUCTION

Electron acceleration in the radiation belts due to the local mechanism of wave-particle resonant interaction has been actively studied during recent years [see reviews by Refs. 1-3]. Electron interaction with whistler waves is usually assumed to have a diffusive character and, thus, major investigations are carried out in the frame of the quasi-linear theory, see Refs. 4, 6, 7, and references therein. Moreover, most estimates of energy diffusion are based on the simplified approximation of the parallel (or quasi-parallel) propagation of whistler waves relative to the background magnetic field in the outer radiation belts.

There are several studies devoted to alternative approaches. First of all, we should mention the calculation of diffusion rates directly from the Hamiltonian equations of motion. ${ }^{8}$ Estimations of the effect of oblique whistler propagation on electron scattering and acceleration were obtained accordingly. ${ }^{2}$ The same approach was used to study cyclotron resonant acceleration of electrons by whistlers generated by a lightning discharge in the Earth's atmosphere. ${ }^{9}$ This mechanism assumes acceleration of particles moving in the direction opposite to the waves and takes into account the variation of the mean wave frequency inside the wave

[^0]packet. ${ }^{10}$ For whistler waves generated in the vicinity of the equatorial plane, such an interaction is possible for electrons moving from the mirror points toward the equator and it can result in a change of the direction of particle motion. ${ }^{11}$ It is also worth noting the self-consistent approach based on the calculation of individual particle trajectories, including the generation of whistler waves by an unstable electron population and the following interaction of these waves with resonant electrons. ${ }^{5}$ Still, most of the above-mentioned works consider quasi-parallel whistler waves.

Nonlinear mechanisms of particle acceleration in the radiation belts correspond to wave amplitudes exceeding a certain level determined by the inhomogeneity of the background magnetic field. ${ }^{12-14}$ Therefore, consideration of nonlinear wave-particle interaction requires existence of waves intense enough. Spacecraft observations of large-amplitude whistler waves have been recently reported. ${ }^{15-18}$ Although these observations are relatively rare, such waves can be responsible for very fast electron acceleration up to MeVs. ${ }^{11,19-21}$ The interaction of particles with largeamplitude waves propagating in the inhomogeneous magnetic field is indeed known to have a non-diffusive character including effects of capture (or phase trapping, see Refs. 2, 20,22 , and references therein).

Besides, the approximation of quasi-parallel whistler wave propagation relative to the background magnetic field is not supported by ray-tracing models at $L \sim 4-5 .{ }^{23-25}$ Moreover, recent statistical analysis of spacecraft observations of
wave-normal directions unambiguously demonstrated that whistler waves generated around the magnetic equator rapidly deviate from the local magnetic field direction. ${ }^{26-28}$ Already at $15^{\circ}-20^{\circ}$ of magnetic latitude $\lambda$, the angle $\theta$ between the whistler wavevector and the magnetic field can be larger $40^{\circ}$. Oblique propagation of whistler waves should result in a dominance of the electrostatic component. ${ }^{29,30}$ If the electrostatic component of large-amplitude whistler waves becomes strong enough at moderate magnetic latitude $\lambda \geq 15^{\circ}$ up to reflection points, then a substantial parallel electrostatic field could be present at these latitudes. The impact of such waves for non-diffusive electron acceleration is the subject of our study.

To develop a simple model of whistler wave describing evolution of the amplitude and wavevector in an inhomogeneous magnetic field, we rely on a statistical model based on spacecraft observations. We study the relativistic electron interaction with such a model wave and describe the nondiffusive process of rapid electron acceleration. Analytical estimates of electron trapping and acceleration are proposed and proved to be correct by comparisons with numerical calculations. We determine the efficiency of electron acceleration and estimate the effects of various mechanisms potentially capable of breaking the wave-particle resonant interaction.

## II. DESCRIPTION OF OBLIQUELY PROPAGATING WHISTLER WAVE

High-amplitude whistler waves are generated in the vicinity of the magnetic equator and propagate along field lines, forming series of wave-packets, where each packet has a width of about $10^{2}-10^{3}$ periods. ${ }^{31}$ We show the typical waveform of such wave-packets in Fig. 1. Here, upper limits of measurements are $40 \mathrm{mV} / \mathrm{m}$, but similar waveforms were observed with amplitude exceeding $100 \mathrm{mV} / \mathrm{m}$ (see, e.g., Refs. 16 and 18). One can see the series of wave-packets, each packet lasting about one second. Since this time is com-
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FIG. 1. Electric field waveform of chorus emissions registered aboard C4 Cluster spacecraft by wide-band data (WBD) plasma wave instrument. ${ }^{32}$ The amplitude limit of measurements is $40 \mathrm{mV} / \mathrm{m}$. The angle $\theta$ of wavenormal direction estimated from the Spatio-Temporal Analysis of Field Fluctuations-Spectrum Analyzer (STAFF-SA) experiment ${ }^{33}$ is about $30^{\circ}$.
parable with the period of electron bounce oscillations, a single wave-packet fills the whole field line along electron trajectory.

According to recent spacecraft observations, the mean value of the $\theta$ wave-normal angle distribution increases with magnetic latitude, ${ }^{27}$ at least on the dayside at $L$-shells from 4 to 5 . We use a simplified model of $\theta$ variation with latitude, based on Cluster statistics, where the dependence $\theta(\lambda)$ can be approximated by the function

$$
\theta(\lambda) \approx\left\{\begin{array}{l}
\left(\theta_{r}\left(15^{\circ}\right)-\theta_{\Delta}\right) \cdot\left(\lambda / 15^{\circ}\right) \\
\left(\theta_{r}(\lambda)-\theta_{\Delta}\right) \cdot\left(3 / 2-\lambda / 30^{\circ}\right)
\end{array}\right.
$$

where $\theta_{\Delta}=10^{\circ}$ and $\theta_{r}(\lambda)$ is angle of the resonant cone, i.e., $\cos \theta_{r}(\lambda)=\omega / \Omega_{c}(\lambda)$ with $\omega$ the wave frequency and $\Omega_{c}$ $=\Omega_{c}(\lambda)$ the electron gyrofrequency. Here, we use a dipolar magnetic field model $B_{0}(\lambda)=B_{e q} \sqrt{1+3 \sin ^{2} \lambda} / \cos ^{6} \lambda$ with equatorial value $B_{e q}$ and corresponding equatorial gyrofrequency $\Omega_{c 0}$. The function $\theta(\lambda)$ is shown in Fig. 2 (left panel) for two typical values of ratio $\omega / \Omega_{c 0}=0.2$ and $\omega / \Omega_{c 0}$ $=0.35$.

Whistler waves propagate along field lines until reflection latitude $\lambda^{*}$, where their frequency reaches local lowerhybrid frequency $\Omega_{L H} \approx \Omega_{c} \sqrt{m_{e} / m_{i}}$ (here, $m_{e} / m_{i}$ is ratio of electron mass and effective mass of ion mixture). Far from the reflection point, the dispersion relation of whistler waves can be written as ${ }^{29}$

$$
\omega=\Omega_{c} \cos \theta \frac{k^{2} c^{2}}{k^{2} c^{2}+\Omega_{p e}^{2}},
$$

where plasma frequency $\Omega_{p e}$ is assumed to be larger than gyrofrequency and constant along field lines (the approximation $\Omega_{p e}=$ const is valid for $\lambda<35^{\circ}$, see Ref. 34). Using dispersion relation and reflection condition $\omega \sim \Omega_{L H}$, we obtain estimates for reflection latitude $\cos \theta\left(\lambda^{*}\right) \approx \sqrt{m_{e} / m_{i}}$. For proton dominated plasma, we have $\lambda^{*} \approx 41^{\circ}$ and $\lambda^{*} \approx 46^{\circ}$ for $\omega / \Omega_{c 0}=0.2$ and $\omega / \Omega_{c 0}=0.35$, respectively.


FIG. 2. Approximation of $\theta$ as function of magnetic latitude is shown in left panel. Central panel shows the parallel component of wavevector $k_{\|}$and the corresponding approximation (red color). Right panel shows the normalized parallel component of electric field $E_{\|} / E$ and the corresponding approximation (red color).

The combination of the dispersion relation and the expression for $\theta(\lambda)$ gives the dependence of the parallel component of wavevector $k_{\|}$on $\lambda$ (see Fig. 2, central panel). $k_{\|}$decreases monotonously with $\lambda$. The ratio of the parallel component of the electric field and its total amplitude $E_{\|} / E$ strongly varies with $\theta$, see Ref. 29. As a result, we can plot $E_{\|} / E$ as function of $\lambda$ by taking into account expression for $\theta=\theta(\lambda)$ and dispersion relation (see Fig. 2, right panel). Below $\lambda=15^{\circ}, E_{\|}$is growing due to the increase of $\theta$. This growth can be enhanced by a general increase of electric field amplitude with $\lambda$ (see, e.g., Refs. 6 and 35). Above $\lambda=15^{\circ}$, wave-normal angle $\theta$ approaches the resonance cone $\theta_{r}$ value and the whistler mode becomes electrostatic with parallel component of electric field $E_{\|} \approx E \cos \theta \sim \cos \theta$. Thus, the parallel component has a local maximum around $\lambda=15^{\circ}$ and then decreases (see Fig. 2, right panel).

For both functions of wavenumber and electrostatic field, we use in Fig. 2 a second dependence upon $s$ - arclength along the field line: $d s / d \lambda=R_{0} \sqrt{1+3 \sin ^{2} \lambda} \cos \lambda$, where $R_{0} \approx R_{E} L$ is the curvature radius of field lines, $R_{E} \approx$ 6400 km is the Earth radius, and $L$ is shell number. Dependencies of $k_{\|}$and $E_{\|}$on $s$ can be approximated as

$$
\begin{aligned}
k_{\|} & \sim 1-\left|s / s^{*}\right| \\
E_{\|} & \sim \eta(s)\left(1-\left|s / s^{*}\right|\right)
\end{aligned}
$$

where $s^{*} \approx 0.85 R_{0}$ corresponds to the reflection point $\lambda^{*}$ and function $\eta(s)=s^{2} /\left(s^{2}+\right.$ const $)$. These approximations are shown in Fig. 2 as well. We also introduce $s_{0}=0.25 R_{0}$ corresponding to $\lambda=15^{\circ}$, where $E_{\|}$has local maximum (it can be mentioned, that $\eta \approx 1$ for $s>s_{0}$ ).

## III. EQUATIONS OF PARTICLE MOTION

We describe the wave-particle resonant interaction for a relativistic electron with mass $m_{e}$ and charge $-e$. We assume that the magnetic field changes slowly and that the first adiabatic invariant is conserved. While cyclotron resonance interaction with high-amplitude waves usually leads to the destruction of the first adiabatic invariant, ${ }^{37,42}$ it is worth emphasizing that we consider here Landau resonance interaction which preserves the first adiabatic invariant (e.g., see the review of wave-particle interactions in Ref. 2). Thus, we can average the Hamiltonian over gyrorotation and obtain ${ }^{36}$

$$
H=\sqrt{m_{e}^{2} c^{4}+c^{2} p_{\|}^{2}+c^{2} \mu B_{0}(s)}-e \Phi(s, t)
$$

where $\left(s, p_{\|}\right)$are parallel components of coordinate and particle momentum, $B_{0}(s)$ is the magnetic field with equatorial value $B_{e q}=B_{0}(0), \Phi(s, t)$ is the scalar potential of the wave (i.e., $\partial \Phi(s, t) / \partial s=-E_{\|}$, with wave electric field $E_{\|}$). Electron magnetic moment can be written as $\mu=m_{e} c^{2}\left(\gamma_{0}^{2}-1\right)$ $\sin ^{2} \alpha_{0} / B_{e q}$, where $\gamma_{0}$ is the initial value of relativistic factor $\gamma=(H+e \Phi(s, t)) / m_{e} c^{2}$, and $\alpha_{0}$ is the equatorial value of pitch-angle. Hamiltonian equations of electron motion take the form

$$
\begin{align*}
m_{e} \gamma \dot{s} & =p_{\|} \\
\gamma \dot{p}_{\|} & =-\frac{\mu}{2 m_{e}} \frac{d B_{0}(s)}{d s}-e E_{\|}(s, t) \gamma  \tag{1}\\
\phi & =\int_{0}^{s} k_{\|}(\tilde{s}) d \tilde{s}-\omega t+\phi_{0}
\end{align*}
$$

Using the approximation of parallel wave-number $k_{\|}$, we can rewrite the first term of the wave phase

$$
\begin{aligned}
& \int_{0}^{s} k_{\|}(\tilde{s}) d \tilde{s}=k_{0} \int_{0}^{s}\left(1-\left|\tilde{s} / s^{*}\right|\right) d \tilde{s}=K(s) \\
& K(s)=\kappa\left(s / s^{*}\right)\left(1-\frac{1}{2}\left|s / s^{*}\right|\right)
\end{aligned}
$$

where $\kappa=k_{0} s^{*}$ and $k_{0}=$ const is the equatorial amplitude of wavenumber. For the following numerical calculations, we define $k_{0}$ using equatorial value of refractive index $(k c / \omega)_{s=0}$, where typical frequency of whistler-waves in radiation belts is $\omega=0.35 \Omega_{c 0}$ and for $L$-shell around 5 we have $\omega \approx 3 \mathrm{kHz}$. We use a simplified approximation for the magnetic field variations that is valid in the vicinity of the equator: $B_{0}(s)=1+(9 / 2)\left(s / R_{0}\right)^{2}$. Now, we rewrite the system of equations (1) in dimensionless form

$$
\left\{\begin{array}{l}
\gamma \dot{s}=p_{\|}  \tag{2}\\
\gamma \dot{p}_{\|}=-\frac{9}{2} \Omega_{b}^{2} s-\gamma \varepsilon(1-|s|) \eta(s) G(\phi) \\
\phi=K(s)-\omega t+\text { const } \\
K(s)=\kappa s\left(1-\frac{1}{2}|s|\right)
\end{array}\right.
$$

where $\quad \gamma=\sqrt{1+p_{\|}^{2}+\Omega_{b}^{2}\left(1+\frac{9}{2} s^{2}\right)}, \Omega_{b}=\sqrt{\gamma_{0}^{2}-1} \sin \alpha_{0}$, $s / R_{0} \rightarrow s, p_{\|} / m_{e} c \rightarrow p_{\|}, t c / R_{0} \rightarrow t, \omega R_{0} / c \rightarrow \omega, \quad \varepsilon=$ $e \tilde{E}_{0} R_{0} / m_{e} c^{2}, \tilde{E}_{0}=0.45 E_{0}$ and $E_{0}$ is amplitude of wave electric field (factor 0.45 corresponds to the maximum value of ratio $E_{\|} / E \approx 0.26$ taken from Fig. 2 for system with $\omega / \Omega_{c 0}=0.35$, i.e., $\left.0.45 \cdot \max (\eta(s)(1-|s|)) \approx 0.26\right)$. We also assume that $s^{*} \approx R_{0}$. Function $G(\phi)$ defines the phasedependence of the wave. Here, we consider periodical wave packets: each packet consists of one hundred periods and the distance between two successive packets is equal to two hundred periods of wave, i.e., $G(\phi)=\exp \left(-5 \cos ^{2}(\sigma \phi)\right) \cos \phi$ with $\sigma=0.01$ (see scheme in Fig. 3).

## IV. RESONANT WAVE-PARTICLE INTERACTION: ANALYTICAL ESTIMATES

We consider the effect of electron trapping using an analytical approach. Particle can be trapped in the vicinity of the Landau resonance $\dot{\phi}=0$, where one can write

$$
\dot{\phi}=\kappa(1-s)\left(p_{\|} / \gamma\right)-\omega
$$

Here, for simplicity, we consider the half-space $s>0$. We introduce resonant velocity $v_{R}=(\omega / \kappa)(1-s)^{-1}$ and resonant


FIG. 3. Schematical view $G(\phi)$ function.
relativistic factor $\gamma_{R}=1 / \sqrt{1-v_{R}^{2}}$ and rewrite system (2) as follows

$$
\begin{aligned}
\gamma_{R}^{2} \gamma^{2}(\ddot{\phi} / \kappa)= & -\gamma_{R}^{2}(1-s)\left(\gamma^{2} \dot{v}_{R}+\frac{9}{2} \Omega_{b}^{2} s\right) \\
& -\gamma \varepsilon(1-s)^{2} \eta(s) \cos \phi
\end{aligned}
$$

For analytical estimates, we assume that the electron interacts with the wave-packet close to its central region, where $G(\phi) \sim \cos \phi$. Resonant velocity of the wave is always much smaller than the speed of light and we can take $\gamma_{R} \approx 1$. In this case, the relativistic factor for resonant electron can be written as

$$
\gamma \approx \sqrt{1+\Omega_{b}^{2}\left(1+(9 / 2) s^{2}\right)}
$$

Finally, we obtain an equation for the wave phase $\phi$ in the resonance

$$
\left\{\begin{array}{l}
\gamma^{2} \ddot{\phi} / \kappa=-\mathrm{A}(s)-\mathrm{B}(s) \cos \phi  \tag{3}\\
\mathrm{A}(s)=\frac{\omega^{2}}{\kappa^{2}} \gamma^{2}(1-s)^{-2}+\frac{9}{2} \Omega_{b}^{2} s(1-s) \\
\mathrm{B}(s)=\gamma \varepsilon(1-s)^{2} \eta(s)
\end{array}\right.
$$

System (3) is similar to equations derived in Refs. 22, 37, and 38 (see also original papers Refs. 12, 13, 39, and review Ref. 2). Here, $\kappa$ and $\omega$ are supposed to be large (i.e., wave-frequency is substantially higher than the frequency of electron bounce oscillations), thus one can consider variables ( $\phi, \gamma \dot{\phi}$ ) as fast ones and variable $s$ as a slow one. The equation of motion can then be written as $\ddot{\phi}+d U / d \phi=0$, where $U(\phi)$ plays the role of potential energy. In this case, Eq. (3) corresponds to Hamiltonian

$$
\begin{equation*}
H_{\phi}=\frac{1}{2} \gamma^{2} \dot{\phi}^{2}+\kappa(\mathrm{A}(s) \phi+\mathrm{B}(s) \sin \phi) \tag{4}
\end{equation*}
$$



FIG. 4. Panels show profiles of potential energy $U(\phi)$ and phase portraits for systems with $\mathrm{A}<\mathrm{B}$ and with $\mathrm{B}<\mathrm{A}$. In the phase portrait with $\mathrm{A}<\mathrm{B}$, the separatrix is shown by black solid curve.

In Fig. 4, we plot profiles of potential energy $U(\phi)=H_{\phi}$ $-(1 / 2) \gamma^{2} \dot{\phi}^{2}$ and phase portraits of the system for A > B and $\mathrm{A}<\mathrm{B}$. In the system with $\mathrm{A}<\mathrm{B}$, one can find local potential minima and related regions with closed trajectories in the ( $\phi, \gamma \dot{\phi}$ ) plane. Particles on these trajectories move with the wave, because their $\phi$ oscillates around zero value. Here, $(\kappa \mathrm{B})^{1 / 2}$ is equivalent to frequency of oscillations of trapped particle and $\kappa \mathrm{A}$ depends on the system inhomogeneity along field lines. For constant B and A, Hamiltonian $H_{\phi}$ is a constant of motion.

There is a separatrix in the phase plane $(\phi, \gamma \dot{\phi})$ for $\mathrm{A}<\mathrm{B}$-the curve separating the region with closed trajectories from the other phase space. A particle can become trapped inside the region with closed trajectories only if the area surrounded by the separatrix $S$ grows with time. ${ }^{40}$ The corresponding physical process consists in trapping of particles by the wave due to increase of its amplitude ${ }^{41}$ or due to decrease of effect of the magnetic field inhomogeneity. ${ }^{37,42}$ In Appendix A, we show that wave can trap particles in the region $|s|<s_{0}$, while particles are released from the trapping regime in $|s|>s_{0}$.

Trapping of electrons into resonance is possible if $\mathrm{A}<\mathrm{B}$ and Landau resonance condition $p_{\|} / \gamma \approx v_{R}>0$ is satisfied. Escape from the resonance corresponds to the moment, when $\mathrm{A} \approx \mathrm{B}$ and $d \mathrm{~A} / d s>d \mathrm{~B} / d s$ for particle with $\dot{s}>0$ (actually, conditions of particle escape from the resonance are more complicated and are determined by the value of the area surrounded by the trajectory in the plane $(\phi, \gamma \dot{\phi})$ just before the trapping [see Ref. 40], but one can use the simplified condition $\mathrm{A} \approx \mathrm{B}$ as a first order approximation). Profiles of coefficients A and B as functions of $s$ are shown in Fig. 5. Regions where resonant condition $p_{\|} / \gamma \approx v_{R}$ is satisfied are filled by colors. Trapped electrons should leave the resonance at the points marked by arrows in Fig. 5, where $\mathrm{A}=\mathrm{B}$. Therefore, resonant trapping and acceleration is possible only for particles with equatorial pitch-angles inside a certain range $\alpha_{0} \in\left[\alpha_{\min }, \alpha_{\max }\right]$.

The minimum value $\alpha_{\text {min }}$ is defined by the resonant condition $p_{\|} / \gamma \approx v_{R}$, i.e., with the decrease of $\alpha_{0}$, the position of the resonance goes to higher latitude and eventually occurs in the region where $d \mathrm{~B} / d s<0$ (electrons with $\alpha_{0} \approx \alpha_{\text {min }}$ are shown in Fig. 5 by red color). Increase of energy shifts the resonant condition to higher latitudes as well, e.g., for


FIG. 5. Coefficients A, B as function of $s$ and $\lambda$ for various particle energy and pitch-angle $\alpha_{0}$ (dashed curve corresponds to A calculated without $(\gamma \omega / \kappa)^{2}$ $(1-s)^{-2}$ term). Colored regions correspond to the resonant condition $p_{\|} / \gamma$ $\approx v_{R}$, see text for details. All panels correspond to $E_{0}=100 \mathrm{mV} / \mathrm{m}$. Regions of escape from the resonance with $s=s_{\text {esc }}$ (where, $\mathrm{A}=\mathrm{B}$ and $d \mathrm{~B} / d s<0$ ) are shown by solid arrows. Dashed arrows indicate regions with $d \mathrm{~B} / d s>0$ and $d \mathrm{~B} / d s<0$.

100 keV we have $\alpha_{\min } \approx 60^{\circ}$ and for $500 \mathrm{keV}, \alpha_{\text {min }} \approx 70^{\circ}$. One example of resonant condition located in the region with $d \mathrm{~B} / d s<0$ is shown by blue color in Fig. 5.

The maximum value $\alpha_{\max }$ corresponds to the lower boundary of the region where $\mathrm{B}>\mathrm{A}$. For particles with energy less than 1 MeV and reasonable values of equatorial refractive index $(k c / \omega)_{s=0}$, we have $\alpha_{\max } \approx 80^{\circ}$ (shown in Fig. 5 by green color). Electrons with $\alpha_{0}>\alpha_{\max }$ have resonant condition $p_{\|} / \gamma \approx v_{R}$ satisfied in the vicinity of the equator, where $\mathrm{B}<\mathrm{A}$ and trapping is impossible.

Fig. 5 shows that particles can be trapped in the vicinity of the equator and then should escape from the resonance around a point $s \approx s_{e s c}$. All the energy gained corresponds to the difference between the initial coordinate of trapping and $s_{\text {esc }}: \Delta \gamma \approx\left(\partial \gamma / \partial v_{R}\right) \Delta v_{R}+\left(\partial \gamma / \partial B_{0}\right) \Delta B_{0}$. The first term is provided by the variation of wave phase velocity $v_{R}(s)$ and the second term corresponds to magnetic field inhomogeneity.

Both these effects determine $s_{\text {esc }}$ and also the input into $\Delta \gamma$. However, here we suppose that $\gamma_{R} \approx 1$ and, as a result, $\partial \gamma / \partial v_{R}=0$. In this case, all the energy gain is provided by trapped particle acceleration along an increasing magnetic field. As an electron travels along a field line, the conservation of the magnetic moment leads to a continual transfer of parallel energy to perpendicular energy. After trapping, it allows for resonant acceleration over a large distance by continuously storing away part of the parallel energy gained by the particle, under the form of perpendicular energy. The related inhomogeneity of the phase velocity $v_{R}(s)$ can also influence the particle acceleration by changing the coordinate of escape $s_{\text {esc }}$, which is defined by equation $\mathrm{A}\left(s_{e s c}\right)=\mathrm{B}\left(s_{e s c}\right)$. For high energy particles ( $>100 \mathrm{keV}$ ), we can neglect the first term corresponding to inhomogeneity of $v_{R}(s)$ in $\mathrm{A}(s)$ (one can see that $\mathrm{A}(s)-(\gamma \omega / \kappa)^{2}(1-s)^{-2}$ shown in Fig. 5 by dashed curves is very close to full $\mathrm{A}(s)$ in the vicinity of $\left.s_{\text {esc }}\right)$. At high energies,
indeed, the effect of $v_{R}(s)$ variation with $s$ appears negligible. In this case, we obtain the following expression for $s_{e s c}$ from equation $\mathrm{A}\left(s_{e s c}\right)=\mathrm{B}\left(s_{e s c}\right)$

$$
s_{e s c}=\left(\frac{9}{2} \frac{\Omega_{b}^{2}}{\gamma \varepsilon}+1\right)^{-1}
$$

where we use the approximation $\eta\left(s_{e s c}\right) \approx 1$, because $s_{e s c}>s_{0}$. The corresponding energy gain is

$$
\Delta \gamma \approx \frac{9}{4} \Omega_{b}^{2} s_{e s c}^{2} / \gamma \approx \frac{9}{4} \Omega_{b}^{2} \gamma^{-1}\left(\frac{9}{2} \frac{\Omega_{b}^{2}}{\gamma \varepsilon}+1\right)^{-2}
$$

If we consider the first trapping of a particle, then we should take into account the dependence of $\Omega_{b}$ on $\gamma_{0}$ and rewrite the expression for $\Delta \gamma$

$$
\Delta \gamma \approx \frac{9}{4} \sin ^{2} \alpha_{0} \frac{\gamma_{0}^{2}-1}{\gamma_{0}}\left(\frac{9}{2} \frac{\sin ^{2} \alpha_{0}}{\varepsilon} \frac{\gamma_{0}^{2}-1}{\gamma_{0}}+1\right)^{-2}
$$

The maximum value of $\Delta \gamma_{\text {max }}$ corresponds in this case to $\left(\gamma_{0}^{2}-1\right) / \gamma_{0}=\frac{2}{9} \sin ^{-2} \alpha_{0} \varepsilon \quad$ and $\quad \Delta \gamma_{\max }=\varepsilon / 8 \quad$ (e.g., for $E_{0}=100 \mathrm{mV} / \mathrm{m}$, we have a maximum energy gain around $\sim 150 \mathrm{keV}$ ).

At small initial energies $E \sim 10 \mathrm{keV}$, the inhomogeneity of the phase velocity $v_{R}(s)$ (related to the magnetic field inhomogeneity) must be considered, as it modifies sensibly the location of escape $s_{\text {esc }}$. In this case, one obtains $\Delta \gamma \sim \varepsilon^{3 / 4}(\omega / \kappa)^{1 / 2}$, corresponding to an even higher relative energy gain (e.g., for $E_{0}=100 \mathrm{mV} / \mathrm{m}$, the energy gain can attain $\sim 50 \mathrm{keV}$, see Appendix C).

## V. RESONANT WAVE-PARTICLE INTERACTION: NUMERICAL CALCULATIONS

We compare our estimates with the full numerical solution of system (2) for particles with various initial energies and pitch-angels. We take wave-amplitude $E_{0}=100 \mathrm{mV} / \mathrm{m}$ and $(k c / \omega)=30$ at the equator, while $L$-shell is equal to 5 . Unit of modelling time $R_{0} / c$ is about 0.1 s . Evolution of particle energy and a fragment of particle trajectory are shown in Fig. 6. Initially, the particle moves along a closed trajectory in $\left(s, p_{\|}\right)$plane. This periodical motion corresponds to bounce oscillations. Then, the particle becomes trapped by the wave and gains energy. This gain corresponds to its motion from one initially closed trajectory to another closed trajectory with larger radius. Energy gain for one capture is about 100 keV , in agreement with analytical estimates. Also, small variations of particle energy can be observed before and after the energy jump due to scattering effect.

When a given particle passes through the resonance (i.e., $p_{\|} / \gamma=v_{R}$ ), it can be trapped (if $\mathrm{A}<\mathrm{B}$ and $d \mathrm{~B} / d s$ $>0$ ). However, trapping is a probabilistic process with probability $\mathrm{P} \ll 1$, see Appendix A. If a particle is not trapped it is scattered: small quasi-random jumps of energy occur. The mean value of these jumps is equal to zero, but jumps provide energy diffusion. ${ }^{22,37,42}$ Bottom panel of Fig. 6 shows a fragment of particle trajectory in the plane $(\phi, \gamma \dot{\phi})$. This fragment corresponds to particle motion after trapping,


FIG. 6. Top panel displays particle trajectory in $\left(s, p_{\|}\right)$plane and middle panel shows particle energy (and relativistic factor) as function of time. Bottom panel shows fragment of particle trajectory in $(\phi, \gamma \phi)$ plane. Initial value of equatorial pitch-angle is $\alpha_{0}=80^{\circ}$.
when $\dot{\phi}$ oscillating around zero value. One can notice the similarity of the particle trajectory and the phase portrait in Fig. 4.

To illustrate the effects of varying values of wavenumbers $k_{0}$, initial energy, pitch-angle, and wave amplitude $E_{0}$, we plot energy as a function of time for several test-cases in Fig. 7. One can see that particle with $\alpha_{0}=80^{\circ}$ gains more energy for the same system parameters as compared with particle with $\alpha_{0}=60^{\circ}$. This effect corresponds to the different distances over which condition of trapping ( $\mathrm{B}>\mathrm{A}$ ) is satisfied for various $\alpha_{0}$, see Fig. 5. Increase of wave amplitude $E_{0}$ leads to the increase of energy gained during one trapping-release event, while decrease of $k_{0}$ corresponds to the increase of probability of trapping (see Appendix A): for the same time interval, a particle can be trapped more times for smaller $k_{0}$ (smaller equatorial value of $k c / \omega$ ). If the initial energy is 500 keV , then each trapping-release event results in a relatively small energy gain. However, due to several successive trappings, a particle can increase its energy from 500 keV up to 700 keV during a time period of about a few minutes. We indicate several jumps of energy for a particle with initial $E=500 \mathrm{keV}$ and show the corresponding fragments of trajectory in $(\phi, \dot{\phi} \gamma)$ plane in Fig. 8.


FIG. 7. Jumps of particle energy for various system parameters.

Each energy jump can be directly compared with trapped motion. However, in contrast with Fig. 6, where particle motion in the $(\phi, \dot{\phi} \gamma)$ plane corresponds to numerous rotations, here we have only a single rotation (half-rotation) in the course of trapped motion for Fig. 8.

## VI. EFFECTS LIMITING EFFICIENCY OF ACCELERATION

Let us consider different effects which might limit the efficiency of the acceleration process. Whistler waves with $\theta$ close to $\theta_{r}$ propagate with a large angle relative to the magnetic field lines. As a result, such waves should leave the initial field line after a certain time, which can be estimated as the ratio of the transverse scale of wave-packet and the whistler velocity $\sim(\omega / k) \sin \theta_{r} \sim(\omega / k) \sim 10^{3}-10^{4} \mathrm{~km} / \mathrm{s}$. Transverse scale of wave-packet is about 500 km (see Ref. 43, and also reference therein) and we obtain an upper bound for the available time of wave-particle interaction as $\sim 0.1 \mathrm{~s}$. This time is similar to (or a little bit smaller than) the bounce period of particle oscillations and therefore particles
have enough time to get trapped and escape with energy gain. However, the corresponding limitation of the available time for resonant interaction could result in a reduction of energy gain by a factor two-three.

Another effect corresponds to the actual width of wavepackets: according to Polar spacecraft data, ${ }^{31}$ coherent wavepackets are observed near the equator for about 100 periods duration (as we use in our calculations), but above $25^{\circ}$ latitude only several periods of coherency are usually found. Trapped particles move with a certain wave inside the wavepacket and if this wave conserves its properties till high latitudes, our estimates remain correct. However, if wave with trapped particles disappears due to dispersion or superposition effects, then particles should escape from the resonance before $|s| \sim s_{\text {esc }}$. To estimate this effect, we use a model taking into account the variation of the wave-packet width $G(\phi, s)=\exp \left(-5 \cos ^{2}(\sigma(s) \phi)\right) \cos \phi$, where $\sigma(s)=$ $0.01(1+9|s|)$ (corresponding wave-packets in the equatorial plane and at $|s|=1$ are shown in Fig. 9). Such variation of the wave-packet width reduces the number of coherent waves from one hundred to a single wave. This really


FIG. 8. Evolution of particle energy (the same trajectory is shown as in right bottom panel in Fig. 7) and corresponding fragments of trajectory in ( $\phi, \dot{\phi} \gamma$ ) plane.
maximizes the effect of reduction of wave-packet width so that the obtained results of modelling (see Fig. 10) represent the absolute minimum of the energy gain. A more moderate reduction of the number of coherent waves would result in larger typical energy gain for a single capture. Fig. 10 shows that even in such unfavourable condition, electrons can gain $10-20 \mathrm{keV}$ for a single trapping-escape event. If we increase the number of periods inside the wave-packets at the equator (one can see in Fig. 1 that one wave-packet can contain more


FIG. 9. Wave-packets in the equatorial plane $s=0$ and in the vicinity of reflection point $|s|=1$.
than $10^{3}$ periods), the effect of energy gain reduction would also be weaker.

It is worth mentioning here the effect of a finite value of $k_{\perp}$. Initially, we have a wave with electrostatic potential $\Phi \sim \sin \left(\int k_{\|}\left(s^{\prime}\right) d s^{\prime}-\omega t+k_{\perp} r_{\perp}\right)$, where $r_{\perp}$ is the perpendicular coordinate. We assume that gyrorotation is the fastest motion in the system and corresponding adiabatic invariant $\mu=p_{\perp}^{2} / 2 B_{0}$ is conserved. Then, we can write $r_{\perp}=\sqrt{2 B_{0} \mu} / m_{e} \Omega_{c} \sin \vartheta$, where $\dot{\vartheta}=\Omega_{c}$. We use the following expansion $\sin \left(\int k_{\|}\left(s^{\prime}\right) d s^{\prime}-\omega t+\Lambda \sin \vartheta\right)=\sum J_{n}(\Lambda)$ $\sin \left(\int k_{\|}\left(s^{\prime}\right) d s^{\prime}-\omega t+n \Omega_{c}\right)$, where $J_{n}$ is the Bessel function and $\Lambda=k_{\perp} \sqrt{2 B_{0} \mu} / m_{e} \Omega_{c}$. Because $\Omega_{c} \gg k_{\|} v_{\|}-\omega$ for high latitude with $k_{\|} \ll k_{0}$, we consider Landau resonance $n=0$. In this case, we get a multiplying factor $J_{0}(\Lambda)$ describing the variation of the wave-field in the perpendicular direction. ${ }^{22,37}$ We do not include this factor in our calculations, because the related decrease of wave amplitude reaches at most a factor $\sim 0.75$. Due to conservation of magnetic moment argument $\Lambda$ varies like $\sim 1 / \sqrt{B_{0}}$ along field line and corresponding variation of $J_{0}(\Lambda)$ could be neglected.

Besides, due to energy conservation, particle acceleration should immediately result in wave damping. This effect does not make it possible to observe large amplitude waves and restricts the efficiency of wave-particle resonant interactions. The solution of this contradiction comes from the impact of transient (non-trapped) particles. These particles transfer their energy to the wave and may compensate damping. ${ }^{44,45}$ As was shown in Ref. 22 (see also review Ref. 2),


FIG. 10. Jumps of particle energy for various system parameters.
there is no non-diffusive acceleration of the total particle population due to resonant interaction with the wave, while the energy gained by some (trapped) particles is compensated by the energy lost by other (transient) particles. In this case, the wave amplitude can be considered as constant for dynamical equilibrium of the system containing waves and both transient and trapped particles.

## VII. DISCUSSIONS AND CONCLUSIONS

Particle trapping by the wave is a probabilistic process with a certain probability P, see Ref. 40. This probability P can be found for any particular system as the ratio of the phase flux through the area surrounded by the separatrix (or velocity of evolution of this area) and the total flux through the phase volume $(\phi, \gamma \dot{\phi})$. We derive the expression for P in Appendix A . It can be shown that $\mathrm{P}>0$ only in the nearequatorial region, where $d \mathrm{~B} / d s>0$ (i.e., at $|s|<s_{0}$ ). Therefore, particles can be captured by waves if their equatorial pitch-angle is larger than $\sim 60^{\circ}$ (for electrons with smaller pitch-angle, the Landau resonance condition $p_{\|} / \gamma \approx v_{R}$ is satisfied at latitudes such that $d \mathrm{~B} / d s<0$ and $\mathrm{P}=0$ ). For particles with initial energy around 100 keV , the probability P varies from $5 \times 10^{-3}$ to $5 \times 10^{-2}$ depending on system parameters (i.e., dimensional time interval between two trappings is $\sim 1 / \mathrm{P} \in[20,200] \mathrm{s})$. Therefore, a corresponding estimate of timescale between susceptive trappings $t_{0} \sim$ 100 s can be used. This timescale is much smaller than corresponding scales for particle diffusive acceleration evaluated considering moderately oblique whistler waves, ${ }^{6,46}$ and still smaller than characteristic timescales for diffusive acceleration by very oblique whistler waves. ${ }^{47}$

In this paper, we consider mostly strong whistler waves with electric field amplitude $\sim 100 \mathrm{mV} / \mathrm{m}$. Although such waves have been observed in the radiation belts during many spacecraft missions, ${ }^{15-18}$ these observations are relatively rare. Most often, spacecrafts detect wave-forms with amplitudes around tens of $\mathrm{mV} / \mathrm{m}$ (see, e.g., Fig. 1). Such waves
cannot substantially accelerate high-energy ( $>100 \mathrm{keV}$ ) electrons during a single trapping-release event via Landau resonance. Nevertheless, the Landau resonant interaction of waves such that $E_{0} \sim 20-50 \mathrm{mV} / \mathrm{m}$ with low-energy electrons ( $\sim 10 \mathrm{keV}$ ) does result in an effective acceleration, with a typical energy gain for a single trapping event around 1050 keV (see Appendix C). It is worth noting that for high pitch-angle electrons such that $\alpha_{0}>60^{\circ}-70^{\circ}$, which usually represent the main part of the trapped population in the Van Allen belts, cyclotron resonance with quasi-parallel whistler waves is generally not available at $L \sim 4$ to 5 for energies $E<60 \mathrm{keV}$ to 100 keV (e.g., see Ref. 20). Therefore, the Landau-resonant acceleration mechanism proposed here should be more efficient for $E \sim 10 \mathrm{keV}$ to 100 keV . At larger initial energy $E>100 \mathrm{keV}$, conversely, cyclotron resonant acceleration is very effective at medium latitudes where it can act in succession with Landau resonant acceleration (Landau acceleration occurring when electrons travel from the equator up to their mirror points and cyclotron acceleration when electrons bounce back from their mirror points).

Now, let us discuss the possible consequences of the obtained fast acceleration of particles. It is important to note that a rapid increase of parallel electron energy should result in a decrease of the pitch-angle. However, an important part of the parallel energy gained by the particles during their acceleration is actually rapidly stashed under the form of perpendicular energy, due to adiabatic invariance in an increasing magnetic field. As a result, the parallel component of the particles momentum is sensibly less increased than is total momentum, leading to a smaller decrease of their equatorial pitch-angle $\alpha_{0}$. For $\left(\gamma v_{R}\right)^{2} \ll \gamma^{2}-1$ at the escape point, corresponding typically to high initial energy $>100 \mathrm{keV}$, we get after one trapping-escape event a somewhat reduced equatorial pitch-angle $\alpha_{0}^{\text {new }}>45^{\circ}$ (with $\sin \alpha_{0}^{\text {new }} \sim \sqrt{B_{\text {eq }} / B_{0}\left(s_{\text {esc }}\right)} \sim$ $1 / \sqrt{1+(9 / 2) s_{\text {esc }}^{2}}$ from adiabatic invariance-e.g., see Fig. 5 and also Fig. 6 with $p_{\|}$and energy before trapping and after
escape). Nevertheless, this moderate reduction of the pitchangle could be somewhat compensated by important quasilinear pitch-angle diffusion provided by oblique whistler waves on the dayside. ${ }^{46,48,49}$ Such diffusion could compensate the decrease of pitch-angle and transfer more parallel energy into perpendicular energy. ${ }^{47}$ For 100 keVs particles and slightly oblique whistler waves, a typical value of the pitch-angle diffusion coefficient is about $10^{-3} \mathrm{~s}^{-1}$, see Ref. 7, but for very oblique waves the diffusion coefficient can be two orders of magnitude larger (see Refs. 48 and 49), comparable to the inverse of a typical trapping-escape period $t_{0} \sim 100 \mathrm{~s}$. Stochastic diffusion tends, in general, to scatter particles toward regions of depleted phase space density. Thus, cyclotron resonant diffusion by whistler waves should mainly scatter small pitch-angle electrons with $\alpha_{0}<45^{\circ}$ toward the loss-cone, while higher pitch-angle electrons with $\alpha_{0}>45^{\circ}$ should mainly get accelerated with the increase of their pitch-angle (e.g., see Ref. 47).

Consequently, for high initial energy $E>100 \mathrm{keV}$ such that $\alpha_{0}^{\text {new }}>45^{\circ}$ (corresponding to rough condition $s_{\text {esc }}$ $\leq 1 / 2$ ), electrons accelerated after one capture-escape event should remain trapped in the belts, resulting in a net energization of the population. They could even get trapped and accelerated several times, due to the compensating effect of quasi-linear pitch-angle diffusion toward $90^{\circ}$. For initial energy around 500 keV or more, the increase of $p_{\|}$after one trapping becomes substantially smaller than the initial value of $p_{\|}$. These particles can really be trapped several times and form a distribution with a power-law tail $\sim \gamma \tilde{C}$. The index $\tilde{C}$ depends on the value of the pitch-angle diffusion coefficient $D_{\alpha \alpha}$ and characteristic time $t_{0}$. For reasonable parameters, we can estimate $\tilde{C}>-2$ (see Appendix B). At such high energies $E>100 \mathrm{keV}$, however, cyclotron resonant trapping and acceleration by quasi-parallel waves should also be considered together with the Landau resonant mechanism for oblique waves, depending on the actual wave-normal angle distribution of the whistler waves.

For low initial energies $E<50 \mathrm{keV}$, we can estimate for Landau resonance alone that trapping-accelerated electrons are such that $\alpha_{0}^{\text {new }}<30^{\circ}$. A very significant decrease of the pitch-angle in the course of one single trapping can then be obtained for high enough wave amplitude. It should result in a rapid increase of the electron flux into the loss-cone, leading to direct precipitation in the atmosphere. A relative isotropization of the electron distribution could also be observed. The trapping of low energy electrons $<50 \mathrm{keV}$ by quasi-electrostatic whistler waves could, therefore, explain the microburst precipitations of electrons in the range 20200 keV observed on the dayside in correlation with intense whistler emissions (see, e.g., Refs. 50-54).

We would like to mention also one more application of the obtained results alternative to radiation belt physics. In the Earth magnetotail, fast nonlinear waves propagating from the deep tail to the Earth are often observed (so-called dipolarization fronts, see, e.g., Refs. 55 and 56). These structures are associated with electron perpendicular heating ${ }^{57,58}$ and the corresponding generation of whistler waves with large amplitude. ${ }^{59}$ Electron trapped and accelerated by these waves could be responsible, as we showed above, for scatter-
ing into the loss-cone and corresponding precipitations. Indeed, observations of dipolarization fronts are often correlated with such precipitations (see, e.g., Refs. 60 and 61).

In conclusion, we have considered a Landau resonant non-diffusive mechanism of electron interaction with large amplitude whistler waves. We have demonstrated that electron trapping can result in an energy gain of up to 100 keV . For electrons with initial energy below 100 keV , such an acceleration corresponds to a significant decrease in pitchangle and a subsequent scattering into the loss-cone. Conversely, electrons with initial energy of 200 keV to 500 keV can significantly increase their energy due to several successive interactions with the waves. If one takes into account additional cyclotron quasi-linear pitch-angle diffusion, then these accelerations could result in the formation of a powerlaw energy distribution.
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## APPENDIX A: PROBABILITY OF TRAPPING

Trapping of particles into the resonance is a probabilistic process ${ }^{40}$ with a certain probability P . To define P , we plot the scheme of the separatrix at two successive moments of time in Fig. 11. If the area surrounded by the separatrix $S$ grows (i.e., moment $t^{*}$ precedes moment $t^{* *}$ in scheme Fig. 11), then new particles from the outer region can become trapped by the wave. We obtain an expression for P in case of nonrelativistic particles, when Hamiltonian (4) can be written as

$$
\left\{\begin{array}{c}
H_{\phi}=\frac{1}{2} \dot{\phi}^{2}+\kappa(\mathrm{A}(s) \phi+\mathrm{B}(s) \sin \phi) \\
\mathrm{A}(s)=\frac{\omega^{2}}{\kappa^{2}}(1-s)^{-2}+\frac{9}{2} \Omega_{b}^{2} s(1-s) \\
\mathrm{B}(s)=\varepsilon(1-s)^{2}
\end{array}\right.
$$



FIG. 11. Schematic view of the separatrix for two moments $t^{*}, t^{* *}$. Grey color is used for the difference area surrounded by the separatrices.
where for simplicity only $s>0$ half-space is considered. Expression for area $S=\oint \dot{\phi} d \phi$ has a form

$$
\begin{gathered}
S=\oint \sqrt{2 H_{\phi}-\kappa(\mathrm{A}(s) \phi+\mathrm{B}(s) \sin \phi)} d \phi=2 \kappa^{1 / 2} \times \\
\int_{\phi_{a}}^{\phi_{b}} \sqrt{\left(\mathrm{~A}(s) \phi_{a}+\mathrm{B}(s) \sin \phi_{a}\right)-(\mathrm{A}(s) \phi+\mathrm{B}(s) \sin \phi)} d \phi
\end{gathered}
$$

where $\phi_{a}$ and $\phi_{b}$ are indicated in Fig. 11. The change of $S$ with time is characterized by the expression

$$
\dot{S}=\frac{d S}{d t}=\frac{\partial S}{\partial s} \dot{s}=\frac{\partial S}{\partial s} v_{R}
$$

We plot $S$ as function of $s$ for various system parameters in Fig. 12. One can see that for range $s>s_{0}$, area $S$ decreases with $s$ and, as a result, $\dot{S}<0$ (i.e., moment $t^{* *}$ precedes the moment $t^{*}$ in the scheme of Fig. 11). Therefore, a particle cannot become trapped in this region with $\dot{s}=p_{\|} / \gamma>0$. Trapping in $s \in\left[s_{0}, 1\right]$ corresponds to the backward motion of the particle (i.e., $\dot{s}<0$ ) with energy decrease.

For range $s \in\left[0, s_{0}\right]$, area $S$ increases with $s$ and we have $\dot{S}>0$. (i.e., moment $t^{*}$ precedes the moment $t^{* *}$ in scheme Fig. 11 and trapping of new particles is possible). Therefore, we can define the probability of particle trapping in each point in the range $s \in\left[0, s_{0}\right]$. To obtain an expression of probability P , we need to calculate the whole flux of phase volume $\Upsilon=d V / d t$ (where phase volume is $V=\int \dot{\phi} d \phi$ ) and compare it with $\dot{S}$. Expression for $\Upsilon$ is


FIG. 12. Area under separatrix $S$ as function of $s$ for various system parameters and two values of $\alpha_{0}$. Right panel shows dependence of probability P on $s$.


FIG. 13. Maximum value of probability as function of equatorial pitch-angle $\alpha_{0}$ for initial energy 100 keV . Right panel shows ratio of maxP and approximated value of probability $\mathrm{P}_{\text {approx }}$.

$$
\Upsilon=\int_{0}^{2 \pi} \ddot{\phi} d \phi=\kappa \int_{0}^{2 \pi}(\mathrm{~A}(s)+\mathrm{B}(s) \cos \phi) d \phi=2 \pi \kappa \mathrm{~A}(s) .
$$

Probability $\mathrm{P}=\dot{S} / \Upsilon$ as function of $s$ is shown in Fig. 12. Probability increases with the wave amplitude $E_{0}$ and $P \sim 1 / \sqrt{\kappa}$. Particles with smaller equatorial pitch-angle $\alpha_{0}$ have a larger probability to become trapped.

Function $\mathrm{P}(s)$ has local maximum corresponding to the maximum value of $d S / d s$ and we can define the value of $\operatorname{maxP}$. Dependence of maxP on initial pitch-angle $\alpha_{0}$ is shown in Fig. 13 (left panel). The magnitude of probability is about maxP $\sim 10^{-2}$ and typical electrons can become trapped after 100 bounce oscillations (or after 10 s ). It means that for an ensemble of particles with energy around 100 keV and pitch-angles with the range $\alpha_{0} \in\left[60^{\circ}, 80^{\circ}\right]$, every hundredth particle become trapped during one single bounce period.

Taking into account the profile of $S(s)$, one can obtain an approximated expression for probability P. To this end, one can approximate the smooth growth of $S$ with $s$ by stepwise function $\hat{S} \approx S(s) \Theta\left(|s| / s_{0}-1\right)$. In this case, the calculation of the derivative $\dot{S}$ gives

$$
\dot{S}=\frac{\partial \hat{S}}{\partial s} \dot{s}=S \delta\left(|s| / s_{0}-1\right)\left(v_{R} / s_{0}\right)+\frac{\partial S}{\partial s} \Theta\left(|s| / s_{0}-1\right) v_{R}
$$

In the point $|s|=s_{0}$, the second term can be neglected and $\dot{S}=S\left(s_{0}\right)\left(v_{R} / s_{0}\right)$. The corresponding expression for probability is $\mathrm{P}_{\text {approx }}=S\left(s_{0}\right) v_{R} / 2 \pi \kappa s_{0} A\left(s_{0}\right)$. We plot ratio $\operatorname{maxP} / \mathrm{P}_{\text {approx }}$ in the right panel in Fig. 13. One can see that our approximate expression is correct within the factor of $\sim 2$.

## APPENDIX B: FORMATION OF THE ENERGY DISTRIBUTION

In this appendix, we consider formation of the energy distribution due to acceleration of trapped particles in the case of small pitch-angle change $\Delta \alpha$ for one trapped-escape event (i.e., for relatively large initial energy). We take initial distribution as $f_{0}=N_{0} \delta\left(\alpha-\alpha_{0}\right) \delta\left(\gamma-\gamma_{0}\right)$, where $N_{0}$ is the initial phase density of particles with energy $\gamma \in\left[\gamma_{0}-\delta \gamma\right.$, $\left.\gamma_{0}+\delta \gamma\right]$ and pitch-angle $\alpha \in\left[\alpha_{0}-\delta \alpha, \alpha_{0}+\delta \alpha\right]$ (here, we


FIG. 14. Schematic view of evolution of velocity distribution for three moments. Grey color of $f_{n+1}$ distribution shows phase density which returns into the region of resonant interaction $\alpha \in\left[\alpha_{0}-\delta \alpha, \alpha_{0}+\delta \alpha\right]$.
assume that $\delta \alpha \ll \alpha_{0}$ and $\delta \gamma \ll \gamma_{0}$. Then, the first resonant jump of energy results in the formation of a new distribution $f_{0}^{+}=N_{0} \delta\left(\alpha-\alpha_{0}+\Delta \alpha\right) \delta\left(\gamma-\gamma_{0}-\Delta \gamma\right)$. This distribution should be used as an initial condition for pitch-angle diffusion equation. ${ }^{62}$ We expand this equation around $\alpha_{0}$ to obtain

$$
\frac{\partial f}{\partial t}=D_{0} \frac{\partial^{2} f}{\partial \alpha^{2}}
$$

where $D_{0}=D_{\alpha \alpha}\left(\alpha_{0}, \gamma_{0}\right)=$ const. Solution of this equation is

$$
f_{0}^{++}=\frac{N_{0} \delta\left(\gamma-\gamma_{0}-\Delta \gamma\right)}{\sqrt{4 \pi D_{0} t}} \exp \left(-\frac{\left(\alpha-\alpha_{0}+\Delta \alpha_{0}\right)^{2}}{4 D_{0} t}\right)
$$

Then, after the time interval $t_{0} \sim 1 / \mathrm{P}$ (interval between successive resonant energy gains; we also assume for simplicity that $t_{0}=$ const and does not depend on energy or pitchangle), we can calculate phase density in the interval of the resonant interaction $\alpha \in\left[\alpha_{0}-\delta \alpha, \alpha_{0}+\delta \alpha\right]$ as

$$
\begin{aligned}
N_{1} & =N_{0} \int_{\alpha_{0}-\delta \alpha}^{\alpha_{0}+\delta \alpha} f_{0}^{++} d \alpha \approx N_{0}\left(1-\int_{\alpha_{0}-\delta \alpha}^{\alpha_{0}+\delta \alpha-\Delta \alpha} f_{0}^{++} d \alpha\right) \\
& =N_{0}\left(1-\frac{1}{2}\left(\operatorname{erf}\left(x_{+}\right)-\operatorname{erf}\left(x_{-}\right)\right)\right) \delta\left(\gamma-\gamma_{0}-\Delta \gamma\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& x_{+}=\delta \alpha / \sqrt{4 D_{0} t_{0}} \\
& x_{-}=(\delta \alpha-\Delta \alpha) / \sqrt{4 D_{0} t_{0}}
\end{aligned}
$$

Now, we can write distribution function as $f_{1}=N_{1} \delta\left(\alpha-\alpha_{0}\right) \delta\left(\gamma-\gamma_{0}-\Delta \gamma\right)$. Next resonant interaction gives us $f_{1}^{+}=N_{1} \delta\left(\alpha-\alpha_{0}+\Delta \alpha\right) \delta\left(\gamma-\gamma_{0}-2 \Delta \gamma\right)$ and so on (see scheme in Fig. 14).

Thus, for moment $n+1$, we have phase densities $N_{n+1}=C N_{n}$ of particles with energy $\gamma_{n+1}=\gamma_{0}+n \Delta \gamma$, where $C$ is

$$
\begin{aligned}
C & =1-\frac{1}{2}\left(\operatorname{erf}\left(x_{+}\right)-\operatorname{erf}\left(x_{-}\right)\right) \\
& \approx 1-\frac{1}{\sqrt{\pi}} \exp \left(-\frac{(\delta \alpha)^{2}}{4 D_{0} t_{0}}\right) \frac{\Delta \alpha}{\sqrt{4 D_{0} t_{0}}}=1+\tilde{C}(\Delta \gamma / \gamma)
\end{aligned}
$$

Here, we expand $C$ around $\Delta \alpha \approx \alpha_{0}(\Delta \gamma / \gamma)$ and introduce constant $\tilde{C}$ depending on $D_{0}, t_{0}, \alpha_{0}$, and $\delta \alpha$. Then, we can write $\Delta N=N_{n+1}-N_{n}=\tilde{C} \tilde{\tilde{C}} N_{n}(\Delta \gamma / \gamma)$. Integration of this equation gives $N(\gamma) \sim \gamma \tilde{C}$ with $\tilde{C}=-\left(\alpha_{0} / \sqrt{\pi} \delta \alpha\right) R(d)$,



FIG. 15. The same as in Fig. 5, but for 10 keV .


FIG. 16. Jumps of particle energy for various system parameters and low initial energy.
where $R(d)=\operatorname{dexp}\left(-d^{2}\right)$ and $d=\delta \alpha / \sqrt{4 D_{0} t_{0}}$. Function $R(d)$ varies from 0 up to $2^{-1 / 2} \exp (-1 / 2) \approx 0.43$. Therefore, for $\alpha_{0} \sim 60-80^{\circ}$ and $\delta \alpha \sim 10^{\circ}$, we estimate $\tilde{C}>-2$. One can see that degree $\tilde{C}$ strongly depends on diffusion rates $D_{0}$ and time interval $t_{0}$.

## APPENDIX C: DYNAMICS OF SMALL ENERGY PARTICLES

In this appendix, we consider the acceleration of electrons with energy $\sim 10 \mathrm{keV}$. In contract to high energy electrons, for which we can neglect the effect of $v_{R}(s)$ variation with $s$ for estimation of energy gain, here we need to take into account the inhomogeneity of the phase velocity. Fig. 15 shows coefficients A and B for system with 10 keV particles and two value of $(k c / \omega)_{s=0}$. Comparison of Fig. 15 and Fig. 5 demonstrates the main difference between small energy and high energy particles: for 10 keV electrons, the position of escape from the resonance $s_{\text {esc }}$ is defined by the first term of A corresponding to $v_{R}$ inhomogeneity, i.e., by $\sim(\omega \gamma / \kappa)^{2}(1-s)^{-2}$. This effect can be explained by the decrease of $\Omega_{b}^{2} \sim \gamma_{0}^{2}-1$ with the decrease of $\gamma_{0}$. Therefore, for small energy, the electron point of escape $s_{\text {esc }}$ can be found as

$$
s_{e s c}=1-\left(\omega^{2} \gamma_{0} / \kappa^{2} \varepsilon\right)^{1 / 4}
$$

where we assume $\eta\left(s_{e s c}\right) \approx 1$. The corresponding energy gain for $\gamma \approx \gamma_{R} \approx 1+v_{R}^{2} / 2$ (due to $\Omega_{b}^{2} \ll 1$ and $v_{R} \ll 1$ ) is

$$
\begin{aligned}
\Delta \gamma_{\max } & \approx \frac{\partial \gamma_{R}}{\partial s} s_{e s c} \approx \frac{s_{e s c}}{2} \frac{\partial v_{R}^{2}}{\partial s} \approx \frac{\omega^{2}}{\kappa^{2}} \frac{s_{e s c}}{\left(1-s_{e s c}\right)^{3}} \\
& \approx \varepsilon s_{e s c}\left(1-s_{e s c}\right)<\frac{\varepsilon^{3 / 4} \omega^{1 / 2}}{\kappa^{1 / 2}}
\end{aligned}
$$

This estimate gives energy gains up to hundred keVs, depending on system parameters. Several examples of parti-
cle acceleration due to trapping by waves with various amplitudes are shown in Fig. 16. One can see that energy gain is about $20-50 \mathrm{keV}$ and depends on $E_{0}$ and $(k c / \omega)_{s=0}$. This gain is much larger than the initial particle energy. As a result, trapping and acceleration of $\sim 10 \mathrm{keV}$ electrons should result in effective particle precipitation into the loss-cone due to the more rapid decrease of their pitch-angle than for higher energy electrons.
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