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Abstract. Thawing of permafrost in a warming climate

is governed by a complex interplay of different processes

of which only conductive heat transfer is taken into ac-

count in most model studies. However, observations in many

permafrost landscapes demonstrate that lateral and verti-

cal movement of water can have a pronounced influence

on the thaw trajectories, creating distinct landforms, such

as thermokarst ponds and lakes, even in areas where per-

mafrost is otherwise thermally stable. Novel process param-

eterizations are required to include such phenomena in fu-

ture projections of permafrost thaw and subsequent climatic-

triggered feedbacks. In this study, we present a new land-

surface scheme designed for permafrost applications, Cryo-

Grid 3, which constitutes a flexible platform to explore new

parameterizations for a range of permafrost processes. We

document the model physics and employed parameteriza-

tions for the basis module CryoGrid 3, and compare model

results with in situ observations of surface energy balance,

surface temperatures, and ground thermal regime from the

Samoylov permafrost observatory in NE Siberia. The com-

parison suggests that CryoGrid 3 can not only model the

evolution of the ground thermal regime in the last decade,

but also consistently reproduce the chain of energy transfer

processes from the atmosphere to the ground. In addition,

we demonstrate a simple 1-D parameterization for thaw pro-

cesses in permafrost areas rich in ground ice, which can phe-

nomenologically reproduce both formation of thermokarst

ponds and subsidence of the ground following thawing of

ice-rich subsurface layers. Long-term simulation from 1901

to 2100 driven by reanalysis data and climate model out-

put demonstrate that the hydrological regime can both ac-

celerate and delay permafrost thawing. If meltwater from

thawed ice-rich layers can drain, the ground subsides, as

well as the formation of a talik, are delayed. If the meltwa-

ter pools at the surface, a pond is formed that enhances heat

transfer in the ground and leads to the formation of a talik.

The model results suggest that the trajectories of future per-

mafrost thaw are strongly influenced by the cryostratigraphy,

as determined by the late Quaternary history of a site.

1 Introduction

In the past decade, the fate of permafrost areas in a chang-

ing climate has rapidly moved into the focus of climate re-

searchers. This has led to significant improvements in the

representation of permafrost and frozen ground processes in

the land-surface schemes employed in Earth system model-

ing schemes (e.g., Lawrence et al., 2008). These efforts have,

to a large part, been motivated by the potential release of the

greenhouse gases (GHGs) carbon dioxide and methane from

thawing carbon-rich permafrost soils (Walter et al., 2006; Zi-

mov et al., 2006). However, including this possibly signifi-

cant climatic feedback (Schaefer et al., 2011) in future cli-

mate predictions requires a correct description of both the

climate forcing of the global permafrost area and the physi-

cal processes governing the transformation of the local per-

mafrost systems. However, there is a striking gap between
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the temporal and spatial scales on which the forcing and the

impacts occur (e.g., Lee et al., 2014). This implies that the ac-

tual mobilization of carbon is not directly accessible through

process modeling on large grid cells, as it is generally done

in atmospheric modeling. As an example, thermokarst and

active layer detachments can trigger strong mass wasting of

ice- and organic-rich soils in time periods of days to years at

spatial scales of meters to hundreds of meters. Carbon fluxes

from hotspots can significantly exceed the background fluxes

(e.g., Walter et al., 2006; Abnizova et al., 2012; Langer et al.,

2015). Integrating such highly localized and non-linear pro-

cesses in large-scale grid-based models requires the develop-

ment of up- and downscaling strategies, which, despite the

emerging stronger collaboration between field scientists and

modelers, is still in its infancy.

Many permafrost areas are dominated by ice-rich ground

(Brown et al., 1997). Due to ice wedges, segregation ice, or

ice lenses, the volumetric ice content can exceed the natu-

ral pore volume of the soil (i.e., excess ground ice), which in

case of thawing will lead to a settling and consolidation of the

ground material. The released meltwater is either lost as sur-

face or subsurface runoff leading to an effective subsidence

of the surface, or it pools up, thus forming a thermokarst

pond or lake. In either case, the ground and surface proper-

ties are modified by thawing of excess ground ice, which can

in turn influence the trajectories of subsequent permafrost

thaw. The vast lowland permafrost areas in Siberia, Alaska,

and Canada dominated by thermokarst lakes and depressions

are ample evidence that thawing of excess ground ice has

played a major role in the landscape development through-

out the Holocene. To predict future landscape development

in a warming climate that is intimately linked to the carbon

cycle of these areas, new and robust model approaches are

needed, which can potentially be implemented in the land-

surface schemes of Earth system models (ESMs).

At the moment, there are two main directions in per-

mafrost modeling on larger spatial scales: dedicated ground

thermal models focus on the physical variables characteriz-

ing the state of the permafrost, and have been successfully

applied to map permafrost distribution (e.g., Gisnås et al.,

2013; Zhang, 2013; Zhang et al., 2013; Westermann et al.,

2013; Fiddes et al., 2015) and derive the ground temperature

evolution for past and future climate conditions (e.g., Zhang

et al., 2008; Jafarov et al., 2012). They are characterized by

vertical modeling domains of one hundred to several hundred

meters with a vertical resolution of centimeters within the ac-

tive layer. As a consequence, they provide a sufficient accu-

racy to resolve the annual dynamics of active layer thawing

and refreezing, as well as the evolution of ground tempera-

tures in deeper layers. For validation purposes, they can thus

be directly compared to field measurements, which can usu-

ally be reproduced to within 0.2 m (active layer thickness)

or 1.5 K (ground temperature), depending on the type of in-

put data (e.g., Langer et al., 2013; Westermann et al., 2013;

Jafarov et al., 2012).

On the other hand, ESM land-surface schemes are directed

towards adequately providing the lower boundary for the at-

mospheric transfer scheme, i.e., the surface fluxes of radia-

tion, momentum, and sensible and latent heat. There is a huge

spread in the modeled present permafrost area in the CMIP5

results, with values between 1.4 (factor 10 underestimation)

and 27.3 (factor 2 overestimation) million km2 (Koven et al.,

2013). While latent heat effects due to soil freezing and thaw-

ing have been included in a number of ESMs (e.g., Gouttevin

et al., 2012), the conductive heat transfer in the ground re-

mains poorly represented due to the limited number of soil

grid cells and insufficient depth of the soil column. There-

fore, projections on timescales of many decades over which

permafrost thaw will occur can be strongly biased, which

may at least partly explain the large inter-model spread in the

sensitivity of permafrost extent, ground temperatures, and ac-

tive layer depth towards climate change (Koven et al., 2013).

In this study, we describe a new permafrost modeling

scheme, CryoGrid 3, which aims to narrow the gap be-

tween traditional transient permafrost models and land-

surface schemes employed in Earth system modeling. Cryo-

Grid 3 adds land–atmosphere coupling to the subsurface heat

transfer model CryoGrid 2 (Westermann et al., 2013), which

has been employed to simulate ground temperatures in Nor-

way (Westermann et al., 2013) and NE Greenland (Wester-

mann et al., 2015). In this way, it is possible to run CryoGrid

3 with the same forcing data as ESM land-surface schemes

and compare results of present and future simulations of the

ground thermal state. Moreover, the numerical structure is

designed to be as simple as possible, which eases the require-

ments for adding and investigating parameterizations for per-

mafrost processes. Following a similar philosophy as Essery

(2015), CryoGrid 3 is dedicated to active users with the pro-

gramming skills to modify and extend the code, rather than

being a black box tool with a predefined and thus limited set

of options. To illustrate the potential of the model scheme, we

implement simple parameterizations for ground subsidence

and initial thermokarst formation and demonstrate the effect

on future simulations of the ground thermal regime for a per-

mafrost site in NE Siberia.

2 CryoGrid 3 – model description

CryoGrid 3 builds upon the subsurface thermal model Cryo-

Grid 2 (Westermann et al., 2013), supplemented by the calcu-

lation of the surface energy balance as upper boundary con-

dition, as well as modifications of the snow scheme. As in

CryoGrid 2, the energy transfer in the ground is governed

by heat conduction and freeze–thaw processes, while the soil

water balance is not explicitly accounted for, i.e., the sums

of soil water and ice contents are constant in time for each

soil layer. An overview of the processes implemented in the

different models is given in Table 1. In the following, we pro-
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Table 1. Overview of the different processes that are accounted for

in the models CryoGrid (abbreviated CG) 2 (see Westermann et al.,

2013) and 3, as well as in the excess ice scheme Xice. Simplified

parameterizations in brackets.

CG2 CG3 CG3 Xice

Upper boundary condition

surface temperature × – –

surface energy balance – × ×

Snow

heat conduction × × ×

dynamic buildup × × ×

ablation due to melt – × ×

ablation due to sublimation – × ×

compaction – – –

water infiltration – × ×

water refreezing – × ×

Ground/subsurface

heat conduction × × ×

latent heat effects × × ×

water balance – – –

excess ice melt – – ×

subsidence – – (×)

heat transfer in water bodies – – (×)

vide a detailed description of the CryoGrid 3 model physics

and the numerical scheme.

2.1 Driving variables

CryoGrid 3 is driven by time series of (i) air temperature Tair

[ ◦C], relative or absolute humidity (RH [−] or q [−]) and

wind speed u [ms−1] at a known height h [m] aboveground,

(ii) incoming shortwave and long-wave radiation (Sin, and

Lin) [Wm−2], (iii) air pressure p [Pa], and (iv) rates of snow-

fall and rainfall (Ps and Pr) [ms−1].

2.2 The surface energy balance

The energy input to the uppermost grid cell is derived from

the surface energy balance, i.e., the fluxes of shortwave radi-

ation (Sin, Sout) and long-wave radiation (Lin, Lout), as well

as the sensible, latent, and ground heat fluxes, Qh, Qe and

Qg (see Sect. 2.4 for the latter), respectively. In the follow-

ing, superscript numbers denote the number of a grid cell

(increasing with depth, with grid cell 1 located at the sur-

face). The equations follow Foken (2008), with variables and

constants explained in Appendix A. The energy input to the

uppermost grid is computed as

∂E1

∂t
= Sin+ Sout+Lin+Lout+Qh+Qe+Qg. (1)

While incoming shortwave and long-wave radiation are di-

rectly provided (Sect. 2.1), the other fluxes are parameterized

based on the driving data sets. With the albedo α, the outgo-

ing shortwave is calculated as

Sout =−αSin, (2)

while the outgoing long-wave radiation Lout is derived from

Kirchhoff’s and Stefan–Boltzmann law as

Lout = (ε− 1)Lin− εσ
(
T 1
+ 273.15K

)4

. (3)

The turbulent fluxes of sensible and latent heat, Qh and Qe,

are parameterized in terms of gradients of air temperature

and absolute humidity (see Appendix B) between the air at

height h aboveground and at the surface following Monin–

Obukhov similarity theory (Monin and Obukhov, 1954):

Qh =−
ρacp

rH
a

(
Tair(h)− T

1
)
, (4)

Qe =−
ρaLlg

rW
a + rs

(q(h)− q(z0)) . (5)

The resistance terms r constitute the aerodynamic resistance,

ra, characterizing the strength of the turbulent exchange, and

the surface resistance against evapotranspiration, rs. The lat-

ter is an empirical parameter that can be adjusted to account

for the fact that the water vapor pressure above soil surfaces

is lower than the saturation vapor pressure above a water sur-

face (Eq. B3) for non-saturated surface soils.

The aerodynamic resistances ra for sensible heat H and

latent heat W ,

rH,W
a = (κura)

−1

[
ln
h

z0

−9H,W

(
h

Lra
,
z0

Lra

)]
, (6)

account for the atmospheric stability by including the inte-

grated atmospheric stability functions 9H,W, which describe

deviations from the logarithmic profile of the neutral atmo-

spheric stratification (Appendix C). They are inversely pro-

portional to the friction velocity

u∗ = u(h)κ

[
ln
h

z0

−9M

(
h

Lra
,
z0

L∗

)]−1

, (7)

which depends on the wind speed u and the integrated stabil-

ity function for momentum, 9M (Appendix C). The variable

L∗ is the Obukhov length, which in itself is a function of the

turbulent fluxes Qh and Qe as well as the friction velocity

u∗:

L∗ =
ρacp(Tair(h)+ 273.15K)

κg

u3
∗

Qh+ 0.61
cp

Llg
(Tair(h)+ 273.15K)Qe

. (8)

Equations (1) to (8) thus constitute a coupled non-linear

equation system, for which unique solutionsQh,Qe, u∗, and

L∗ exist.

www.geosci-model-dev.net/9/523/2016/ Geosci. Model Dev., 9, 523–546, 2016
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The surface emissivity ε, the roughness length z0 and the

surface resistance against evapotranspiration rs are assigned

different values, depending on whether the surface is snow-

free or covered by snow. The same applies to the albedo α for

which a constant value is used for snow-free surfaces, while

for snow-covered surfaces the albedo changes with the age

of the surface snow (Sect. 2.3).

2.3 Surface energy balance of snow

For snow-covered surfaces, the governing equations for the

surface energy balance remain widely unchanged, with a few

notable exceptions: first, penetration of shortwave radiation

in the snow is accounted for by assuming exponential damp-

ing with depth (e.g., O’Neill and Gray, 1972). The shortwave

radiation flux at depth d below the snow surface is given by

Sin(d)= (1−αsnow)Sin(0)e
−βSWd , (9)

with a bulk value for the entire spectral range for the SW-

radiation extinction coefficient βSW [m−1] assumed. At the

bottom of the snow layer, the remaining shortwave radiation

flux is assigned as energy input to the uppermost soil grid

cell.

The albedo of the snow is calculated as a function of the

difference between time t and the time tSF when the last sig-

nificant snow fall occurred, following the formulations used

in the ERA-Interim reanalysis (Dee et al., 2011; ECMWF,

2006). The time of the last significant snow fall tSF is set to t

if the snowfall in the period [t−1 d, t] exceeds a snow water

equivalent of SWESF. Furthermore, the snow albedo is set to

the albedo of fresh snow, αmax, from which it decreases with

time towards the albedo of old snow, αmin. For non-melting

conditions, a linear decrease is assumed,

αsnow = (10){
αmin− τα,f(t − tSF)(αmax−αmin) for τα,f(t − tSF)≤ 1
αmin for τα,f(t − tSF) > 1

,

while an exponential decrease is assumed for melting snow,

αsnow = αmin+ e
−τα,m(t−tSF)(αmax−αmin). (11)

The values for the time constants τα,f and τα,m [s−1] (Ta-

ble 4) are selected according to ECMWF (2006) and cor-

respond to an albedo change of 0.1 in 12.5 days for non-

melting conditions and an e-folding time of about 4 days for

melting conditions.

According to Eq. (1), positive temperatures can occur for

snow grid cells, which will trigger melting of the snow. In

this case, the temperature of the concerned grid cell is set

to T = 0 ◦C, and the energy input ∂Ei/∂t is partitioned into

energy leading to a temperature change and energy leading

to snowmelt, as detailed in Sect. 2.5. For the uppermost grid

cell, all components of the surface energy balance are cal-

culated according to Eqs. (3)–(8) with a fixed temperature

T1 = 0 ◦C.

2.4 Subsurface heat transfer

The subsurface thermal scheme of CryoGrid 3 is based on

conductive heat transfer as given by Fourier’s law,

ceff(z,T )
∂T

∂t
−
∂

∂z

(
k(z,T )

∂T

∂z

)
= 0, (12)

where the generation and consumption of latent heat due to

the phase change of soil water is taken into account through

an effective volumetric heat capacity ceff(z,T ) [Jm−3 K−1]

featuring a sharp peak in the freezing range of the soil wa-

ter (Westermann et al., 2013). Both the effective heat capac-

ity and the thermal conductivity k(z,T ) [Wm−1 K−1] of the

soil are functions of the volumetric fractions of the soil con-

stituents water, ice, air, mineral, and organic (Cosenza et al.,

2003; Westermann et al., 2013). At the lower boundary of the

soil domain, a geothermal heat flux Flb is assigned, which is

usually assumed constant over time.

Vertical or lateral movement of water is not considered

in the here described basis version of CryoGrid 3 so that

the sum of the volumetric contents of ice and water re-

mains constant (for simplicity, the densities of ice and wa-

ter are assumed equal). The phase change of the soil wa-

ter is determined by the freezing characteristic θw(z,T ) (see

Dall’Amico et al., 2011) depending on the soil type (three

classes, sand, silt and clay), which can change with depth.

The employed parameterizations for ceff(z,T ), k(z,T ), and

θw(z,T ) are identical to the ones employed in CryoGrid 2,

documented in detail in Westermann et al. (2013). The sub-

surface thermal properties are specified as a stratigraphy of

the volumetric contents of soil mineral and organic material,

air and the sum of ice and water (as in Tables 2 and 3).

2.5 Energy transfer and mass balance of the snowpack

In the current version of CryoGrid 3, a constant density ρsnow

is assumed for the entire snowpack, with the exception of

density modifications through refreezing rain and meltwater

(see below). A change in the snow water equivalent 1SWE

due to snowfall, sublimation, or melt (Sect. 2.3) leads to a

change in snow depth 1dsnow as

1dsnow = ρsnow /ρice1SWE. (13)

To account for the buildup and disappearance of the snow

cover, the position of the upper boundary is allowed to

change dynamically by adding or removing grid cells. The

initial temperature of a newly added grid cell is set to the air

temperature Tair.

As in soil, a thermal model based on heat conduction is

employed for the snowpack, in conjunction with a 1-D cold-

hydrology scheme for percolation of melt and rain water in

snow, following Westermann et al. (2011). However, only a

limited number of natural processes occurring in the snow-

pack are accounted for, and CryoGrid 3 is therefore not com-

parable to sophisticated snow schemes, such as SNOWPACK

Geosci. Model Dev., 9, 523–546, 2016 www.geosci-model-dev.net/9/523/2016/
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Table 2. Sediment stratigraphies of the long-term susceptibility runs, with volumetric fractions of the soil constituents and soil type for each

layer given. Layers super-saturated with ice in bold.

Depth [m] Water/ice Mineral Organic Air Natural porosity Type

Arga, no excess ground ice

0–10 0.4 0.6 0.0 0.0 0.4 sand

> 10 0.3 0.7 0.0 0.0 0.3 sand

Samoylov Island, medium excess ground-ice content

0–0.15 0.4 0.1 0.15 0.35 0.75 sand

0.15–0.9 0.65 0.3 0.05 0.0 0.65 silt

0.9–9 0.65 0.3 0.05 0.0 0.4 sand

> 9 0.3 0.7 0.0 0.0 0.3 sand

Ice complex, high excess ground-ice content

0–0.15 0.3 0.1 0.1 0.5 0.8 sand

0.15–0.55 0.7 0.25 0.05 0.0 0.7 sand

0.55–20 0.9 0.05 0.05 0.0 0.4 sand

> 20 0.3 0.7 0.0 0.0 0.3 sand

Table 3. Sediment stratigraphies of the validation runs, with volumetric fractions of the soil constituents and soil type for each layer given.

Layers super-saturated with ice in bold.

Depth [m] Water/ice Mineral Organic Air Natural porosity Type

Samoylov Island, moist polygon center

0–0.15 0.4 0.1 0.15 0.35 0.75 sand

0.15–0.9 0.65 0.3 0.05 0.0 0.65 silt

0.9–9 0.65 0.3 0.05 0.0 0.4 sand

>9 0.3 0.7 0.0 0.0 0.3 sand

Samoylov Island, thermokarst lake Sa_Lake_1 (Boike et al., 2015)

0–6 1.0 0.0 0.0 0.0 1.0 sand

6-9 0.4 0.55 0.05 0.0 0.4 sand

> 9 0.3 0.7 0.0 0.0 0.3 sand

(Bartelt and Lehning, 2002; Lehning et al., 2002a, b) or

CROCUS (Vionnet et al., 2012). In contrast to the soil do-

main, where latent heat effects are accounted for by the effec-

tive heat capacity, two state variables are required to describe

the energy content of a snow grid cell, its temperature T and

the volumetric water content θw. Similar to the soil domain,

the principal means of energy transfer within the snowpack

is conductive heat transfer. We define two auxiliary variables

T ∗ and θ∗w, which are equal to T and θw at the beginning of

each time step (see Sect. 2.6). We subsequently update T ∗

according to the heat conduction equation

csnow(z,T )
∂T ∗

∂t
−
∂

∂z

(
ksnow(z,T )

∂T ∗

∂z

)
= 0, (14)

with the snow heat capacity csnow and thermal conductivity

ksnow being functions of the snow density ρsnow as

csnow = cice

ρsnow

ρice

(15)

and (Yen, 1981)

ksnow = cice

(
ρsnow

ρwater

)1.88

. (16)

In this first step, θ∗w is unchanged. Eq. (14) allows both for

temperatures T ∗ above the melting point of ice, Tm= 0 ◦C,

and for T ∗ < Tm for non-zero water content θ∗w 6= 0. The

temperature T and water content θw of a cell are thus

adjusted according to the energy content E = csnow(T
∗
−

Tm) + Lslθ
∗
w,

(T |θw )=


(
Tm

∣∣∣∣θ∗w+ (T ∗− Tm)
csnow

Lsl

)
for E > 0(

T ∗+ θ∗w
Lsl

csnow
| 0

)
for E ≤ 0

. (17)

Hereby, E = 0 corresponds to ice (i.e., θw = 0) at tempera-

ture Tm. Since a decrease in the water content, θw < θ
∗
w, cor-

www.geosci-model-dev.net/9/523/2016/ Geosci. Model Dev., 9, 523–546, 2016
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Table 4. Model parameters assumed in all CryoGrid 3 and CryoGrid 3 Xice simulations.

Snow density ρsnow 200–250 kgm−3 Boike et al. (2013)

Albedo snow-free surface αsummer 0.2 Langer et al. (2011a)

Albedo pond/lake αlake 0.07 Burt (1954)

Albedo fresh snow αmax 0.85 ECMWF (2006)

Albedo old snow αmin 0.50 ECMWF (2006)

Time constant of snow albedo change – non-melting τα,f 0.008 day−1 ECMWF (2006)

Time constant of snow albedo change – melting τα,m 0.24 day−1 ECMWF (2006)

SW-radiation extinction coefficient in snow βSW 25 m−1 Lei et al. (2011),

Järvinen and Leppäranta (2011)

New snowfall threshold SWESF 0.0025 m ECMWF (2006)

Surface resistance snow-free surface rs 50 sm−1 Langer et al. (2011a)

Roughness length snow-free surface z0,summer 10−3 m Langer et al. (2011a)

Roughness length snow z0,winter 5×10−4 m Langer et al. (2011b)

Emissivity snow-free surface εsnow 0.97 Langer et al. (2010)

Emissivity snow εsnow 0.99 Langer et al. (2011b)

Geothermal heat flux Flb 0.05 Wm−2 Langer et al. (2013)

Thermal conductivity mineral soil fraction kmineral 3.0 Wm−1 K−1 Langer et al. (2013)

responds to refreezing of water, the ice content θi is increased

by θ∗w− θw.

The water flux at the upper boundary is given by the rain-

fall rate, which is added to the water content of the first grid

cell. If the water content in a grid cell exceeds the field ca-

pacity of the snow, θ fc
w (i.e., the maximum volumetric water

content the snow can hold) following melt or rainfall, the wa-

ter is infiltrated in the snow cover in a routing scheme similar

to the one employed in Westermann et al. (2011). Hence, a

snow grid cell with temperature T can hold the field capac-

ity, plus the amount of water required to increase its tem-

perature to Tm, i.e., θ fc
w − (T − Tm) csnow/Lsl. Excess water

is routed to the next cell, until the cell at the bottom of the

snowpack is reached, where infiltration is allowed until satu-

ration. The water then starts to pool up from bottom to top,

until it reaches the top of the snowpack, where excess water

is removed from the system as runoff. The infiltration routine

updates the water contents θw for each grid cell. In a final

step, the temperature T is recalculated by applying Eq. (17)

to account for the refreezing of the infiltrated water.

2.6 Time integration

In CryoGrid 3, only the physical process of heat conduction

and the associated surface energy balance are integrated in

time, while all other processes, such as the infiltration and

refreezing of meltwater (Sect.2.5), occur instantly at the end

of each time step in the form of a physical consistency check.

To make the code intuitive to use and modify, the simplest

possible time integration scheme is employed, first-order for-

ward Euler. Since it is neither computationally efficient nor

numerically stable, an adaptive integration time step is used,

which prevents too large a change in the internal energy of a

grid cell and thus allows a certain degree of control over the

accuracy of the solution.

As a first step, the method of lines (Schiesser, 1991) is

used to discretize the spatial derivatives in Eqs. (12) and (14).

The change of the internal energy Ei of grid cell i (i 6= 1,N )

over time is given by

∂Ei

∂t
=

1

1zi
×

(
ki−1,i(t)

T i−1(t)− T i(t)

1zi−1,i

−ki,i+1(t)
T i(t)− T i+1(t)

1zi,i+1

)
, (18)

where1zi is the thickness of the i-th grid cell, while1zi−1,i

is the spacing between and ki−1,i the thermal conductivity

assigned to the midpoint of the i−1-th and the i-th grid cells.

For the lowermost grid cell, i =N , the geothermal heat flux

is used so that

∂EN

∂t
=

1

1zN
×

(
kN−1,N (t)

TN−1(t)− TN (t)

1zN−1,N
+Flb

)
. (19)

For the uppermost grid cell, i = 1, the discretized form of

Eq. (1) is used, i.e.,

∂E1

∂t
=

1

1z1
× (Sin+ Sout+Lin+Lout+Qh

+Qe− k
1,2(t)

T 1(t)− T 2(t)

1z1,2

)
. (20)

Using the first-order forward Euler scheme to integrate

Eqs. (18)–(20) in time (as given by the first term in Eqs. 12

and 14), the temperature of the grid cell i at time t +1t is

obtained as

T i(t +1t)= T i(t)+
1t

cieff(T
i(t))

∂Ei(t)

∂t
. (21)
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The integration time step 1t is adapted so that change of the

internal energy of a grid cell between time steps does not

exceed a threshold 1Emax as

1t = (22)
1tmax for :max

(
1tmax

∂Ei

∂t

)
≤1Emax

1Emax/max

(
∂Ei

∂t

)
for :max

(
1tmax

∂Ei

∂t

)
>1Emax.

To avoid the computational costs of solving the coupled

equation system for the surface energy balance (Eqs. 1–8),

the Obukhov length L∗ of the time step t is employed so

that the friction velocity u∗ and the fluxes Qh and Qe can

be computed for the time step t +1t following Eqs. (1)–(7).

The Obukhov length is subsequently updated with the new

values of u∗,Qh, andQe of time step t+1t . While this pro-

cedure introduces numerical errors and potential instabilities,

it is adequate for short time steps 1t during which the com-

ponents of the energy balance and the associated Obukhov

lengths do not change strongly.

2.7 CryoGrid 3 Xice – a simple representation of

permafrost thaw processes in ice-rich permafrost

Excess ground-ice melt: in many permafrost landscapes,

ground layers super-saturated with ice occur, i.e., the volu-

metric ice content exceeds the porosity of the matrix mate-

rial when thawed. Such layers are stable when frozen, but be-

come unstable upon thawing, with the water from the melted

ground ice becoming mobile. If the meltwater can drain lat-

erally, e.g., in sloping terrain, this will result in subsidence

of the surface, while the water can pool up at the surface

and create a thermokarst pond in areas with poor drainage.

Either process has the potential to drastically modify the sur-

face energy balance and ground heat transfer and thus change

the trajectories of permafrost thaw considerably. CryoGrid 3

Xice facilitates modeling of such phenomena by introducing

vertical fluxes of water when a grid cell supersaturated with

ice thaws for the first time (Fig. 1). Hereby, we follow the

physically based subsidence scheme proposed by Lee et al.

(2014), but extend it further with a simple representation of

energy transfer within shallow water bodies. We emphasize

that CryoGrid 3 Xice can only account for the melting of ex-

cess ground ice, but not to its aggregation, e.g., due to long-

term sedimentation processes, growth of peat, or formation

of ice wedges, ice lens, and segregation ice.

In the following, we demonstrate the scheme for the case

of grid cells with equal spacing (Fig. 1). For each grid cell,

a so-called natural porosity θnat (e.g., Hopkins, 1949; Nicou

et al., 1993) is assigned, which is the porosity of the consol-

idated soil after excess ground ice has melted and the melt-

water has been removed. For saturated soils without excess

ground ice, the natural porosity is equal to the ice/water con-

tent θi,w. If a previously frozen grid cell with index i and

θnat < θi+θw thaws for the first time (i.e., it reaches a temper-

ature of more than 0 ◦C and all ice has melted; Fig. 1 b1/c1),

a column [m] of water of

hi→i−1
w = 1zi

(
θ iw− θ

i
nat

)
(23)

is moved upwards to grid cell i− 1. To conserve volume, a

column of mineral and organic ground material of

hi−1→i
m,o = 1zi

θ i−1
m,o

θ i−1
m + θ i−1

o

(
θ iw− θ

i
nat

)
(24)

is moved downwards from grid cell i− 1 to i, which ensures

that the porosity of grid cell i is now equal to the natural

porosity (Fig. 1b2/c2). The process is recursively repeated

from the initial grid cell upwards, i.e., the increase of wa-

ter and decrease of mineral/organic contents in grid cell i−1

will again trigger the condition θnat < θi + θw (Fig. 1b2/c2).

Hence, water is moved further upwards, while mineral and

organic contents move down. When an unsaturated layer is

reached, the air is displaced and moved upwards by the water

added to the grid cell, similar to Eq. (23). If sufficient air is

present in the soil column, repeated application of the excess

ice routine can lead to an uppermost grid cell, which con-

sists entirely of air. In this case, the grid cell is removed from

the soil domain (similar to the procedure during snowmelt,

Sect. 2.5) and the ground subsides by one grid cell. After

all soil air is removed by this mechanism, ongoing melting

of excess ice layers triggers the water to pool up at the sur-

face (i.e., the uppermost grid cell consists of 100 % water,

Fig. 1c7). If this water is removed through lateral surface

or subsurface runoff, the ground subsides (Fig. 1cS7 ), while

a thermokarst pond will form in flat landscapes where lat-

eral fluxes of water are small (Fig. 1c7). A combination of

both processes is possible in landscapes with pronounced mi-

crotopography, in that thawing ice-rich ground initially sub-

sides until it reaches the level of a surrounding wetland, after

which a thermokarst pond is formed. To simulate such ef-

fects, a water table depth can be defined in CryoGrid 3 Xice

above which all surface water is removed, followed by the

formation of a pond at the given water table depth.

When lateral water fluxes lead to ground subsidence, it is

evident that this will also change the soil moisture regime in

the active layer. However, in the absence of an explicit treat-

ment of the water balance, we cannot simulate such effects in

CryoGrid 3 Xice. For simplicity, we assume that the ground

remains fully saturated after the excess ice meltwater reaches

the surface, i.e., only surface water is removed. We assume

the surface cover to be unaffected by excess ice meltwater,

so that the parameters related to the surface energy balance,

such as the albedo α and the roughness length z0, remain un-

changed.

Energy transfer in water bodies: if water pools up and

forms a thermokarst pond, the surface energy balance and

the heat transfer in the ground are modified systematically
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Figure 1. The scheme for thawing excess ground ice for an example with saturated ground conditions and equally spaced grid cells (with

indicated fractions of ice, water and mineral): when a grid cell with excess ground ice thaws from time step t1 to t2 (a→b1), excess water

is successively moved upwards from grid cell, while the respective amounts of mineral and organics are moved downwards (b1→b6).

Following repeated thawing of excess ice grid cells, the uppermost grid cell consists entirely of water (c7) and an initial pond has formed. In

case of the subsidence scenario, such grid cells are removed (cS
8

) and the ground surface is lowered.

(Boike et al., 2015). If the uppermost grid cell consists en-

tirely of water, we therefore reduce the surface albedo and set

the surface resistance to evapotranspiration to zero. Shallow

water bodies such as thermokarst ponds and lakes are gener-

ally well mixed during summer (Boike et al., 2015), which

strongly increases the energy transfer from the surface to the

bottom of the water body. We phenomenologically simulate

this process by assigning a uniform temperature to all un-

frozen water layers when the uppermost grid cell is unfrozen.

In a first step, the temperatures of all grid cells are advanced

to the next time step by the normal heat transfer scheme of

CryoGrid 3. Second, the weighted average of their tempera-

tures is assigned to all unfrozen water grid cells, thus achiev-

ing a uniform profile while conserving the internal energy

within the water column. When the surface freezes, a stable

stratification forms in the water column, which significantly

reduces the heat transfer (Boike et al., 2015). If the upper-

most grid cell is frozen, the normal heat transfer scheme of

CryoGrid 3 is employed without modifications (i.e., without

applying any mixing), which assigns the relatively low ther-

mal conductivity of immobile water (0.57 Wm−1 K−1) to all

water layers. In the model, melting of the winter ice cover in

spring occurs from top to bottom, i.e., the ice does not float

to the surface as observed in nature. However, since the mix-

ing is applied to all unfrozen grid cells above and below the

remaining ice layer, heat is transferred to the bottom of the

ice layer and leads to a rapid melting from both sides.

In essence, the normal heat conduction scheme of Cryo-

Grid 3 is left unchanged for water bodies, with the only mod-

ification being the mixing of water temperatures for summer

conditions. While this simple scheme can account for the

strong asymmetry of the heat transfer into the water body be-

tween winter and summer, it excludes potentially important

processes such as radiative heat transfer and buoyancy-driven

thermal stratifications in the water column. In Sect. 5.1, the

scheme is validated against in situ measurements of lake bot-

tom temperatures from Boike et al. (2015).

3 Study area

3.1 The Lena River delta

At its mouth in the Laptev Sea, the Lena River forms one of

the largest deltas in the Arctic, covering around 25 000 km2.

Continuous cold permafrost with a mean annual near-surface

ground temperature on the order of −10 ◦C underlies the

Lena Delta to about 400–600 m below the surface (Yershov

et al., 1991). The landscape has been shaped by the river

through erosion and sedimentation (Fedorova et al., 2015),

but also permafrost-related thermokarst processes, which

have created a large number of water bodies. Within the mod-

ern delta, three main geomorphological units can be distin-

guished according to their late Quaternary genesis, which has

led to distinctly different subsurface (cryo-)stratigraphies.

The first river terrace, which covers large parts of the

eastern and central delta, is shaped by Holocene river ero-

sion and sedimentation processes. The sediment mainly con-

sists of silty sands, while organic matter has accumulated

in thick peat layers (Schwamborn et al., 2002), which fea-

ture volumetric organic contents of 5–10 % and mineral con-

tents of 20–40 % (Kutzbach et al., 2004; Zubrzycki et al.,

2012). Such sediments are in general super-saturated with

ground ice, with average volumetric ice contents reaching

60–80 % and massive ice wedges extending up to 9 m deep in

the ground (Grigoriev et al., 1996; Schwamborn et al., 2002;

Langer et al., 2013).
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The second river terrace in the NW part of the delta was

created in a continental setting before and during the transi-

tion to the Holocene when the sea level was lower and the

gradient of the Lena River steeper than today. It therefore

features coarse-grained sandy deposits, which are character-

ized by low ground ice and organic contents (Schwamborn

et al., 2002). Near the surface, an organic upper horizon is

often lacking and about 50 % of the area is free of vegetation

(Rachold and Grigoriev, 1999; Ulrich et al., 2009; Schneider

et al., 2009). The second terrace is often referred to as Arga

complex, after Arga Island in the NW part of the delta.

The third river terrace is the oldest geomorphological unit

of the Lena Delta, shaped by the extremely cold climate

of the last glacial period when the area was not glaciated.

Often referred to as ice complex or Yedoma, the ground

in the third terrace is extremely rich in ground ice and or-

ganic matter, which has not been eroded by the Lena River

in the Holocene (Grigoriev, 1993; Zubrzycki et al., 2012).

Massive ice wedges reach depths of 20–25 m (Schirrmeister

et al., 2003; Grigoriev, 1993; Schwamborn et al., 2002) and

in many parts, the ground ice can reach volumetric contents

of 90 % (Schirrmeister et al., 2011). The upper soil horizon

features a thick organic layer.

The three geomorphological units offer the opportunity to

conduct a sensitivity study along a strong gradient of ground-

ice contents, with little to no excess ground ice in the second

terrace, while the first and third terrace feature medium and

high excess ground-ice contents, respectively.

3.2 The Samoylov permafrost observatory

Samoylov Island (72◦22′ N, 126◦28′ E) with its Russian–

German research station has been in the focus of intense sci-

entific investigations for more than 2 decades, with focus on

energy and carbon cycling (Abnizova et al., 2012; Kutzbach

et al., 2004, 2007; Sachs et al., 2008, 2010; Wille et al., 2008;

Zhang et al., 2012), the characteristics of microbial com-

munities (Wagner et al., 2007, 2009), validation of remote

sensing products (Langer et al., 2010), and ESM develop-

ment (e.g., Ekici et al., 2014; Yi et al., 2014; Chadburn et al.,

2015). The island is located in the south-central part of the

Lena River delta in the first terrace within one of the main

river channels (Sect. 3.1).

Samoylov Island provides the unique opportunity to force

CryoGrid 3 with a long-term in situ record, while at the same

time providing comprehensive high-quality observations for

validation. An automatic weather station (AWS) has been op-

erational since 1998 (Boike et al., 2008), measuring air tem-

perature, net radiation, humidity, and wind speed at hourly

intervals. Since 2009, all components of the radiation bal-

ance are measured, i.e., incoming and outgoing short and

long-wave radiation. Eddy covariance measurements of sen-

sible and latent heat fluxes have been ongoing since 2007 in

close proximity of the AWS (Langer et al., 2011a, b), and

gaps in the time series of the climate station have, when pos-

sible, been filled with data from the eddy covariance stations.

Furthermore, records of temporary climate stations operated

in different time periods on Samoylov Island have been used

to fill gaps in the AWS record (for details, see Boike et al.,

2013).

The spatial distribution and the onset and termination of

the snow cover were recorded with an automated camera.

Systematic measurements of thaw depth have been con-

ducted since 2002 on a 150 point grid, using a steel rod

pushed vertically into the soil to the depth at which ice-

bonded soil provides firm resistance. The grid points on the

polygonal tundra include land surfaces classified as dry and

wet tundra and overgrown water (Fig. 12 in Boike et al.,

2013). The maximum thaw depth at the end of the summer

shows a large interannual variability, with an overall increase

of thaw depths since the start of the measurements in 2002.

Active layer temperatures were measured since 2002 in three

profiles installed across the low centered ice wedge polygon

in the center, rim, and slope (the area with a very small topo-

graphic gradient between center and rim). The temperatures

were recorded using thermistors (107, Campbell Scientific

Ltd.), which are calibrated at 0 ◦C so that the absolute error

was less than 0.1 ◦C over the temperature range±30 ◦C. The

temperature data used for validation of CryoGrid 3 are from

the deepest sensor at 0.40 m depth below surface in the center

of the polygon, which is always water-saturated and mostly

comprised of peat. Additional detailed information concern-

ing the climate, permafrost, land cover, vegetation, and soil

characteristics on Samoylov Island can be found in Boike

et al. (2013).

4 CryoGrid 3 runs for the Lena River delta

To evaluate the performance of CryoGrid 3 and demonstrate

the excess ice scheme, two model runs were performed: val-

idation runs for the period 1979–2014 were forced by mea-

sured data from the Samoylov AWS and downscaled ERA-

Interim reanalysis data to benchmark the model performance.

To assess the potential impact of excess ground ice on the

trajectories of permafrost thaw, long-term thaw susceptibility

runs from 1901 to 2100 were conducted based on reanalysis

data and climate model output.

A first validation run is conducted for a subsurface stratig-

raphy typical for Samoylov Island on the first river terrace

so that it can be compared to in situ observations. Since

the assumed snow density has a pronounced influence on

ground temperatures (see also Langer et al., 2013), we con-

duct two runs each for confining values of 200 kgm−3 and

250 kgm−3, the range obtained from in situ measurements

(Boike et al., 2013). An additional run is conducted to bench-

mark the performance of the simple water body scheme

(Sect. 2.7) against measurements of lake bottom tempera-

tures on Samoylov Island (Boike et al., 2015). The model

setup is unchanged for this lake validation run, but the sub-
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surface stratigraphy of a well-developed thermokarst lake is

applied.

The long-term thaw susceptibility runs investigate the in-

fluence of cryostratigraphy on thaw trajectories, using the

three geomorphological units in the Lena Delta to perform a

sensitivity analysis guided by real-world conditions. Hereby,

two scenarios for future warming (RCP 4.5 and 8.5; see

below) and two scenarios for ground drainage are consid-

ered: in the subsidence scenario, excess water pooling at

the surface is completely removed (corresponding to good

drainage), while no water is removed for the thermokarst

scenario so that a pond forms following thawing of excess

ground ice (corresponding to poor drainage). For these runs,

a snow density of 225kgm−3 is employed.

4.1 Surface, snow, and ground properties

Subsurface properties: to investigate the effect of different

(excess) ground-ice contents in the long-term thaw suscep-

tibility runs, a typical stratigraphy is compiled for each of

the three river terraces, oriented at available observations

(Sect. 3.2). In the following, these are referred to as Samoylov

(first terrace), Arga (second terrace), and ice complex (third

terrace) stratigraphy.

The three stratigraphies are documented in Table 2. We

assume that the terraces differ in their near-surface compo-

sition whereas in greater depth (> 20 m) the ground is as-

sumed uniform with sandy sediments lacking excess ground

ice (Schirrmeister et al., 2011; Schwamborn et al., 2002).

For Arga, sandy mineral soil saturated with ice/water (but

without excess ground ice) is assumed close to the surface,

corresponding to the lack of an upper organic horizon and

the general sparsity of vegetation (Sect. 3.1). For Samoylov,

we assign a typical stratigraphy for a medium wet polygon

center, in which soil temperature measurements employed

for validation are conducted (Sect. 3.2). On top, a medium

dry upper organic layer is assumed, followed by a saturated

layer with a high water/ice content which extends to a depth

of 0.9 m, well below the modeled and measured active layer

thicknesses in 2010–2015 (Sect. 5). In this layer, we assume

that the soil matrix structure of mineral and organic material

can support the high soil porosity, so that thawing of ground

ice does not lead to vertical or lateral water movement (nat-

ural porosity is equal to the true porosity, Table 2). This is

changed in the layer below, extending to 9 m, a typical depth

of ice wedges (Sect. 3.1), in which we assume the soil matrix

can only support a porosity of 40 %, so that the excess water

becomes mobile upon thawing. The ice complex stratigra-

phy is similar to Samoylov, but features a drier upper organic

layer followed by a saturated layer with high porosity which

can yet be supported by the soil matrix. The super-saturated

layer below features very high ice contents and extends to a

typical depth of ice wedges in the third terrace (Sect. 3.1). For

the Samoylov and ice complex stratigraphies, the depth be-

low, which excess ground ice is assumed, has been adjusted

so that it is below the modeled maximum thaw depth for the

years 1901–present (Sect. 5) and thermokarst or subsidence

do not occur before present-day.

For the validation runs (Table 3), we employ the Samoylov

stratigraphy as described above, as well as an estimated

stratigraphy for the thermokarst lake Sa_Lake_1 (Boike

et al., 2015) on Samoylov Island. For the latter, we prescribe

the true water depth of 6 m (Table 3), slightly deeper than

the thermokarst lake that would form after the melting of

all the excess ground ice in the Samoylov stratigraphy (ap-

prox. 3.75 m depth). Furthermore, we assume that layers of

excess ground ice are no longer present under the lake so that

the lake depth remains constant over time.

As far as possible, surface properties derived from mea-

surements on Samoylov Island are employed (Table 4), as

published in Langer et al. (2011a, b) and Boike et al. (2013).

In addition, the maximum snow depth in CryoGrid 3 is re-

stricted to 0.45 m, the approximate height of the polygon

rims above the centers. Snow depth observations of Boike

et al. (2013) show that the maximum snow height in polygon

centers rarely exceeds this values, since further snowfall is

largely blown away by consistently strong winds.

4.2 Model forcing data

Validation run: the forcing data for the validation run are

based on the available in situ record of incoming shortwave

and long-wave radiation Sin and Lin, air temperature Tair,

absolute humidity q (computed from relative humidity, RH;

Appendix B) and wind speed u from the AWS on Samoylov

Island. To fill remaining gaps in the measurement time series

and to generate a record for model spin-up prior to the mea-

surement period, surface fields of the ERA-Interim reanaly-

sis (Simmons et al., 2007; Dee et al., 2011) were statistically

downscaled for Samoylov Island. For each day of the year,

a linear regression was fitted between the ERA-Interim vari-

able and the available measurements for a period of 1 month

around the respective date. Using the regression results for

each day of year (if a measurement was not available), a time

series from 1 June, 1979, to 31 December, 2014, was com-

piled for the abovementioned variables. The rates of snowfall

were used directly from the reanalysis, since reliable mea-

surements are lacking. However, the snow depth is limited

to the approximate height of the polygons (Sect. 4.1), which

ensures realistic maximum annual snow depths independent

of the snowfall rates. The largest uncertainties can hence be

expected during the buildup phase of the snow cover, before

the threshold height is reached.

CryoGrid 3 was initialized to steady-state conditions of the

forcing for the first 10 model years by re-running the model

with the 1979–1989 forcing until the change of temperatures

in the uppermost 100 m was less than 0.05 ◦C between subse-

quent 10-year runs. The first initial condition was determined

as described in Westermann et al. (2013).
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Long-term thaw susceptibility run: in order to force

the model from 1901 to 2100 with a consistent data set,

model-derived forcing data building on an anomaly ap-

proach were employed which were subsequently down-

scaled for Samoylov Island similar to the validation run.

Past and present-day forcing data were taken from the

CRU-NCEP data set (http://dods.extra.cea.fr/data/p529viov/

cruncep/), which combines high-frequency variability from

the National Centers for Environmental Prediction/National

Center for Atmospheric Research reanalysis (Kalnay et al.,

1996) with the monthly mean climatologies from the Cli-

matic Research Unit temperature and precipitation data sets

(Harris et al., 2014). The meteorological forcing for future

climate change experiments was constructed following the

Representative Concentration Pathway (RCP) 4.5 and 8.5 cli-

mate change projections obtained with the CCSM4 coupled

climate model (Meehl et al., 2012). Monthly climate anoma-

lies (for the meteorological state variables: air temperature,

specific humidity, surface pressure, and wind speed) and

scale factors (for the meteorological flux variables: precip-

itation, incoming shortwave and long-wave radiation) were

extracted from the “Permafrost Carbon RCN forcing data”

(ESFG, 2015). The high-frequency variability in the future

meteorological forcing was obtained by looping over the

1996–2005 CRU-NCEP forcing data. The base climatolog-

ical period, which is used to calculate the monthly anoma-

lies/scale factors, is also 1996–2015. These forcing data were

also used in Koven et al. (2015) and in an ongoing interna-

tional intercomparison exercise within the framework of the

Permafrost Carbon Network (http://www.permafrostcarbon.

org/;workinprogress).

As for the validation run, the data from the closest model

grid cell were downscaled for Samoylov Island using the in

situ record from the AWS. Since the match with the mea-

sured data was significantly worse compared to the ERA-

Interim reanalysis (in particular for the CCSM4 data, but

also for CRU-NCEP), the entire data set for the overlap peri-

ods 2010–2012 for CRU-NCEP and 2012–2014 for CCSM4

was used to determine a linear regression for Lin, Tair, and

q. For the incoming shortwave radiation Sin, which follows

a defined diurnal pattern, the procedure was conducted sep-

arately for each of the time step 00:00, 06:00, 12:00, and

18:00. Values with Sin = 0 were excluded from the regres-

sion. Downscaling of wind speeds was challenging, since

there was no statistically significant correlation to measured

data. Therefore, the distribution of wind speeds from CRU-

NCEP/CCSM4 was scaled to fit the distribution obtained

from the in situ record. For this purpose, the wind speeds

were sorted in ascending order in bins containing 20 % of

the available data each. The CRU-NCEP/CCSM4 data were

then scaled linearly so that the average wind speed of each

bin matched the average wind speed of the in situ data in the

respective bin. As for the validation run, the snowfall data

from CRU-NCEP/CCSM4 were used without modification,

but as in the validation run, the maximum height of the snow

Figure 2. Modeled vs. measured daily average surface tempera-

tures for in total 2066 days between 2002 and 2009. The measured

surface temperatures are obtained from measurements of outgoing

long-wave radiation at the Samoylov climate station (Langer et al.,

2011a, b; Boike et al., 2013). The black line represents the 1:1 line.

cover is limited to the approximate height of the polgon rims.

The model initialization procedure was identical to the vali-

dation run.

5 Model results

5.1 Comparison to in situ data for Samoylov Island

Polygon center stratigraphy: the model results of the val-

idation run for the polygon center stratigraphy (Table 3)

are compared to published in situ measurements of the sur-

face energy balance and the ground thermal regime from

Samoylov Island (Langer et al., 2011a, b; Boike et al., 2013).

For the purpose of ground thermal modeling, CryoGrid 3 can

reproduce measured surface temperatures very well, except

for a slight cold-bias for temperatures colder than −30 ◦C

(Fig. 2). The spread of the data points around the 1 : 1 line

could to some extent be explained by small temporal offsets

between the real measured data and the ERA-Interim reanal-

ysis upon which part of forcing data are based (Sect. 4.2).

Furthermore, the Bowen ratio (Qh/Qe) during the summer

months agrees well with published values from Langer et al.

(2011a), who found average values of 0.35 for 2007 and 0.50

for 2008. The modeled values for the corresponding periods

are 0.3 and 0.55, respectively, independent of the assumed

snow density. Fig. 3 displays a comparison of the absolute

flux values for a summer and winter period. CryoGrid 3 is

very well capable of reproducing the observed energy parti-
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Figure 3. Modeled and measured average surface energy balance

for (a) the summer period 7 Jun to 30 Aug 2008 and (b) the winter

period 1 December 2007 to 30 Jan 2008, as documented in Langer

et al. (2011a, b). Shown are the net radiation (Qnet), sensible, latent,

and ground heat flux (Qh, Qe, Qg), and the residual of the surface

energy balance C (0 in the model). The modeled fluxes are taken

from the validation run with low snow density (200 kgm−3), the

values for the high snow density agree within 2 Wm−2. The mea-

sured fluxes correspond to Fig. 9 in Langer et al. (2011b).

tioning at the surface, although the modeled values in win-

ter are slightly smaller in magnitude. The satisfactory agree-

ment of surface energy balance and surface temperatures in-

dicates that CryoGrid 3 can consistently reproduce the land–

atmosphere interactions on Samoylov Island, despite the sim-

ple treatment of summer evapotranspiration with a constant

value for the surface resistance against evapotranspiration rs.

Boike et al. (2013) provide snow start and end dates, as de-

termined visually from images taken by an automatic camera

system. A comparison to the corresponding dates modeled in

CryoGrid 3 is not entirely straight-forward particularly for

Figure 4. Modeled and measured ground temperatures at a depth

of 0.4 m at a wet polygon center on Samoylov Island (Boike et al.,

2013). The blue area depicts the spread between model runs with

snow densities of 200 and 250 kgm−3.

the snowmelt, since the dates obtained from the camera im-

ages represent spatial averages, while the model calculates

the snowmelt for only a single realization of snow depth.

On the average of the years 2001–2010, CryoGrid 3 cap-

tures the start and the end of the snow season quite well:

the measured and modeled onset date of the snow cover de-

viate by +3.8± 19.2 days, while the snow end dates differ

by +1.7± 12.2 days. However, the large standard deviations

are evidence of significant deviations in some years, which

can amount to up to 2 weeks for the snowmelt and more than

1 month for the onset of the snow cover. The latter is com-

pletely determined by the forcing data of snowfall (which are

obtained from the reanalysis), so that the bias is explained by

shortcomings in distinguishing snow- and rainfall in the re-

analysis in fall. Significant biases in the snowmelt date can be

explained by two reasons: first, the modeled maximum snow

depth may be biased due to an erroneous amount of snow-

fall (which is again determined from the reanalysis). Second,

the melting of the snow cover usually occurs in episodes,

which are interrupted by cold periods, during which the melt-

ing ceases or even new snow falls. Even a small bias in the

melt rates can therefore cause a considerable deviation in the

termination of the snowmelt, for instance when the snow in

the model erroneously persists until the beginning of a cold

spell and only melts in the next warm period.

CryoGrid 3 results of the validation run are further com-

pared to measurements of ground temperatures and thaw

depths, with a particular focus on the annual dynamics and

interannual differences. Fig. 4 displays the comparison of

modeled ground temperatures at a depth of 0.4 m in a wet

polygon center. In most years, the simulations can success-

fully reproduce the annual temperature range of about 20 to

25 ◦C, while the length of the zero curtain, when ground tem-

peratures are confined to 0 ◦C, is in some years underesti-

mated by up to 1 week. While the reason for this is not en-

tirely clear, we note that the uncertainty of the snow-forcing
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Figure 5. Modeled and measured thaw depths on Samoylov Island.

The measurements correspond to the average of 150 locations on

Samoylov Island (Boike et al., 2013). The average standard devia-

tion of the measurements (i.e., the spatial variability of thaw depths)

is 0.06 m. The blue area depicts the spread between model runs with

snow densities of 200 and 250 kgm−3.

data is largest during the onset and buildup of the annual

snow cover (Sect. 4.2), which could at least partly explain

biases of modeled ground temperatures during fall freezing.

An example is the abnormally early end of the zero curtain in

fall 2010 in the modeled active layer temperatures (Fig. 4),

which coincides with a modeled onset of the snow cover 27

days later than observed by Boike et al. (2013).

In the majority of the considered years, CryoGrid 3 re-

sults successfully capture both the absolute values of thaw

depths and the timing of the thaw progression (Fig. 5). With

the exception of the year 2002, the agreement between mea-

surements and model results is excellent, and even small in-

terannual variations on the order of a 5 cm are reproduced

(e.g., 2012 vs. 2014). There is no significant difference in

modeled thaw depths between model runs for different snow

densities, which is in agreement with a study of model sen-

sitivity for Samoylov Island (Langer et al., 2013). We em-

phasize that the average of 150 point measurements of thaw

depth displayed in Fig. 5 masks considerable spatial vari-

ability (average standard deviation of 0.06 m) due to variable

ground and surface properties.

We conclude that the good agreement between the mod-

eled and measured ground thermal regime can be linked to

the surface energy balance, surface temperatures, and the

snow dynamics, all of which are adequately reproduced in

the model.

Thermokarst lake stratigraphy: for the thermal regime and

the melting of excess ground-ice layers below water bod-

ies, the temperature at the lake bottom is a crucial variable.

For validation of the simple water body scheme (Sect. 2.7),

we compare the 3-year in situ record of bottom tempera-

tures from the 6 m deep Sa_Lake_1 on Samoylov Island pre-

sented in Boike et al. (2015) to lake bottom temperatures

modeled with CryoGrid Xice (see Sect. 4.1 for details). Fig-

ure 6 presents clear evidence that the model can reproduce

the main features of the annual temperature regime, in partic-

Figure 6. Modeled and measured temperature at the bottom of a

6 m deep thermokarst lake on Samoylov Island for the years 2009

to 2012. The measurements are described in detail in Boike et al.

(2015), the model results are derived from validation runs for a lake

stratigraphy with snow densities of 200 kgm−3 and of 250 kgm−3

(see Sect. 5.1).

ular the strong asymmetry between winter and summer tem-

peratures. The model can furthermore reproduce the charac-

teristic spike-like dip in temperatures visible in the measure-

ments each fall: at this time, the surface is not frozen yet and

persistent well-mixed conditions lead to a cooling of the en-

tire water column towards 0 ◦C. When the surface freezes,

the heat transfer in the water column switches to compar-

atively inefficient conductive heat transfer, so that the heat

loss towards the surface is strongly reduced. The lake bottom

is then warmed by the heat stored in the sediments below, be-

fore it slowly cools again in the course of winter. During this

time, CryoGrid 3 Xice slightly underestimates the measured

temperatures, most likely because the energy transfer from

the lake sediment is underestimated. During ice break-up in

spring, CryoGrid 3 Xice shows a bottom cooling to 0 ◦C,

which is not observed in the measurements, but the timing

of the subsequent strong warming at the beginning of sum-

mer is once again captured by the model.

While the model slightly underestimates the true an-

nual average temperatures, the comparison to measured lake

bottom temperatures suggests that the simple water body

scheme of CryoGrid 3 Xice can in general reproduce the ther-

mal regime at the bottom of Sa_Lake_1. We conclude that

minor modifications of the model physics (namely the mix-

ing of temperatures in the water column during summer) and

changes to model parameters (e.g., the albedo) facilitate re-

producing the thermal regime both in cold permafrost ground

(Fig. 4, mean annual temperature about −9 ◦C) and at the

bottom of a thermokarst lake (Fig. 6, mean annual tempera-

ture about +3.5 ◦C).
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Figure 7. Annual freeze–thaw state for three different cryostratigraphies (top to bottom: Arga, Samoylov, ice complex) and the drainage

scenarios subsidence (left) and thermokarst (right), as simulated by CryoGrid 3 Xice forced by CRU-NCEP/CCSM4 and the moderate future

warming scenario RCP 4.5.

5.2 Long-term thaw susceptibility runs with CryoGrid

3 Xice

The CRU-NCEP/CCSM4 data set facilitates simulations of

the ground thermal state over a period of 200 years from

1901 to 2100 for different future warming scenarios. Since

these forcing data are derived from a coupled climate model,

they feature considerable biases for some forcing variables,

although partly corrected as described in Sect. 4.2. There-

fore, the ground thermal regime modeled for Samoylov Is-

land deviates to a certain extent from the observations. Using

the stratigraphy for Samoylov Island (Table 2), the modeled

maximum thaw depths for the period 2002–2014 is on av-

erage 0.66 m, approximately 0.1 m more than for the more

realistic forcing of the validation run (Fig. 5).

The stratigraphy of the ground has a pronounced influence

in particular on the thaw depth: for the ice complex stratig-

raphy, a significantly lower average maximum thaw depth of

0.43 m was obtained, which is a result of the higher ice/water

contents underneath the insulating unsaturated top layer (Ta-

ble 2). For the mineral soils of the Arga stratigraphy, a much

deeper active layer with maximum thaw depth of on aver-

age 1.29 m was modeled. While systematic measurements

of thaw depths are lacking for these two geomorphological

units, the modeled values are in general agreement with the

few existing observations: on the ice complex on Kurunghak

Island approx. 10 km SW of Samoylov Island, thaw depths

have been determined to be 0.2–0.3 m in August, 2013,

which is significantly shallower than at the same time in

the first terrace on Samoylov Island (Fig. 5). For the second

terrace, a point observation on Arga Island (73◦29′39.2′′ N,

124◦22′33.1′′ E) about 150 km NW of Samoylov Island from

11 August, 2010, yielded a thaw depth of just below 1 m,

almost double compared to Samoylov Island on the first ter-

race. We emphasize that all CryoGrid 3 model runs are based

on the forcing data set downscaled for Samoylov Island, so

that the results cannot be strictly compared to observations on

the second and third terrace. However, the differences in both

modeled and measured thaw depths between the three geo-

morphological units are systematic and significantly larger

than the interannual variability on Samoylov Island, which

suggests that CryoGrid 3 can reproduce existing patterns of

thaw depths for the three geomorphological units in the Lena

Delta.

Figures 7 and 8 display the long-term evolution of the an-

nual freeze–thaw state for the three different stratigraphies
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Figure 8. Annual freeze–thaw state for three different cryostratigraphies (top to bottom: Arga, Samoylov, ice complex) and the drainage

scenarios subsidence (left) and thermokarst (right), as simulated by CryoGrid 3 Xice forced by CRU-NCEP/CCSM4 and the future warming

scenario RCP 8.5.

and two future GHG emission scenarios. An important fea-

ture common to all is that stable permafrost is modeled for

a period of more than a century, with the active layer un-

dergoing annual freeze–thaw cycles on top of frozen ground.

For the Arga stratigraphy lacking excess ground ice, neither

ground subsidence nor thermokarst can occur and the sim-

ulations yield identical results for the two cases. For RCP

4.5, permafrost is thermally stable until 2100, with a gradual

increase of maximum thaw depth and a ground warming in

10 m depth of around 5 ◦C (Fig. 9). For RCP 8.5, the warm-

ing of the ground accelerates after 2050, which results in the

formation of a talik towards the end of the model period,

with temperatures at 10 m depth approaching 0 ◦C. This re-

markable ground warming can be linked to a strong increase

of incoming long-wave radiation and air temperatures in the

CCSM4 data, in particular in fall and early winter. With air

temperatures increasing by about 1 ◦C decade−1 for RCP 8.5,

permafrost (which features modeled 10 m temperatures be-

tween −8 and −5 ◦C in 2010) is no longer thermally stable

in 2100. The ground warming is amplified by a particularly

pronounced temperature increase in fall and early winter, be-

fore the annual snow cover has reached its full thickness and

thus insulating effect. In the month of November, the warm-

ing is almost twice compared to the annual average, with av-

erage temperatures increasing by approximately 15 ◦C from

2010 and 2100, which leads to delayed freezing of the active

layer and eventually the formation of a talik.

If layers with excess ground ice are present, the modi-

fications of the model physics implemented in CryoGrid 3

Xice become relevant, as soon as the maximum thaw ex-

tends into these layers. For the Samoylov stratigraphy, this is

the case around 2060, while thawing of ground layers super-

saturated with ice occurs considerably earlier for ice com-

plex. Note that for ice complex the effect occurs a few years

earlier in the RCP 4.5 scenario as summer temperatures are

slightly warmer than in RCP 8.5 in the 2020s in the applied

model forcing data. For the subsidence scenario and RCP

4.5 (Fig. 7), the ground subsides on the order of 1 m in less

than 10 years, but subsequently stabilizes since the substan-

tial fractions of mineral and organic material in the ground

layers super-saturated with ground ice (Table 2) consolidate

and thus form a thicker buffer over the ice-rich layers, so that

the annual ground thawing does not reach into the zone with

excess ground ice any more. For the ice complex stratigra-

phy, on the other hand, ground subsidence continues at a re-

duced rate after the strong initial thaw, since the formation
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Figure 9. Annual average temperatures at 10 m below the ground

surface (i.e., the actual ground surface in case of subsidence) for the

years 1901–2100; two future warming scenarios and three different

(cryo-)stratigraphies of the ground.

of the buffer layer is slower than the increase in annual thaw

depths due to the low contents of mineral and organic ma-

terial in the excess ice layers. For the future warming sce-

nario RCP 8.5 (Fig. 8), the ground warming is strong enough

that a talik can form within the buffer layer at the end of

the simulation period for the Samoylov stratigraphy. For ice

complex, however, the simulations do not display talik for-

mation until 2100, despite of a significant increase in thaw

depths. The energy input to the ground, which for the Arga

and Samoylov stratigraphies leads to talik formation, is to a

large extent absorbed by thawing of ice-rich ground in rela-

tive proximity to the surface. This process, on the other hand,

leads to a drastic subsidence of more than 5 m, accompanied

by a warming of mean annual ground temperatures in the per-

manently frozen ground layers to close to 0 ◦C. For the sub-

sidence scenario, ground temperatures at 10 m depth below

the subsided surface remain below 0 ◦C in all four cases. We

conclude that hydrological conditions leading to drainage of

meltwater from excess ground ice delay or even prevent the

onset of talik formation compared to a ground stratigraphy

without excess ground ice.

For the thermokarst scenario, CryoGrid 3 Xice delivers

entirely different trajectories of permafrost thaw. As a con-

sequence of thawing of ground layers with excess ice, a

thermokarst pond forms, which rapidly reaches a depth of

1 m or more. As observed in nature (Boike et al., 2012), the

pond initially freezes to its bottom each winter for a cer-

tain period in the RCP 4.5 scenario (Fig. 7). Upon further

warming, the pond does not freeze to its bottom anymore,

and a talik forms at the bottom of the pond and the under-

lying sediment layer. The maximum modeled thickness of

the winter ice layer on the pond is on the order of 1–2 m,

which is in qualitative agreement with maximum ice thick-

nesses of around 2 m observed for current climate conditions

on thermokarst lakes in Samoylov Island (Boike et al., 2012,

2015). For the Samoylov stratigraphy, a significantly shal-

lower pond forms compared to the ice complex stratigraphy,

but the thickness of the unfrozen sediments underneath the

pond is larger due to higher mineral and organic contents in

the excess ground-ice layers. For RCP 8.5 and Samoylov, the

entire excess ice layer extending to a depth of 9 m is thawed

by around 2090, so that the lake depth does not increase fur-

ther. For ice complex the excess ice layers extend deeper and

the thermokarst lake continues to deepen until the end of the

simulation period, with a final depth of around 10 m. Follow-

ing the initial development of a pond, ground temperatures at

10 m depth rapidly increase (Fig. 9) and eventually become

positive, except for the Samoylov stratigraphy and RCP4.5.

The model results suggest that hydrological conditions

preventing the drainage of meltwater from excess ground

ice lead to the formation of thermokarst ponds and finally

talik development even for the moderate RCP 4.5 scenario.

Compared to the Arga stratigraphy without layers with ex-

cess ground ice, permafrost thaw is considerably accelerated

and taliks occur earlier and expand more rapidly in deeper

ground layers.

6 Discussion and outlook

6.1 CryoGrid 3 – an experimental platform for

permafrost process parameterizations

The structure of CryoGrid 3 is designed to be similar to ESM

land-surface schemes, so that algorithms and process param-

eterizations can easily be transferred. While an adaptive time

step is employed in the time integration procedure (Sect. 2.6),

constant time steps as typical in large-scale modeling ap-

proaches are feasible, but the numerical stability cannot be

guaranteed with the simple forward Euler scheme in this

case. Nevertheless, this choice guarantees maximum simplic-

ity and readability of the CryoGrid 3 code, so that the model

can be easily modified to test the effect of adding different

process parameterizations to the basis module. As such, the

goal of CryoGrid 3 is different from existing land-surface

schemes, such as GEOtop (Endrizzi et al., 2014), COUP
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(Jansson and Karlberg, 2004) or SURFEX (Masson et al.,

2013), which are aimed at users running the models with a

predefined set of model options, largely without modifying

the program code itself. In contrast, CryoGrid 3 is optimized

to encourage users with the necessary programming skills to

modify and extend the program code, thus providing an open

platform to explore the effect of different process parameter-

izations on model results.

In this study, CryoGrid 3 has been applied to cold, contin-

uous permafrost in Siberia. While the satisfactory agreement

of model results and in situ observations is encouraging, it

is likely that the model performance would be less satisfac-

tory for some environmental conditions encountered in per-

mafrost areas. We see three major shortcomings of the cur-

rent version of CryoGrid 3, which should be addressed prior

to application in a wider range of permafrost environments:

1. Snow physics: CryoGrid 3 employs a constant density

for freshly fallen snow and does not account for snow

microstructural processes leading to changes of density

and thermal properties. While this simple scheme seems

adequate for the conditions on Samoylov Island with

relatively low snow depths and spread of snow densi-

ties (Boike et al., 2013), a more sophisticated treatment

of snow processes is warranted if CryoGrid 3 shall be

applied, e.g., to mountain environments characterized

by a much higher snow cover. Specifically, advanced

snowpack models developed for avalanche forecasting,

such as CROCUS (Vionnet et al., 2012) or SNOW-

PACK (Bartelt and Lehning, 2002), could significantly

improve the capacity of CryoGrid 3 to simulate the

ground thermal regime, and more flexible, modular ap-

proaches like the Factorial Snowpack Model (Essery,

2015) could also be incorporated.

2. Vegetation cover: while CryoGrid 3 can successfully re-

produce energy transfer and ground thermal regime in

the low-vegetated study area in NE Siberia, it is unlikely

that it can account for the near-surface energy transfer in

areas with higher vegetation, in particular forests. Many

existing schemes simply add a vegetation/canopy layer

with defined exchange coefficients for the fluxes of mass

and energy on top of the existing soil grid, which is fea-

sible in various levels of complexity (e.g., Zhang et al.,

2003; ECMWF, 2006).

3. Water balance: in the study area, seasonal changes of

the water level are generally low, in agreement with es-

timates of the summer water balance showing that evap-

otranspiration on average more or less balances precip-

itation (Boike et al., 2013). In many permafrost sys-

tems; however, seasonal changes in soil moisture play

a pronounced role for energy transfer in the ground

(e.g., Hollesen et al., 2011). While other land-surface

schemes dedicated to modeling permafrost tempera-

tures, such as GEOtop (Endrizzi et al., 2014), explicitly

account for the dynamics of soil water transport by solv-

ing Richard’s equation, a more simple bucket approach

(e.g., Budyko, 1961, 1974; Zaitarian, 1992) may be suf-

ficient in permafrost regions.

6.2 Comparison to field and model studies on ground

subsidence

The CryoGrid 3 Xice scheme provides a simple way of incor-

porating ground subsidence and thermokarst in ESM land-

surface schemes. With respect to ground subsidence, it is to

a large degree similar to the ground subsidence scheme CLM

EXICE (Lee et al., 2014), which was employed to model

ground subsidence in Arctic permafrost areas until 2100.

While Lee et al. (2014) found a maximum ground subsidence

on the order of 0.5 m in NE Siberia, significantly larger val-

ues are obtained in this study, which can be explained by the

fact that much lower total excess ice contents were assigned

in the large-scale study (maximum 0.5 m water equivalent

opposed to 2 m for Samoylov, and almost 10 m for ice com-

plex). A critical issue is the evolution of the soil water content

following excess ice thaw, which influences the development

of the active layer thickness and thus the subsequent subsi-

dence rates. Furthermore, the thickness and properties of or-

ganic surface layers (which have a crucial influence on thaw

depths) may change as a result of consolidation or decompo-

sition when excess ground ice below thaws and the soil mois-

ture regime changes. The simple subsidence scheme of Cryo-

Grid 3 Xice, which only removes excess water at the surface

(Sect. 2.7), does not account for these processes, but explicit

modeling of the water balance (as discussed in Sect. 6.1)

could be included to improve the representation of the soil

moisture regime and subsidence rates.

A validation of the modeled future subsidence rates is not

possible in a strict sense, as ground subsidence does not

occur at or before present-day in the long-term thaw sus-

ceptibility runs for Samoylov Island, in agreement with in

situ observations (Boike et al., 2013). However, the study

of Günther et al. (2015) conducted for Muostakh Island off

the coast of the Lena River Delta (150 km SE of Samoylov

Island, dominated by Pleistocene sediments similar to the

ice complex stratigraphy), where strong ground subsidence

has occurred in the last 50 years, facilitates comparison of

measured and modeled properties of ground subsidence in a

qualitative way. The site has experienced significant warm-

ing most likely related to changes in the sea ice conditions in

the past 50 years, and Günther et al. (2015) document ground

subsidence rates of up to 5 m/50 years which is comparable

in magnitude to the simulations for the ice complex stratig-

raphy for the next 50 years. Furthermore, the study clearly

documents an inverse relationship between active layer thick-

ness and subsidence rates (Fig. 10, Günther et al., 2015),

which they relate to the differences in the ground-ice con-

tent below the active layer. They document a ground subsi-

dence of on average 2 m/50 years at a thaw depth of 0.4 m,
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about half this value for a thaw depth of 0.65 m, and close

to no subsidence for active layer depths exceeding 0.8 m. In

our simulations for the three stratigraphies, we can qualita-

tively reproduce this relationship. We model a current active

layer thickness of about 0.4 m with future ground subsidence

rates 6–8 m/50 years (ice complex stratigraphy) and 0.65 m

with 4 m/50 years subsidence for the Samoylov stratigra-

phy. For the Arga stratigraphy lacking excess ground ice, the

modeled active layer thickness exceeds 1 m, while no subsi-

dence occurs. The exact subsidence rates necessarily depend

on the applied forcing (which is certainly different for the

past 50 years on Muostakh Island than for the next 50 years

on Samoylov Island), but the qualitative agreement with the

long-term observations suggests that CryoGrid 3 Xice can

capture crucial dependencies on subsurface parameters that

have been observed in nature.

6.3 Towards modeling permafrost landscape dynamics

in regions with ice-rich ground

CryoGrid 3 Xice is based on a 1-D-approximation for pro-

cesses, which in nature are strongly influenced by lateral

fluxes of energy and water. A thermokarst pond can only ex-

tend with depth in the model, while in nature it will also ex-

pand laterally due to erosion at the shores. Conversely, cool-

ing from surrounding thermally stable permafrost could de-

lay or stop further thawing of the ground underneath an es-

tablished water body. Such processes have been described

in dedicated thermokarst lake models (Plug and West, 2009;

Kessler et al., 2012), but the coupled 3-D framework of heat

conduction and water and mass movement requiring high

spatial resolutions of around 10 m precludes application in

ESM land-surface schemes. The algorithm describing excess

ice melt in CryoGrid 3 Xice is, on the other hand, simple and

highly practical for implementation in large-scale models: if

a layer with excess ground ice thaws for the first time, the

properties of the above-lying grid cells are rearranged while

at the same time conserving mass. As demonstrated by Lee

et al. (2014) for CLM, such a step could easily implemented

in an ESM land-surface scheme. When a thermokarst pond

or lake has formed, heat conduction (as already implemented

in the land-surface scheme) continues to be the only means

of energy transfer, while mixing of the water column during

summer is simulated by assigning an average temperature

for the water body after each time step. In this way, well-

mixed conditions typical during summer (Boike et al., 2015)

are simulated, while the relatively low thermal conductivity

of liquid water limits the heat transfer for the stratified water

column under an ice cover (Boike et al., 2015). However, it

is not clear how this will affect the seasonal dynamics and

the long-term evolution of the water body, which should be

clarified in a comparison with dedicated lake schemes, such

as FLake (Mironov et al., 2010).

Furthermore, it must be emphasized that the satisfactory

performance of the CryoGrid 3 Xice water body scheme was

only confirmed for a well-developed thermokarst lake, which

represents the endpoint of the thermokarst simulations for

the ice complex and Samoylov stratigraphies (Figs. 7, 8).

It is not ultimately clear how the scheme would perform

for the wide range of smaller and medium-sized ponds on

Samoylov Island (Muster et al., 2012; Langer et al., 2015),

which necessarily represent initial stages for the development

of larger thermokarst lakes. Therefore, we consider the mod-

eled dynamics of the transition from terrestrial permafrost to

a deeper lake to be highly uncertain and recommend more

research on the factors governing the thermal regime of (in

particular) smaller water bodies.

Another critical missing step to describing landscape evo-

lution is to understand the 3-D variability of near-surface

ground-ice content and active layer thickness, as well as the

resulting lateral fluxes of heat and water. As demonstrated in

Sect. 5.2, thermokarst/subsidence processes will preferably

occur in areas where layers with high excess content exist

close to the base of the active layer. In such areas, a small

increase of active layer thickness could trigger melting of ex-

cess ice and thus initiate transformative landscape changes.

6.4 Threshold behavior and metastable states in

permafrost systems?

The simulations presented here suggest that ground thawing

could display a pronounced threshold behavior in ice-rich

permafrost landscapes. Once the active layer extends into

layers with excess ground ice, irreversible ice melting with

pronounced impact on the ground surface is initiated: when

the meltwater is removed, the ground subsides, bringing ini-

tially deeper layers with excess ground ice in proximity to the

thaw front. The CryoGrid 3 Xice simulations suggest that this

process can remove several meters of ground ice within less

than a decade (ice complex stratigraphy; Figs. 7, 8). Such de-

pressed areas would become preferential flow paths for sur-

face waters and eventually develop into incised drainage net-

works (e.g., Fortier et al., 2007). On the other hand, accumu-

lation of sediments from the melted out ice layers will even-

tually create a protective layer without excess ground ice on

top of the remaining layers, so that the permafrost system can

return to a thermally stable state with increased active layer

thickness, as for the RCP 4.5 simulation for the Samoylov

stratigraphy (Fig. 7). A similar metastable state could be

reached by a thermokarst pond in which the entire water and

ground column refreeze during winter, as typical for small

ponds on Samoylov Island (Langer et al., 2015; Boike et al.,

2015). In the CryoGrid 3 Xice simulations, the ponds gener-

ally form taliks within 10–15 years of their creation (Figs. 7,

8), but that occurs in conjunction with ongoing warming. It

should therefore be investigated whether CryoGrid 3 Xice

could also yield such metastable states for present-day cli-

mate forcing on Samoylov Island.

The present-day landscape in NE Siberia is evidence that

melting of ground ice has shaped many permafrost land-
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scapes since the last glacial period (e.g., Schirrmeister et al.,

2008). First results provide encouragement that CryoGrid 3

Xice may be developed further into a modeling tool with

which such observed landscape changes can be linked to the

development of the climate forcing. The presented simula-

tions with CryoGrid 3 Xice indicate that the trajectories of

permafrost thaw are crucially influenced by the vertical and

lateral distribution of ground ice and processes following ex-

cess ground-ice thaw. The stark contrast between the differ-

ent thaw scenarios for the subsidence and thermokarst cases

suggests that simulations of permafrost thaw based exclu-

sively on conductive heat transfer, as employed in the vast

majority of studies, are highly questionable in regions with

ice-rich ground.

7 Conclusions

In this study, we present a novel land-surface scheme de-

signed to reproduce the ground thermal regime in permafrost

regions. The numerical structure of CryoGrid 3 is simple,

using a first-order forward Euler time integration scheme.

This relative simplicity makes the new model scheme a flex-

ible platform to explore new parameterizations for a range

of permafrost processes. At the upper boundary, CryoGrid

3 is forced by the surface energy balance, while conduc-

tive heat transfer is the principal means of energy transfer in

the ground. Model results forced with measured time series

of meteorological variables from the Samoylov permafrost

observatory agree well with in situ records of ground tem-

peratures and active layer thickness, while at the same time

consistently reproducing measured surface temperatures and

components of the surface energy balance.

In a second step, we introduce a simple parameterization

for thawing of excess ground ice, which redistributes the gen-

erated meltwater within the 1-D soil column. In a simplified

way, the scheme is capable of simulating both ground sub-

sidence and formation of thermokarst ponds. In a long-term

simulation from 1901 to 2100, we retrace the rapid transi-

tion of a permafrost ground column that is thermally sta-

ble throughout the 20th century to a thermokarst pond which

eventually develops an underlying talik in the course of the

21st century warming. These initial model results suggest

that the cryostratigraphy of the ground and the hydrologi-

cal regime of a site have a pronounced impact on the per-

mafrost thaw trajectory. In general, ground subsidence due

to drainage of meltwater appears to delay the onset of talik

formation, while the formation of a thermokarst pond has the

opposite effect. In the simulations, the differences between

the subsidence and the thermokarst scenario are on the or-

der of the differences between the two investigated future an-

thropogenic emission scenarios, RCP 4.5 and 8.5. The results

support earlier findings that melting of excess ground ice and

resulting hydrological processes deserve critical attention in

modeling efforts on the future evolution of the worldwide

permafrost state.

Code availability

The CryoGrid 3 source code is available on request from

the two first authors of the study: Sebastian Wester-

mann, sebastian.westermann@geo.uio.no; Moritz Langer,

mlanger@awi.de or moritz.langer@geo.hu-berlin.de.
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Appendix A: Definitions and constants

α surface albedo [−]

ε Kirchhoff emissivity [−]

σ Stefan–Boltzmann constant

[Wm−2K−4]

ρ density [kgm−3]

cp specific heat capacity of air at

constant pressure [Jkg−1 K−1]

ρa density of air [kgm−3]

κ = 0.4 von Kármán-constant

(e.g., Foken, 2008)

u∗ friction velocity [ms−1]

z0 aerodynamic roughness length

[m]

L∗ Obukhov length [m]

9M,H,W(ζ1,ζ2) integrated stability functions

for momentum, heat and water

vapor [−]

g gravitational constant [ms−2]

rs surface resistance against

evapotranspiration [sm−1]

Lsl = 0.33 MJkg−1 specific latent heat of

fusion of water

Llg = 2.5 MJkg−1 specific latent heat of

vaporization of water

Appendix B: Calculation of absolute humidity

The absolute humidity q can be derived from the relative hu-

midity RH and the saturation vapor pressure e∗ accessible

through the empirical August–Roche–Magnus formula:

q(z0)= 0.622
e∗(T 1)

p
, (B1)

q(h)= 0.622
RH(h)e∗(Tair(h))

p
, (B2)

e∗(T )= a1 exp

(
a2T

T + a3

)
. (B3)

We assign a1 = 611 Pa, a2 = 17.62, and a3 = 243.12 K for

the saturation vapor pressure over water surfaces and a1 =

611 Pa, a2 = 22.46, and a3 = 272.62 K over ice surfaces

(T1< 0 ◦C) (Sonntag, 1990).

Appendix C: Atmospheric stability functions

The integrated stability functions 9M,H,W are determined by

integrating the universal functions ϕM,H,W(ζ ) as

9M,H,W(ζ1,ζ2)=

ζ1∫
ζ2

dζ ϕM,H,W(ζ ). (C1)

For neutral and unstable atmospheric stratifications (h/L∗ ≤

0), we assume the commonly employed functions by

(Høgstrøm, 1988)

ϕM(ζ )= (1− 19ζ )−1/4, (C2)

ϕH,W(ζ )= 0.95(1− 11.6ζ )−1/2, (C3)

while functions compiled from data of the SHEBA campaign

(Uttal et al., 2002) over Arctic sea ice are employed for stable

stratification conditions (Grachev et al., 2007), h/L∗ > 0

ϕM(ζ )= 1+
6.5ζ(1+ ζ )1/3

1.3+ ζ
, (C4)

ϕH,W(ζ )= 1+
5ζ(1+ ζ )

1+ 3ζ + ζ 2
. (C5)
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The Supplement related to this article is available online
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Acknowledgements. This work was funded by CryoMet (project

no. 214465; Research Council of Norway), Page21 (contract

no. GA282700; European Union FP7-ENV), COUP (project

no. 244903/E10; JPI Climate; Research Council of Norway),

SatPerm (project no. 239918; Research Council of Norway), a

Feodor-Lynen Grant awarded to M. Langer by the Alexander-

von-Humboldt Foundation, Germany, and the Department of

Geosciences, University of Oslo, Norway. We gratefully ac-

knowledge the support of the Russian–German research station

on Samoylov Island. We thank Günther Stoof, Sofia Antonova,

and Sascha Niemann for their contributions to fieldwork, and

Isabelle Gouttevin for valuable discussions in the planning stages

of CryoGrid 3. Three anonymous reviewers greatly contributed to

improving the quality of the original manuscript.

Edited by: J. Fyke

References

Abnizova, A., Siemens, J., Langer, M., and Boike, J.: Small ponds

with major impact: The relevance of ponds and lakes in per-

mafrost landscapes to carbon dioxide emissions, Global Bio-

geochem. Cy., 26, GB2041, doi:10.1029/2011GB004237, 2012.

Bartelt, P. and Lehning, M.: A physical SNOWPACK model for

the Swiss avalanche warning. Part I: numerical model, Cold Reg.

Sci. Technol., 35, 123–145, 2002.

Boike, J., Wille, C., and Abnizova, A.: Climatology and sum-

mer energy and water balance of polygonal tundra in the

Lena River Delta, Siberia, J. Geophys. Res.-Biogeosci., 113,

doi:10.1029/2007JG000540, 2008.

Boike, J., Langer, M., Lantuit, H., Muster, S., Roth, K., Sachs, T.,

Overduin, P., Westermann, S., and McGuire, A. D.: Permafrost–

Physical Aspects, Carbon Cycling, Databases and Uncertainties,

in: Recarbonization of the Biosphere, 159–185, Springer, 2012.

Boike, J., Kattenstroth, B., Abramova, K., Bornemann, N.,

Chetverova, A., Fedorova, I., Fröb, K., Grigoriev, M., Grüber,

M., Kutzbach, L., Langer, M., Minke, M., Muster, S., Piel, K.,

Pfeiffer, E.-M., Stoof, G., Westermann, S., Wischnewski, K.,

Wille, C., and Hubberten, H.-W.: Baseline characteristics of cli-

mate, permafrost and land cover from a new permafrost obser-

vatory in the Lena River Delta, Siberia (1998–2011), Biogeo-

sciences, 10, 2105–2128, doi:10.5194/bg-10-2105-2013, 2013.

Boike, J., Georgi, C., Kirilin, G., Muster, S., Abramova, K., Fe-

dorova, I., Chetverova, A., Grigoriev, M., Bornemann, N., and

Langer, M.: Thermal processes of thermokarst lakes in the con-

tinuous permafrost zone of northern Siberia – observations and

modeling (Lena River Delta, Siberia), Biogeosciences, 12, 5941–

5965, doi:10.5194/bg-12-5941-2015, 2015.

Brown, J., Ferrians Jr, O., Heginbottom, J., and Melnikov, E.:

Circum-Arctic map of permafrost and ground-ice conditions, US

Geological Survey Circum-Pacific Map, 1997.

Budyko, M. I.: The heat balance of the earth’s surface, Soviet Ge-

ogr., 2, 3–13, 1961.

Budyko, M. I.: Climate and life, Academic Press, San Diego, 508

pp., 1974.

Burt, W. V.: Albedo over wind-roughened water, J. Meteorol., 11,

283–290, 1954.

Chadburn, S., Burke, E., Essery, R., Boike, J., Langer, M., Heiken-

feld, M., Cox, P., and Friedlingstein, P.: An improved representa-

tion of physical permafrost dynamics in the JULES land-surface

model, Geosci. Model Dev., 8, 1493–1508, doi:10.5194/gmd-8-

1493-2015, 2015.

Cosenza, P., Guerin, R., and Tabbagh, A.: Relationship between

thermal conductivity and water content of soils using numerical

modelling, Eur. J. Soil Sci., 54, 581–588, 2003.

Dall’Amico, M., Endrizzi, S., Gruber, S., and Rigon, R.: A robust

and energy-conserving model of freezing variably-saturated soil,

The Cryosphere, 5, 469–484, doi:10.5194/tc-5-469-2011, 2011.

Dee, D. P., Uppala, S. M., Simmons, A. J., Berrisford, P., Poli,

P., Kobayashi, S., Andrae, U., Balmaseda, M. A., Balsamo, G.,

Bauer, P., Bechtold, P., Beljaars, A. C. M., van de Berg, L., Bid-

lot, J., Bormann, N., Delsol, C., Dragani, R., Fuentes, M., Geer,

A. J., Haimberger, L., Healy, S. B., Hersbach, H., Hólm, E. V.,

Isaksen, L., Kållberg, P., Köhler, M., Matricardi, M., McNally,

A. P., Monge-Sanz, B. M., Morcrette, J.-J., Park, B.-K., Peubey,

C., de Rosnay, P., Tavolato, C., Thépaut, J.-N., and Vitart, F.: The

ERA-Interim reanalysis: configuration and performance of the

data assimilation system, Q. J. Roy. Meteor. Soc., 137, 553–597,

doi:10.1002/qj.828, 2011.

ECMWF: IFS Documentation – Cy31r1, Part IV: Physical pro-

cesses, Reading, UK, https://software.ecmwf.int/wiki/display/

IFS/CY31R1+Official+IFS+Documentation (last access: 15 July

2015), 2006.

Ekici, A., Beer, C., Hagemann, S., Boike, J., Langer, M., and Hauck,

C.: Simulating high-latitude permafrost regions by the JSBACH

terrestrial ecosystem model, Geosci. Model Dev., 7, 631–647,

doi:10.5194/gmd-7-631-2014, 2014.

Endrizzi, S., Gruber, S., Dall’Amico, M., and Rigon, R.: GEOtop

2.0: simulating the combined energy and water balance at

and below the land surface accounting for soil freezing, snow

cover and terrain effects, Geosci. Model Dev., 7, 2831–2857,

doi:10.5194/gmd-7-2831-2014, 2014.

ESFG: Earth System Grid Federation: Permafrost Carbon RCN

forcing data, http://www.earthsystemgrid.org/dataset/ucar.cgd.

ccsm4.permafrostRCN_protocol2_forcing.html, last access: 15

July 2015.

Essery, R.: A factorial snowpack model (FSM 1.0), Geosci. Model

Dev., 8, 3867–3876, doi:10.5194/gmd-8-3867-2015, 2015.

Fedorova, I., Chetverova, A., Bolshiyanov, D., Makarov, A., Boike,

J., Heim, B., Morgenstern, A., Overduin, P., Wegner, C., Kashina,

V., et al.: Lena Delta hydrology and geochemistry: long-term hy-

drological data and recent field observations, Biogeosciences, 12,

345–363, doi:10.5194/bg-12-345-2015, 2015.

Fiddes, J., Endrizzi, S., and Gruber, S.: Large-area land surface sim-

ulations in heterogeneous terrain driven by global data sets: ap-

plication to mountain permafrost, The Cryosphere, 9, 411–426,

doi:10.5194/tc-9-411-2015, 2015.

Foken, T.: Micrometeorology, Springer, Berlin Heidelberg, 305 pp.,

doi:10.1007/978-3-540-74666-9, 2008.

Fortier, D., Allard, M., and Shur, Y.: Observation of rapid drainage

system development by thermal erosion of ice wedges on Bylot

www.geosci-model-dev.net/9/523/2016/ Geosci. Model Dev., 9, 523–546, 2016

http://dx.doi.org/10.5194/gmd-9-523-2016-supplement
http://dx.doi.org/10.1029/2011GB004237
http://dx.doi.org/10.1029/2007JG000540
http://dx.doi.org/10.5194/bg-10-2105-2013
http://dx.doi.org/10.5194/bg-12-5941-2015
http://dx.doi.org/10.5194/gmd-8-1493-2015
http://dx.doi.org/10.5194/gmd-8-1493-2015
http://dx.doi.org/10.5194/tc-5-469-2011
http://dx.doi.org/10.1002/qj.828
https://software.ecmwf.int/wiki/display/IFS/CY31R1+Official+IFS+Documentation
https://software.ecmwf.int/wiki/display/IFS/CY31R1+Official+IFS+Documentation
http://dx.doi.org/10.5194/gmd-7-631-2014
http://dx.doi.org/10.5194/gmd-7-2831-2014
http://www.earthsystemgrid.org/dataset/ucar.cgd.ccsm4.permafrostRCN_protocol2_forcing.html
http://www.earthsystemgrid.org/dataset/ucar.cgd.ccsm4.permafrostRCN_protocol2_forcing.html
http://dx.doi.org/10.5194/gmd-8-3867-2015
http://dx.doi.org/10.5194/bg-12-345-2015
http://dx.doi.org/10.5194/tc-9-411-2015
http://dx.doi.org/10.1007/978-3-540-74666-9


544 S. Westermann et al.: CryoGrid 3

Island, Canadian Arctic Archipelago, Permafrost Periglac., 18,

229–243, 2007.

Gisnås, K., Etzelmüller, B., Farbrot, H., Schuler, T., and Wester-

mann, S.: CryoGRID 1.0: Permafrost distribution in Norway es-

timated by a spatial numerical model, Permafrost Periglac., 24,

2–19, 2013.

Gouttevin, I., Krinner, G., Ciais, P., Polcher, J., and Legout, C.:

Multi-scale validation of a new soil freezing scheme for a land-

surface model with physically-based hydrology, The Cryosphere,

6, 407–430, doi:10.5194/tc-6-407-2012, 2012.

Grachev, A., Andreas, E., Fairall, C., Guest, P., and Persson,

P.: SHEBA flux–profile relationships in the stable atmospheric

boundary layer, Bound.-Layer Meteorol., 124, 315–333, 2007.

Grigoriev, M.: Cryomorphogenesis of the Lena River mouth area,

Russian Academy of Science, Siberian Branch, Yakutsk, Russia

(in Russian), 1993.

Grigoriev, M., Imaev, V., Imaeva, L., Kozmin, B., Kunitzkiy, V.,

Lationov, A., Mikulenko, K., Skrjabin, R., and Timirsin, K.: Ge-

ology, seismicity and cryogenic processes in the arctic areas of

Western Yakutia, Yakut Scientific Centre, Russian Academy of

Science, Siberian Branch, Yakutsk, Russia (in Russian), 1996.

Günther, F., Overduin, P. P., Yakshina, I. A., Opel, T., Baranskaya,

A. V., and Grigoriev, M. N.: Observing Muostakh disappear: per-

mafrost thaw subsidence and erosion of a ground-ice-rich island

in response to arctic summer warming and sea ice reduction, The

Cryosphere, 9, 151–178, doi:10.5194/tc-9-151-2015, 2015.

Harris, I., Jones, P., Osborn, T., and Lister, D.: Updated high-

resolution grids of monthly climatic observations–the CRU TS3.

10 Dataset, Int. J. Climatol., 34, 623–642, 2014.

Høgstrøm, U.: Non-dimensional wind and temperature profiles in

the atmospheric surface layer: A re-evaluation, Bound.-Layer

Meteorol., 42, 55–78, 1988.

Hollesen, J., Elberling, B., and Jansson, P.-E.: Future active layer

dynamics and carbon dioxide production from thawing per-

mafrost layers in Northeast Greenland, Global Change Biol., 17,

911–926, 2011.

Hopkins, D. M.: Thaw lakes and thaw sinks in the Imuruk Lake

area, Seward Peninsula, Alaska, J. Geol., 57, 119–131, 1949.

Jafarov, E. E., Marchenko, S. S., and Romanovsky, V. E.: Numerical

modeling of permafrost dynamics in Alaska using a high spatial

resolution dataset, The Cryosphere, 6, 613–624, doi:10.5194/tc-

6-613-2012, 2012.

Jansson, P. and Karlberg, L.: COUP manual: Coupled heat and

mass transfer model for soil-plant-atmosphere systems, Techni-

cal manual for the CoupModel, 1–453, 2004.

Järvinen, O. and Leppäranta, M.: Transmission of solar radiation

through the snow cover on floating ice, J. Glaciol., 57, 861–870,

2011.

Kalnay, E., Kanamitsu, M., Kistler, R., Collins, W., Deaven, D.,

Gandin, L., Iredell, M., Saha, S., White, G., Woollen, J., Zhu,

Y., Leetmaa, A., Reynolds, R., Chelliah, M., Ebisuzaki, W., Hig-

gins, W., Janowiak, J., Mo, K., Ropelewski, C., Wang, J., Jenne,

R., and Joseph, D.: The NCEP/NCAR 40-year reanalysis project,

B. Am. Meteor. Soc., 77, 437–472, 1996.

Kessler, M., Plug, L. J., and Walter Anthony, K.: Simulat-

ing the decadal-to millennial-scale dynamics of morphology

and sequestered carbon mobilization of two thermokarst lakes

in NW Alaska, J. Geophys. Res.-Biogeosci., 117, G00M06,

doi:10.1029/2011JG001796, 2012.

Koven, C. D., Riley, W. J., and Stern, A.: Analysis of permafrost

thermal dynamics and response to climate change in the CMIP5

Earth System Models, J. Climate, 26, 1877–1900, 2013.

Koven, C. D., Lawrence, D. M., and Riley, W. J.: Permafrost carbon-

climate feedback is sensitive to deep soil carbon decomposability

but not deep soil nitrogen dynamics, P. Natl. Acad. Sci., 112,

3752–3757, 2015.

Kutzbach, L., Wagner, D., and Pfeiffer, E.-M.: Effect of microrelief

and vegetation on methane emission from wet polygonal tundra,

Lena Delta, Northern Siberia, Biogeochemistry, 69, 341–362,

2004.

Kutzbach, L., Wille, C., and Pfeiffer, E.-M.: The exchange of car-

bon dioxide between wet arctic tundra and the atmosphere at the

Lena River Delta, Northern Siberia, Biogeosciences, 4, 869–890,

doi:10.5194/bg-4-869-2007, 2007.

Langer, M., Westermann, S., and Boike, J.: Spatial and temporal

variations of summer surface temperatures of wet polygonal tun-

dra in Siberia-implications for MODIS LST based permafrost

monitoring, Remote Sens. Environ., 114, 2059–2069, 2010.

Langer, M., Westermann, S., Muster, S., Piel, K., and Boike, J.:

The surface energy balance of a polygonal tundra site in north-

ern Siberia Part 1: Spring to fall, The Cryosphere, 5, 151–171,

doi:10.5194/tc-5-151-2011, 2011a.

Langer, M., Westermann, S., Muster, S., Piel, K., and Boike,

J.: The surface energy balance of a polygonal tundra site in

northern Siberia Part 2: Winter, The Cryosphere, 5, 509–524,

doi:10.5194/tc-5-509-2011, 2011b.

Langer, M., Westermann, S., Heikenfeld, M., Dorn, W., and Boike,

J.: Satellite-based modeling of permafrost temperatures in a

tundra lowland landscape, Remote Sens. Environ., 135, 12–24,

2013.

Langer, M., Westermann, S., Walter Anthony, K., Wischnewski, K.,

and Boike, J.: Frozen ponds: production and storage of methane

during the Arctic winter in a lowland tundra landscape in north-

ern Siberia, Lena River delta, Biogeosciences, 12, 977–990,

doi:10.5194/bg-12-977-2015, 2015.

Lawrence, D., Slater, A., Romanovsky, V., and Nicolsky, D.: Sensi-

tivity of a model projection of near-surface permafrost degrada-

tion to soil column depth and representation of soil organic mat-

ter, J. Geophys. Res., 113, F02011, doi:10.1029/2007JF000883,

2008.

Lee, H., Swenson, S. C., Slater, A. G., and Lawrence, D. M.: Ef-

fects of excess ground ice on projections of permafrost in a

warming climate, Environmental Research Letters, 9, 124006,

doi:10.1088/1748-9326/9/12/124006, 2014.

Lehning, M., Bartelt, P., Brown, B., and Fierz, C.: A physical

SNOWPACK model for the Swiss avalanche warning. Part III:

meteorological forcing, thin layer formation and evaluation, Cold

Reg. Sci. Technol., 35, 169–184, 2002a.

Lehning, M., Bartelt, P., Brown, B., Fierz, C., and Satyawali, P.: A

physical SNOWPACK model for the Swiss avalanche warning::

Part II. Snow microstructure, Cold Reg. Sci. Technol., 35, 147–

167, 2002b.

Lei, R., Leppäranta, M., Erm, A., Jaatinen, E., Pärn, O., et al.:

Field investigations of apparent optical properties of ice cover in

Finnish and Estonian lakes in winter 2009, Eston. J. Earth Sci.,

60, 50–64, doi:10.3176/earth.2011.1.05, 2011.

Masson, V., Le Moigne, P., Martin, E., Faroux, S., Alias, A.,

Alkama, R., Belamari, S., Barbu, A., Boone, A., Bouyssel, F.,

Geosci. Model Dev., 9, 523–546, 2016 www.geosci-model-dev.net/9/523/2016/

http://dx.doi.org/10.5194/tc-6-407-2012
http://dx.doi.org/10.5194/tc-9-151-2015
http://dx.doi.org/10.5194/tc-6-613-2012
http://dx.doi.org/10.5194/tc-6-613-2012
http://dx.doi.org/10.1029/2011JG001796
http://dx.doi.org/10.5194/bg-4-869-2007
http://dx.doi.org/10.5194/tc-5-151-2011
http://dx.doi.org/10.5194/tc-5-509-2011
http://dx.doi.org/10.5194/bg-12-977-2015
http://dx.doi.org/10.1029/2007JF000883
http://dx.doi.org/10.1088/1748-9326/9/12/124006
http://dx.doi.org/10.3176/earth.2011.1.05


S. Westermann et al.: CryoGrid 3 545

Brousseau, P., Brun, E., Calvet, J.-C., Carrer, D., Decharme, B.,

Delire, C., Donier, S., Essaouini, K., Gibelin, A.-L., Giordani, H.,

Habets, F., Jidane, M., Kerdraon, G., Kourzeneva, E., Lafaysse,

M., Lafont, S., Lebeaupin Brossier, C., Lemonsu, A., Mahfouf,

J.-F., Marguinaud, P., Mokhtari, M., Morin, S., Pigeon, G., Sal-

gado, R., Seity, Y., Taillefer, F., Tanguy, G., Tulet, P., Vincendon,

B., Vionnet, V., and Voldoire, A.: The SURFEXv7.2 land and

ocean surface platform for coupled or offline simulation of earth

surface variables and fluxes, Geosci. Model Dev., 6, 929–960,

doi:10.5194/gmd-6-929-2013, 2013.

Meehl, G. A., Washington, W. M., Arblaster, J. M., Hu, A., Teng,

H., Tebaldi, C., Sanderson, B. N., Lamarque, J.-F., Conley, A.,

Strand, W. G., , and White III, J.: Climate system response to

external forcings and climate change projections in CCSM4, J.

Climate, 25, 3661–3683, 2012.

Mironov, D., HEIST, E., Kourzeneva, E., Ritter, B., Schneider, N.,

and Terzhevik, A.: Implementation of the lake parameterisa-

tion scheme FLake into the numerical weather prediction model

COSMO, Boreal Environ. Res., 15, 218–230, 2010.

Monin, A. and Obukhov, A.: Basic laws of turbulent mixing in the

ground layer of the atmosphere, Tr. Geofiz. Inst. Akad. Nauk

SSSR, 151, 163–187, 1954.

Muster, S., Langer, M., Heim, B., Westermann, S., and Boike,

J.: Subpixel heterogeneity of ice-wedge polygonal tundra:

a multi-scale analysis of land cover and evapotranspiration

in the Lena River Delta, Siberia, Tellus B, 64, 17301,

doi:10.3402/tellusb.v64i0.17301, 2012.

Nicou, R., Charreau, C., and Chopart, J.-L.: Tillage and soil phys-

ical properties in semi-arid West Africa, Soil Tillage Res., 27,

125–147, 1993.

O’Neill, A. and Gray, D. M.: Solar radiation penetration through

snow, in: The Role of Snow and Ice in Hydrology, Proceedings

of the Banff Symposium, Int. Assoc. Hydrol. Sci., 107, 227–240,

1972.

Plug, L. J. and West, J.: Thaw lake expansion in a two-

dimensional coupled model of heat transfer, thaw subsidence,

and mass movement, J. Geophys. Res.-Earth Surf., 114, F01002,

doi:10.1029/2006JF000740, 2009.

Rachold, V. and Grigoriev, M. N.: Russian-German Cooperation

SYSTEM LAPTEV SEA 2000: The Lena Delta 1998 Expedi-

tion, Berichte zur Polarforschung (Reports on Polar Research),

315, 1–259, 1999.

Sachs, T., Wille, C., Boike, J., and Kutzbach, L.: Environmental

controls on ecosystem-scale CH4 emission from polygonal tun-

dra in the Lena River Delta, Siberia, J. Geophys. Res.-Biogeosci.,

113, G00A03, doi:10.1029/2007JG000505, 2008.

Sachs, T., Giebels, M., Boike, J., and Kutzbach, L.: Environmen-

tal controls on CH4 emission from polygonal tundra on the mi-

crosite scale in the Lena river delta, Siberia, Global Change Biol.,

16, 3096–3110, 2010.

Schaefer, K., Zhang, T., Bruhwiler, L., and Barrett, A.: Amount

and timing of permafrost carbon release in response to cli-

mate warming, Tellus B, 63, 165–180, doi:10.1111/j.1600-

0889.2011.00527.x, 2011.

Schiesser, W.: The numerical method of lines: integration of par-

tial differential equations, Academic Press, San Diego, USA, vol.

212, 326 pp., 1991.

Schirrmeister, L., Grosse, G., Schwamborn, G., Andreev, A., Meyer,

H., Kunitsky, V. V., Kuznetsova, T. V., Dorozhkina, M., Pavlova,

E., Bobrov, A., et al.: Late Quaternary history of the accumula-

tion plain north of the Chekanovsky Ridge (Lena Delta, Russia):

a multidisciplinary approach, Polar Geogr., 27, 277–319, 2003.

Schirrmeister, L., Grosse, G., Kunitsky, V., Magens, D., Meyer, H.,

Dereviagin, A., Kuznetsova, T., Andreev, A., Babiy, O., Kien-

ast, F., et al.: Periglacial landscape evolution and environmental

changes of Arctic lowland areas for the last 60 000 years (western

Laptev Sea coast, Cape Mamontov Klyk), Polar Res., 27, 249–

272, 2008.

Schirrmeister, L., Grosse, G., Schnelle, M., Fuchs, M., Krbetschek,

M., Ulrich, M., Kunitsky, V., Grigoriev, M., Andreev, A., Kien-

ast, F., et al.: Late Quaternary paleoenvironmental records from

the western Lena Delta, arctic Siberia, Palaeogeogr. Palaeocli-

matol. Palaeoecol., 299, 175–196, 2011.

Schneider, J., Grosse, G., and Wagner, D.: Land cover classification

of tundra environments in the Arctic Lena Delta based on Land-

sat 7 ETM+ data and its application for upscaling of methane

emissions, Remote Sens. Environ., 113, 380–391, 2009.

Schwamborn, G., Rachold, V., and Grigoriev, M. N.: Late Quater-

nary sedimentation history of the Lena Delta, Quat. Intern., 89,

119–134, 2002.

Simmons, A., Uppala, S., Dee, D., and Kobayashi, S.: ERA-Interim:

New ECMWF reanalysis products from 1989 onwards, ECMWF

Newsl., 110, 25–35, 2007.

Sonntag, D.: Important new values of the physical constants of

1986, vapour pressure formulations based on the ITS-90, and

psychrometer formulae, Zeitschr. Meteorol., 40, 340–344, 1990.

Ulrich, M., Grosse, G., Chabrillat, S., and Schirrmeister, L.: Spec-

tral characterization of periglacial surfaces and geomorphologi-

cal units in the Arctic Lena Delta using field spectrometry and

remote sensing, Remote Sens. Environ., 113, 1220–1235, 2009.

Uttal, T., Curry, J., McPhee, M., Perovich, D., Moritz, R., Maslanik,

J., Guest, P. Stern, H., Moore, J., Turenne, R., Heiberg, A., Ser-

reze, M., Wylie, D., Persson, O., Paulson, C., Halle, C., Morison,

J., Wheeler, P., Makshtas, A., Welch, H., Shupe, M., Intrieri, J.,

Stamnes, K., Lindsey, R., Pinkel, R., Pegau, S., Stanton, T., and

Grenfeld, T.: Surface heat budget of the Arctic Ocean, B. Am.

Meteor. Soc., 83, 255–275, 2002.

Vionnet, V., Brun, E., Morin, S., Boone, A., Faroux, S., Le Moigne,

P., Martin, E., and Willemet, J.-M.: The detailed snowpack

scheme Crocus and its implementation in SURFEX v7.2, Geosci.

Model Dev., 5, 773–791, doi:10.5194/gmd-5-773-2012, 2012.

Wagner, D., Gattinger, A., Embacher, A., Pfeiffer, E., Schloter, M.,

and Lipski, A.: Methanogenic activity and biomass in Holocene

permafrost deposits of the Lena Delta, Siberian Arctic and its

implication for the global methane budget, Global Change Biol.,

13, 1089–1099, 2007.

Wagner, D., Kobabe, S., and Liebner, S.: Bacterial community

structure and carbon turnover in permafrost-affected soils of the

Lena Delta, northeastern Siberia, Canad. J. Microbiol., 55, 73–

83, 2009.

Walter, K., Zimov, S., Chanton, J., Verbyla, D., and Chapin III, F.:

Methane bubbling from Siberian thaw lakes as a positive feed-

back to climate warming, Nature, 443, 71–75, 2006.

Westermann, S., Boike, J., Langer, M., Schuler, T., and Etzelmüller,

B.: Modeling the impact of wintertime rain events on the

thermal regime of permafrost, The Cryosphere, 5, 1697–1736,

doi:10.5194/tc-5-1697-2011, 2011.

www.geosci-model-dev.net/9/523/2016/ Geosci. Model Dev., 9, 523–546, 2016

http://dx.doi.org/10.5194/gmd-6-929-2013
http://dx.doi.org/10.3402/tellusb.v64i0.17301
http://dx.doi.org/10.1029/2006JF000740
http://dx.doi.org/10.1029/2007JG000505
http://dx.doi.org/10.1111/j.1600-0889.2011.00527.x
http://dx.doi.org/10.1111/j.1600-0889.2011.00527.x
http://dx.doi.org/10.5194/gmd-5-773-2012
http://dx.doi.org/10.5194/tc-5-1697-2011


546 S. Westermann et al.: CryoGrid 3

Westermann, S., Schuler, T., Gisnås, K., and Etzelmüller, B.: Tran-

sient thermal modeling of permafrost conditions in Southern

Norway, The Cryosphere, 7, 719–739, doi:10.5194/tc-7-719-

2013, 2013.

Westermann, S., Elberling, B., Højlund Pedersen, S., Stendel,

M., Hansen, B., and Liston, G.: Future permafrost conditions

along environmental gradients in Zackenberg, Greenland, The

Cryosphere, 9, 719–735, doi:10.5194/tc-9-719-2015, 2015.

Wille, C., Kutzbach, L., Sachs, T., Wagner, D., and Pfeiffer, E.:

Methane emission from Siberian arctic polygonal tundra: eddy

covariance measurements and modeling, Global Change Biol.,

14, 1395–1408, 2008.

Yen, Y.-C.: Review of thermal properties of snow, ice and sea ice,

Tech. rep., DTIC Document, 1981.

Yershov, E., Kondrat’yeva, K., Loginov, V., and Sychev, I.: Geocry-

ological map of Russia and neighbouring republics, Faculty of

Geology, Chair of Geocryology, Lomonosov Moscow State Uni-

versity, 1991.

Yi, S., Wischnewski, K., Langer, M., Muster, S., and Boike, J.:

Freeze/thaw processes in complex permafrost landscapes of

northern Siberia simulated using the TEM ecosystem model: im-

pact of thermokarst ponds and lakes, Geosci. Model Dev., 7,

1671–1689, doi:10.5194/gmd-7-1671-2014, 2014.

Zaitarian, V.: A land-surface hydrology parameterization with sub-

grid variability for general circulation models, J. Geophys. Res.,

97, 2717–2728, 1992.

Zhang, Y.: Spatio-temporal features of permafrost thaw projected

from long-term high-resolution modeling for a region in the Hud-

son Bay Lowlands in Canada, J. Geophys. Res.-Earth Surf., 118,

542–552, 2013.

Zhang, Y., Chen, W., and Cihlar, J.: A process-based model

for quantifying the impact of climate change on per-

mafrost thermal regimes, J. Geophys. Res.-Atmos., 108, 4695,

doi:10.1029/2002JD00335, 2003.

Zhang, Y., Chen, W., and Riseborough, D. W.: Transient projections

of permafrost distribution in Canada during the 21st century un-

der scenarios of climate change, Global Planet. Change, 60, 443–

456, 2008.

Zhang, Y., Sachs, T., Li, C., and Boike, J.: Upscaling methane

fluxes from closed chambers to eddy covariance based on a per-

mafrost biogeochemistry integrated model, Global Change Biol.,

18, 1428–1440, 2012.

Zhang, Y., Wang, X., Fraser, R., Olthof, I., Chen, W., Mclennan, D.,

Ponomarenko, S., and Wu, W.: Modelling and mapping climate

change impacts on permafrost at high spatial resolution for an

Arctic region with complex terrain, The Cryosphere, 7, 1121–

1137, doi:10.5194/tc-7-1121-2013, 2013.

Zimov, S., Schuur, E., and Chapin III, F.: Permafrost and the global

carbon budget, Science, 312, 1612–1613, 2006.

Zubrzycki, S., Kutzbach, L., Pfeiffer, E., and Vakhrameeva, P.: Vari-

ability of Soil Organic Carbon Stocks of Different Permafrost-

Affected Soils: Initial Results from a North-South Transect in

Siberia, in: Proceedings of the Tenth International Conference

on Permafrost, Salekhard, Russia, 485–490, 2012.

Geosci. Model Dev., 9, 523–546, 2016 www.geosci-model-dev.net/9/523/2016/

http://dx.doi.org/10.5194/tc-7-719-2013
http://dx.doi.org/10.5194/tc-7-719-2013
http://dx.doi.org/10.5194/tc-9-719-2015
http://dx.doi.org/10.5194/gmd-7-1671-2014
http://dx.doi.org/10.1029/2002JD00335
http://dx.doi.org/10.5194/tc-7-1121-2013

	Abstract
	Introduction
	CryoGrid 3 -- model description
	Driving variables
	The surface energy balance
	Surface energy balance of snow
	Subsurface heat transfer
	Energy transfer and mass balance of the snowpack
	Time integration
	CryoGrid 3 Xice -- a simple representation of permafrost thaw processes in ice-rich permafrost

	Study area
	The Lena River delta
	The Samoylov permafrost observatory

	CryoGrid 3 runs for the Lena River delta
	Surface, snow, and ground  properties
	Model forcing data

	Model results
	Comparison to in situ data for Samoylov Island
	Long-term thaw susceptibility runs with CryoGrid 3 Xice

	Discussion and outlook
	CryoGrid 3 -- an experimental platform for permafrost process parameterizations
	Comparison to field and model studies on ground subsidence
	Towards modeling permafrost landscape dynamics in regions with ice-rich ground
	Threshold behavior and metastable states in permafrost systems?

	Conclusions
	Appendix A: Definitions and constants
	Appendix B: Calculation of absolute humidity
	Appendix C: Atmospheric stability functions
	Acknowledgements
	References

