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[1] The evolution of the electron distribution function through quasi-perpendicular
collisionless shocks is believed to be dominated by the electron dynamics in the
large-scale coherent and quasi-stationary magnetic and electric fields. We investigate the
electron distributions measured on board Cluster by the Plasma Electron and Current
Experiment (PEACE) instrument during three quasi-perpendicular bow shock crossings.
Observed distributions are compared with those predicted by electron dynamics resulting
from conservation of the first adiabatic invariant and energy in the de Hoffmann-Teller
frame, for all pitch angles and all types of trajectories (passing and, for the first time,
reflected or trapped). The predicted downstream velocity distributions are mapped from
upstream measurements using an improved Liouville mapping technique taking into
account the overshoots. Furthermore, for one of these crossings we could take
advantage of the configuration of the Cluster quartet to compare mapped upstream
velocity distributions with those simultaneously measured at a relatively well magnetically
connected downstream location. Consequences of energy and adiabatic invariant
conservation are found to be compatible with the observed electron distributions,
confirming the validity of electron ‘‘heating’’ theories based on DC fields as zeroth-order
approximations, but some systematic deviations are found between the dynamics of
low- and high-adiabatic invariant electrons. Our approach also provides a way to estimate
the cross-shock electric potential profile making full use of the electron measurements,
and the results are compared to other estimates relying on the steady state dissipationless
electron fluid equations. At the temporal resolution of the instruments, the scales
associated to the change of the potential generally appear to be comparable to those of the
magnetic field, but some differences between the methods appear within the shock
transition. It is argued that potentials evaluated from Liouville mapping rely on less
restrictive hypotheses and are therefore more reliable. Finally, we show how, in contrast to
methods using electron velocity moments, the technique can be used to produce
high-time-resolution electric potentials and discuss the electric potential profiles through
the shock.

Citation: Lefebvre, B., S. J. Schwartz, A. F. Fazakerley, and P. Décréau (2007), Electron dynamics and cross-shock potential at the

quasi-perpendicular Earth’s bow shock, J. Geophys. Res., 112, A09212, doi:10.1029/2007JA012277.

1. Introduction

[2] The electric cross-shock potential at collisionless
quasi-perpendicular shocks controls in great part the decel-
eration of the bulk of the incoming ions, electron heating
and some particle acceleration mechanisms [e.g., Lee et al.,
1996; Zank et al., 1996]. The potential difference between
the two sides of the shock and the scales over which it
varies are therefore of considerable interest to understand

the processes controlling the shock and the associated
particle dynamics.
[3] Electrons thanks to their small inertia provide good

tracers of field variations through a shock, and Feldman et
al. [1983] have pointed out the possible signature of the
cross-shock potential in the formation of an electron
‘‘beam’’ observed during some shock crossings. Goodrich
and Scudder [1984] have taken this idea further proposing a
mechanism by which in the drift approximation the large-
scale magnetic field and cross-shock electric potential shape
the bulk of electron velocity distribution. For instance, this
mechanism shows how the frame-dependence of the poten-
tial (which is related to the noncoplanar component of the
magnetic field inside the shock layer) can explain the
relatively small heating of electrons compared to ions at
moderate Mach number shocks. It also gives some hints as
to why the electron heating at weak quasi-perpendicular
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shocks is predominantly perpendicular and more isotropic at
stronger shocks (see Scudder [1995] for a review). This
effect was shown to account quite well for the electron
heating and gross shape of the electron distribution ob-
served at some crossings of the Earth’s bow shock [Scudder
et al., 1986b; Hull et al., 1998] and interplanetary shocks
[Fitzenreiter et al., 2003], suggesting that in conditions
typical of these shocks it dominates the anomalous heating
by small-scale turbulence invoked in early theories of
collisionless shocks [Sagdeev, 1966]. However, it was
suggested by Balikhin et al. [1993; see also Balikhin et
al., 1998] that possible short-scale (of the order of the
electron inertial length c/wpe) electric field bursts in the
shock ramp could invalidate the drift approximation by
locally demagnetizing the electrons, thereby possibly heat-
ing them more strongly. Such large-amplitude small-scale
electric bursts were recently observed by Walker et al.
[2004] at a few marginally supercritical quasi-perpendicular
shock crossings using high-resolution electric field mea-
surements on board Cluster.
[4] Although multisatellite missions have allowed con-

siderable progress on the knowledge of shock scales (see
Bale et al. [2005] for a review of recent Cluster results),
those associated to the cross-shock potential remain less
well known. A major reason for that is the difficulty to
estimate the potential directly from electric field measure-
ments, mainly due to the necessity to estimate the electric
field in the appropriate reference frame, the satellite’s wake
effects and, on many satellites, the availability of only two
components of the electric field. Few direct approaches of
this kind have appeared in the literature [Formisano, 1982;
Wygant et al., 1987; Walker et al., 2004], and alternative
methods have to be sought.
[5] In this paper we investigate electron dynamics and its

relationship to the cross-shock potential for three quasi-
perpendicular shock crossings by the Cluster satellites. The
method of characteristics (Liouville mapping) which relates
the upstream and downstream velocity distributions is
reviewed in section 2, paying particular attention to the
effect of nonmonotonic magnetic and potential profiles.
After a general description of the data set (section 3) and
the shocks (section 5), the predictions of this technique are
checked in detail by comparing mapped distributions to the
observed ones downstream and within the shock layer,
slightly beyond the ramp. This static view is completed
by a more dynamical picture comparing electron guiding
center trajectories to contours of the electron distribution
function (section 5). Beyond the confirmation that observa-
tions are essentially consistent with the prediction of the
Liouville mapping, some discrepencies depending on elec-
tron magnetic moment are pointed out. In section 6 we show
how, taking the assumptions of Goodrich and Scudder
[1984] and making use of the Liouville mapping, an
estimate of electric cross-shock potential can be retrieved
from measurements of electron velocity distributions. This
result is compared with others relying on dissipationless
electron fluid equations [Scudder et al., 1986b; Hull et al.,
2000] and to magnetic field profiles. The technique can also
be restricted to data from electrons within a particular range
of adiabatic invariants, which suggests in a manner consis-
tent with the results from section 5 that depending on their
magnetic moments electrons can be mapped in a slightly

different way across the shock. Finally, it is shown in the
same section how in some cases only partial measurements
of the velocity distribution can be used to estimate the
electric potential at a higher temporal resolution.

2. Liouville Mapping and the Cross-Shock
Potential

2.1. Liouville Mapping

[6] A fundamental property of the Vlasov equation is that
it conserves the phase space density along its characteristics,
which correspond to the particle trajectories. In the drift
approximation, a drift-kinetic equation can be constructed
which retains this property, the trajectories being those of
the particle guiding centers [Brizard and Hahm, 2007]. This
property can be used to map part of the phase space density
from one location to another, at phase space coordinates
which are connected by particle trajectories. The technique,
diversely known as the Liouville mapping, Vlasov map-
ping, or method of characteristics, requires that particle
trajectories can be estimated with sufficient accuracy, which
requires in particular some knowledge of the fields (see
Schwartz et al. [2000] and Hull et al. [2000] for thorough
discussions of the experimental limitations of the tech-
nique). Furthermore, for the method to be useful the
trajectories connecting the two locations to be mapped shall
occupy a significant enough volume in phase space in order
to to map a significant fraction of the velocity distribution.
[7] Goodrich and Scudder [1984] suggested that this

technique could be used to map the thermal part of the
phase space measured at supercritical quasi-perpendicular
shocks using the large-scale (DC) magnetic field measured
on board spacecraft, under the assumption of shock planar-
ity and stationarity. Furthermore, particle trajectories are
greatly simplified in the drift approximation, assuming
(1) gyrotropy of the electron distribution function and
conservation of the magnetic moment or first adiabatic
invariant m = mv?

2 /2B (where v? is the gyration velocity)
and (2) conservation of electron energy in the de Hoffmann-
Teller frame, the shock rest frame where the asymptotic
upstream and downstream fluid velocities are parallel to the
magnetic field. This energy, conserved to the first order in
the ratio of the electron gyroradius to the gradient
characteristic scale, is

E0 ¼ 1

2
mv02k þ mB� ef0

¼ 1

2
mv02k þ Û 0

¼ const ð1Þ

where the prime denotes quantities in the de Hoffmann-
Teller frame and f0 is the electric potential in this frame
[Goodrich and Scudder, 1984; Scudder, 1995]. While by
definition the E 
 B drifts vanish away from the shock front
in the de Hoffmann-Teller frame, they are assumed to be
negligible in the above expression through the shock
transition, together with the other guiding-center drifts.
These hypotheses leave only one degree of freedom for the
guiding-center motion in the effective potential Û 0, which
easily determines the velocity of an electron as a function of
its initial velocity and the fields at the initial and current
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locations. For a planar stationary shock, and assuming that
the fields vary monotonically, the velocity distribution
function at an abscissa xi along the shock normal is thus
related to the one at an arbitrary reference location xj by

f xi; v
0
k;i; v

0
?;i

� �
¼ f xj; sgn v0k;i

� �
v02k;i þ 1� bij

� �
v02?;i

h�
þ sijv

02
f;ij

i1=2
; b

1=2
ij v0?;i

�
ð2Þ

with bij = Bj/Bi, sij = sgn (f0
j � f0i) and v0f,ij

2 = 2ejf0
j � f0

ij/m.
This equality is true only for phase space loci which are
connected by particle trajectories, which restricts it to
velocities satisfying

v02k;i þ 1� bij
� �

v02?;i þ sijv
02
f;ij � 0: ð3Þ

Particle trajectories satisfying inequality (3) are called
passing trajectories. Particles which do not satisfy this
condition are reflected back toward their initial location,
implying that when condition (3) is invalid

f xi; v
0
k;i; v

0
?;i

� �
¼ f xi;� v0k;i; v

0
?;i

� �
: ð4Þ

This symmetry was used under identical hypotheses by Leroy
and Mangeney [1984] and (without electric field)Wu [1984]
to explain the formation of a field-aligned energetic electron
beam upstream of nearly perpendicular shocks. The limit
between reflected and transmitted particles hence is defined
by an ellipsoid in velocity space if Bi > Bj and fi > fj, and an
hyperboloid (of one sheet) when Bi < Bj and fi < fj (other
cases not being relevant to fast-mode shocks). We shall refer
to the distribution function constructed from equation (2) as
the Liouville-mapped distribution f

L
, noting that it is only

defined for velocities satisfying (3).
[8] Overshoots are part of the quasi-stationary structure

of supercritical shocks, and invalidate the monoticity hy-

pothesis used in the previous paragraph [Gedalin and Griv,
1999]. Therefore when an overshoot is present in between
the two locations to be mapped, we split the process by
determining which particles can be mapped to the point
where the fields reach their maximum value Bm and fm,
assuming that these maxima occur at the same location, and
then to the final location. In such a case, in addition to
inequality (3) the passing particles velocities must also
satisfy

v02k;i þ 1� bimð Þv02?;i þ simv
02
f;im � 0: ð5Þ

Inequalities (3) and (5) generalize equations (7) and (8) of
Gedalin and Griv [1999] for arbitrary B and f profiles as
long as both fields reach their maxima at the same point.
Hence overshoots decrease the number of passing trajec-
tories, since they increase the number of mirror-reflected
upstream particles and introduce mirror-reflection of down-
stream particles in addition to their possible reflection by the
electric potential. Figure 1 shows that a strong enough
overshoot can even imply that no downstream particle with
nearly perpendicular pitch angle has a passing trajectory, in
which case the mapping provides in particular very little
information about the downstream perpendicular tempera-
ture. Furthermore, overshoots create effective potential
wells for electrons with small perpendicular velocity where
they can be trapped [Hull et al., 2001].
[9] Let us note that the hypothesis that the de Hoffmann-

Teller potential and magnetic intensity reach their maxima
simultaneously is quite reasonable given that the magnetic
field, density, and electron temperatures are generally found
to follow similar profiles. Furthermore, this hypothesis is
approximately satisfied by potential profiles calculated from
electron moments [Scudder et al., 1986a; Hull et al., 2000].
A potential reaching its maximum before the magnetic field
would give more parallel momentum to incoming electrons
and therefore increase the number of passing electrons,

Figure 1. Regions of passing (white) and nonpassing (grey) electron trajectories in HT velocity space in
the presence of an overshoot, (left) upstream and (right) downstream. With respect to a monotonic shock
profile, the presence of a magnetic and potential overshoot results in new sets of nonpassing (i.e.,
reflected or trapped) trajectories, shown in lighter grey. Downstream, this reduces the domain of the
Liouville-mapped distribution function particularly in the perpendicular direction (right). The dashed
lines on the left figure have slopes ±(Bm/Bu � 1)�1/2 and ±(Bd/Bu � 1)�1/2, and on the right-hand
figure ±(Bm/Bd � 1)�1/2. The two perpendicular velocities labelled on each plot are equal when Df /
DB. The two figures have the same scales, and parameters correspond to the 19 December 2003 shock.
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while the converse would be true in the opposite case. This,
at least qualitatively, would not make a large difference.
[10] The mapping defined in equation (2) requires a yet

unknown parameter, the de Hoffmann-Teller electric poten-
tial, while all the other parameters are easily determined by
the observations. We choose the potential value which
allows the best fit of the mapped distribution to the observed
one. This forms the basis of the technique described in the
next section.

2.2. Estimation of the de Hoffmann-Teller Potential
From Electron Distributions

[11] Since the Liouville-mapped distribution is a func-
tional of the cross-shock potential, the mapping can be used
to find the electric potential difference which allows a ‘‘best
fit’’ of the mapped distribution with the observed one. Hull
et al. [2000] estimated in this way the potential difference
across the shock, while the idea was used in a simpler form
by Schwartz et al. [1988]. By a repeated fit of a mapped
upstream distribution to all available electron distribution
measurements during the shock crossing, one can get not
only the cross-shock potential but its profile through the
shock, as was suggested by Schwartz et al. [2000].
[12] The mapping described in the previous paragraph is

applied using the measured magnetic field and the potential
difference Df0 between the upstream and current satellite
location, which appears in this procedure as a free param-
eter. This potential difference is then determined as the one
which minimizes

x Df0ð Þ ¼ 1

N � 1

X
i;j:f L

ij
>0

1�
f L x; vki; v?j

� �
f x; vki; v?j

� �
					

					; ð6Þ

where f is the observed phase space density at a given
location, f L the Liouville-mapped distribution at the same
location and N the number of terms in the sum. The sum in
this equation is restricted to velocities of particles which
have trajectories connecting the two locations and hence
actually experience the potential difference. The fitting
function x was chosen to treat equally all values of the
distribution function and is less sensitive to outliers than a
more usual c2. This form is chosen in particular to reduce
the influence of values on the border of the exclusion region
where the mapped phase space density is generally found to
exceed the observed one [Scudder et al., 1986b]. Never-
theless, values of the phase space density below the five-
count level were rejected to avoid phase space density
values with too large uncertainties. Choosing other similar
expressions for x does not modify appreciably the results.
[13] This procedure provides the potential in the de

Hoffmann-Teller frame, which in particular has the advan-
tage of being independent of coordinates along the shock
surface, unlike for example the normal incidence frame
potential [e.g., Scudder, 1995].

3. Data Description

[14] The three shocks studied in this paper are supercrit-
ical quasi-perpendicular bow shocks selected from periods
of relatively steady upstream conditions. They were crossed
by Cluster during data burst modes, when three-dimensional

(3-D) electron velocity distributions were available every
satellite spin period (4 s) from the Plasma Electron and
Current Experiment (PEACE) instrument [Johnstone et al.,
1997]. However, because of telemetry limitations only a
reduced form of the full 3-D measurements was transmitted
to the ground. Electron data used in this study came from
PEACE’s Low Energy Electrostatic Analyzer (LEEA) and
consist of 26 energy levels ranging from approximately 7 eV
to 1.7 keV, 6 polar and 32 azimuthal angular bins (3DX1
mode). High-temporal resolution FGM magnetic field data
[Balogh et al., 2001] is interpolated at the times of individ-
ual measurement steps in order to compute pitch angles.
Electron energy levels are corrected for the energy gained
from the spacecraft floating potential using the spin-
averaged EFW probe potential relative to spacecraft
[Gustafsson et al., 1997], thereby removing the photoelec-
trons which contaminate the measurements. The velocity
moments were computed by numerical integration using
spacecraft potential-corrected distributions, and the electron
number density was cross-checked using the plasma fre-
quency provided by the WHISPER instrument [Décréau et
al., 2001]. CIS/HIA [Rème et al., 2001] proton velocity
moments used to estimate shock parameters were drawn
from Cluster mission’s Prime Parameters database. On all
crossings the Cluster quartet was in a nearly equilateral
tetrahedron configuration, with separation around 200 km
for the 19 December 2003 and 23 January 2004 crossings
and 1300 km for the 19 March 2005 crossing.

4. Overview of the Shock Crossings

[15] The magnetic field profiles of the shocks (Figure 2)
are typical of supercritical quasi-perpendicular shocks, dis-
playing a foot and a ramp, followed by an overshoot-
undershoot cycle. Furthermore, they appear quite similar
on the four spacecraft (using 4-s averages) for the 19
December 2003 and 23 January 2004 shocks, suggesting
a rather stationary shock structure at the separation scale.
However, for the 19 March 2005 shock, the shock is crossed
by Cluster-4 (C4) nearly 3 min after C1 and C2 and displays
a less steep profile, suggesting that the shock has slowed
down during that interval (Figure 1, bottom).
[16] We have estimated the shock normals using the

relative timings of ramp crossings between the four space-
crafts [Dunlop and Woodward, 2000; Schwartz, 2000] and
using the Abraham-Shrauner coplanarity by calculating the
unit vector along the direction of (DB 
 DV) 
 DB, where
D indicates differences between the asymptotic downstream
and upstream sides. These shock normals are also compared
to those from an empirical model fit to large number of
crossings [Peredo et al., 1995] and rescaled to fit the
observed shock crossing location. The results are summa-
rized in Table 1 and show good agreement between the
methods. The shock normals estimated from the relative
timings of the ramp crossings agree quite well with normals
estimated on each satellite using the Abraham-Shrauner
normal, suggesting the shock planarity at the satellite
separation scale.
[17] The main shock parameters are shown in Table 2,

where (u) refers to the upstream (low-entropy) side of the
shock and (d) to the downstream (high-entropy) side. The
shocks have comparable strength (in terms of Bd/Bu or nd/
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nu), propagation angles with respect to the upstream mag-
netic field around 72–81� and Alfvénic Mach numbers
from 5 to 10. However, they display stronger differences
in their plasma characteristics. For instance the ratios of
electron kinetic to magnetic pressures be range from 0.5
(23 January 2004) to 6 (19 December 2003). For this last

shock, bp is high as well (bp � 3), and as usual in high-b
plasmas this shock has a particularly large overshoot. High-
resolution magnetic field data shows its rather turbulent
character, with possibly ripples propagating along the shock
surface [Moullard et al., 2006]. Another important differ-
ence between these shocks is related to the dissipated solar

Figure 2. (a) Magnetic field amplitude, electron velocity moments (b) density, (c) parallel and
perpendicular temperatures, (d) parallel heat flux normalized by 3/2nevTekBTe, and (e) electric field
spectral density, on SC1 for the (top left) 19 December 2003 and (top right) 23 January 2004 and on
(bottom left) SC2 and (bottom right) SC4 for the 19 March 2005.
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wind kinetic energy in the Normal Incidence (NI) frame.
This parameter was shown in statistical surveys to be
significantly better correlated with the electron heating than
the shock geometry or Mach numbers [Thomsen et al.,
1987; Schwartz et al., 1988; Hull et al., 2000], suggesting
indeed that electron heating increases with the dissipated
bulk kinetic energy. This is consistent with our estimations,
since electron heating is most important for the shock with
the largest difference in proton ram energy (23 January
2004) and weakest for the shock with the smallest one (19
December 2003).
[18] Electron heating is weaker at the 19 December 2003

shock than for the two others. For such relatively strong
shocks, the electron pressure tensor tends to be more
isotropic downstream than upstream (see parallel and per-
pendicular temperatures in Figure 2), although the down-
stream distributions are not necessarily strictly isotropic
[Feldman et al., 1983]. The perpendicular temperature
profile is slightly less smooth than the parallel one and
tends to follow qualitatively the magnetic field profile,
although Te?/B is not conserved in any of these shocks,
which does not necessarily imply that the electrons’ mag-

netic moment is not conserved. Statistically, Te?/B was
found by Schwartz et al. [1988] to increase more from
upstream to downstream for higher electron thermal Mach
number shocks, which is generally consistent with the
results from Table 2, although there is a significant reduc-
tion of this quantity (almost by a factor 2) instead of an
increase for the 19 December 2003 shock. The (parallel)
heat flux vanishes near the magnetic field and electron
temperature maximum and is elsewhere directed away from
this point as could be expected from a thermodynamic point
of view, overcoming upstream the solar wind heat flux but
being negligible downstream when compared to the satu-
rated heat flux qs = 3/2nevTekBTe. It is worth keeping in
mind, however, that due to the limited energy range of the
instrument, these heat fluxes might not include the contri-
bution from the electrons reflected and accelerated by the
shock.
[19] Upstream distributions have some loss-cone-like

features at low (thermal) energies, with a depression in
the phase space density for electrons roughly moving along
the magnetic field away from the shock (Figure 3), which
are a sign of magnetic mirroring by the shock [Feldman et

Table 1. Comparison of Shock Normals From Different Methods: Timing, Abraham-Shrauner, and From a

Shock Model [Peredo et al., 1995] Rescaled to Fit the Observed Shock Locationa

Parameters Units 19 December 2003 23 January 2004 19 March 2005

ntiming (GSE) – (0.79, 0.61, �0.10) (0.90, 0.40, 0.18) (0.99, 0.04, 0.06)
nAS (GSE) – (0.74, 0.61, �0.27) (0.89, 0.40, 0.20) (0.99, �0.03, 0.11)
nmodel (GSE) – (0.80, 0.59, �0.11) (0.90, 0.42, 0.17) (0.98, �0.06, 0.19)
vshock � ntiming km/s �4.5 �7.5 8
vHT (GSE) km/s (281, �392, �141) (501, �926, �474) (124, �3072, 1254)

aAlso shown are shock velocity along normal and de Hoffmann-Teller frame velocity, both given in the satellite frame using
timing results.

Table 2. Summary of Main Shock Parameters at the Asymptotic Upstream and Downstream Locationsa

Parameters Units

19 December 2003 23 January 2004 19 March 2005

(u) (d) (u) (d) (u) (d)

B nT 3.26 10.7 11.7 35.7 7.82 26.2
ne cm�3 11 37.8 6.59 21.9 7.76 19.3
Te eV 14.3 25.8 22.8 90.8 17.2 70.8
Tek/Te? – 1.08 1.01 1.64 1.1 1.14 0.934
Te?/B eV/nT 4.3 2.40 1.60 2.46 2.10 2.76
Tp eV 7.38 107.0 35.5 327 30.6 276
be – 5.99 3.4 0.45 0.63 0.88 0.8
bp – 3.09 14.1 0.69 2.26 1.56 3.12
vp km/s 220 58.7 550 194 474 134

qBn,timing deg 75.9 86.4 72 79.2 81.2 89.2

qBn,AS deg 72.1 84.7 77.3 85.9 76.1 85.9

qBn,model deg 70.3 81.4 75.6 84.7 72.6 82.9

Proton ram energy, mpup
2/2 eV 253 18 1580 196 1170 94.2

Alfvén Mach number, MA – 10.3 1.54 5.56 1.16 7.76 1.03
Fast Mach number, Mf – 4.22 0.787 4.79 0.946 5.96 0.801
HTF electron thermal Mach number, MTe

0 – 0.402 0.309 0.627 0.183 1.26 1.97
Electron plasma frequency, fpe kHz 29.8 55.2 23.1 42 25 39.4
Electron gyrofrequency, fge Hz 91.3 301 326 1000 219 734
Proton gyrofrequency, fgp Hz 0.0495 0.163 0.177 0.543 0.119 0.398
Electron inertial length, c/wpe km 1.6 0.864 2.07 1.14 1.91 1.21
Thermal electron gyroradius, re km 2.76 1.12 0.976 0.634 1.26 0.764
Proton inertial length, c/wpp km 68.4 37 88.5 48.6 81.6 51.8
Thermal proton gyroradius, rp km 85 98.2 52.2 51.7 72.2 64.6
Convected proton gyroradius, vp1/Wcp km 707 215 494 161 636 190

aFrame-dependent quantities are given in the Normal Incidence frame (the shock rest frame where the upstream solar wind velocity is directed along the
shock normal), unless a prime denotes the de Hoffmann-Teller frame (shock rest frame where bulk velocities are asymptotically field-aligned). Here (u) and
(d) refer to upstream and downstream (low and high entropy sides of the shock), respectively.

A09212 LEFEBVRE ET AL.: ELECTRON DYNAMICS AND SHOCK POTENTIAL

6 of 17

A09212



al., 1983; Scudder, 1995; Lobzin et al., 2005]. These
features are more noticeable for the stronger 23 January
2004 and 19 March 2005 shocks. Behind the ramp, in the
overshoot, the electron distribution have the flat-top shape
typical of strong shocks on top of which sit a weak parallel
sheath-directed ‘‘beam’’ (Figure 4, middle) [Feldman et al.,
1983], although both features are very weak for the 19
December 2003 shock. Figure 4 (right) also shows that
downstream of the shock the beam is not always sheath-
directed but sometimes on the contrary appears to be shock-
directed even though no significant rotation of the magnetic
field was found, which is not consistent with the local
acceleration of electrons by the cross-shock potential but
rather electrons travelling in the magnetosheath from an-
other part of the shock [e.g., Feldman et al., 1983]. The 23
January 2004 shock has the strongest electron temperature
anisotropy both upstream and downstream (Table 2), while
the upstream parallel velocity distribution is strongly non-
Maxwellian (Figure 4, left). This shock also displays the
strongest beam near the downstream directed shoulder of
the velocity distribution. To the 19 December 2003 shock
correspond very faint upstream plasma emissions, as shown
by the electric field spectra measured by the Whisper

instrument (Figure 2, top left), suggesting a very small
density of upstream-reflected electrons and/or their spread
near thermal energies. The Langmuir waves are much more
intense upstream of the 23 January 2004 shock (Figure 2,
top right), apart from a brief interval when the heat flux
carried by particles coming from the shock vanishes, which
probably corresponds to a short excursion of the satellite
outside of the electron foreshock. Nevertheless, no beam of
reflected electrons could be clearly identified in the data.
Plasma frequency oscillations decrease when entering the
foot, while the intensity of electric fluctuations at lower
frequencies increases as is usually the case in the ramp.

5. Liouville Mapping Application to Cluster/
PEACE Data

5.1. Comparison of Mapped and Observed Velocity
Distributions

[20] The mapping technique described in section 2 (in-
cluding the effect of the overshoots), is applied here to
PEACE data, which is first transformed to the de Hoffmann-
Teller frame, mapped to another location, and transformed
back to the satellite frame for comparison with measure-

Figure 3. Differential electron energy flux on C1 for the 23 January 2004 shock, upstream (1809:11,
left), slightly behind the ramp (1810:16, middle), and downstream (1811:28, right). The horizontal axis
corresponds to the perpendicular (gyration) speed while the vertical axis corresponds to the parallel
component. The figures have been mirrored around v? = 0 for readability.

Figure 4. Cuts of the electron velocity distribution on C1 for the 23 January 2004 shock, upstream, in
the overshoot and downstream (same times as Figure 3).
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ments. Comparison between cuts at different pitch angles of
the downstream electron velocity distribution with the one
mapped (using equation (2)) from upstream to locations
slightly beyond the ramp and further downstream are shown
in Figures 5 and 6. The figures show also the downstream
distribution which was flipped around v0 = 0 in the de
Hoffmann-Teller frame to test the symmetry defined by
equation (4) for the part of velocity-distribution which do
not satisfy the conditions (3) and (5) (and therefore corre-
spond to reflected particles). The upstream and downstream
states for the mapping were chosen closer to the shock than
the ‘‘asymptotic’’ locations, but far enough not to be
affected by the shock macroscopic fields. For the 19
December 2003 and 23 January 2004 shocks, the upstream
and downstream distributions were taken from the same
satellite at different times. On 19 March 2005, C2 and C4
were roughly aligned with the upstream and downstream
magnetic fields (50� upstream and 41� downstream) and
were distant enough to allow mapping of the upstream
distribution on C4 to the simultaneous downstream one on
C2. Using simultaneous data from a pair of approximately
magnetically connected satellites ensures a better connec-
tion of the two locations by the electron trajectories and

therefore relaxes a bit the strictness of the shock stationarity
and planarity hypothesis. To our knowledge, the only
published comparisons of mapped and observed distribu-
tions for nonzero pitch angles were carried out by Hull et al.
[1998; see also Hull et al., 2000] for a very weak shock, and
by Fitzenreiter et al. [2003] at an interplanetary shock,
although in this case the analysis is hampered by the high
velocity of the shock in the spacecraft frame. Both have
found reasonable agreements between the mapped and
observed distributions.
[21] The cuts on Figures 5 and 6 show that the mapped

distributions correspond approximately to the observed one
for all pitch angles, with even remarkable agreement for the
shock with weakest electron heating (19 December 2003).
However some discrepancies occur, and these differences
are stronger for shocks with stronger heating as shown on
Figure 6 for the 19 March 2005 shock. The mapped
distribution appears steeper than the observed one, which
results in an excess of the mapped distribution with respect
to the observed one around the parallel direction at the
lowest energies (middle and bottom left of Figure 6). This
was already noticed by Scudder et al. [1986b] on parallel
cuts of the distributions. Conversely, at larger pitch angles

Figure 5. Cuts at 0, 30, and 60� pitch angles (in the satellite frame) of the measured velocity
distribution (thick continuous line), distribution mapped from upstream (dashed) and distribution of
downstream-reflected particles (dash-dotted) for the 19 December 2003 shock on C1. The original
upstream distribution being mapped to the other side of the shock is shown at the top, and comparisons
are shown slightly beyond the ramp in the overshoot (middle) and further downstream (bottom). The
shaded areas correspond to regions of nonpassing particles also shown on Figure 1.
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the mapped distribution is found to significantly underesti-
mate the observed one (middle right of Figure 6). Some lack
of symmetry around v0 = 0 in the reflected part of the
downstream distribution (equation (4)) is on the contrary
more noticeable for the 19 December 2003 (bottom left of
Figure 5), as shown by the discrepancy between the
reflected (dotted curve) and observed distribution. This
may indicate the presence of irreversible effects acting on
low energy particles downstream, although one has to keep
in mind the possible experimental source of errors such as
possibly inaccurate determination of the de Hoffmann-
Teller velocity. Finally, there is always a discontinuity in
the velocity distribution predicted by the mapping at ener-
gies on the border between reflection and transmission.
Such discontinuities are not expected physically, as they
should be smoothed by other processes.

5.2. Electron Guiding-Center Dynamics

[22] As described in section 2, an estimate of the electric
potential profile can be derived from the mapping by fitting
the mapped distribution to the observed one. This estimate
will be compared to others in section 6. Here we use it to
find in a self-consistent manner the guiding-center trajecto-
ries of electrons which would conserve their magnetic
moment and energy in the HT frame. These guiding centers
move in an effective potential Û 0 = mB � ef0 (equation (1))
quite analogous to the electric potential of a double layer,

and their trajectories can be classified as passing, reflected
or trapped. The shape and size of Û 0 varies widely for
different values of m, from mostly field-aligned particles
(m � 0) for which the effective potential is essentially the
electric potential, to those with large m which are mostly
sensitive to the magnetic field.
[23] Figures 7 and 8 show the effective potential Û and

the trajectories plotted as isocontours of the energy
(equation (1)) transformed back into the satellite frame,
and superimposed onto the distribution function f (x, vk, m)
measured in the satellite frame for different values of m. In
the drift approximation, these trajectories should correspond
to the contours of the phase space density. This appears
from the figures to be globally well verified, for all types of
trajectories. A similar analysis restricted to m = 0 was
performed by Scudder et al. [1986b] for a high b quasi-
perpendicular shock, also showing good overall agreement.
Here we show results for m > 0, which as m increases show
more and more trajectories reflected on either side of the
shock, or trapped trajectories in the effective potential wells.
Passing trajectories appear to follow in general quite well
the contours of the distribution function, with increasing
accuracy for larger parallel velocities. At lower energies,
and particularly for reflected particles one notes however
that for the reflected particles (both upstream and down-
stream), the symmetry of f around vk = 0 (equation (4)) is

Figure 6. Same as Figure 5 for the 19 March 2005 shock. For this shock, the observed distributions on
C2 are compared to mapped ones coming from simultaneous measurements on C4, while C4 remains in
an upstream location roughly connected to C2 by magnetic field lines.
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sometimes broken. This is particularly visible on the
upstream parts of Figures 8c and 8d, confirming findings
from section 5. These electrons around the separatrix
between reflection and transmission are those which spend
the longest time in the shock layer, allowing them to be
more sensitive to extra effects not included in the mapping.
It is also worth noting that this violation of symmetry also
occurs for trajectories which do not enter the ramp,
suggesting that irreversible effects are not necessarily
confined to the ramp. Furthermore, plots for higher
adiabatic invariant clearly show for the first time in
experimental data trapped trajectories along which the

Figure 7. Phase-space density as a function of time and
parallel velocity for different fixed values of the adiabatic
invariant for the 19 December 2003 shock. In each subplot,
the top shows the effective potential (equation (1))
calculated from the measured magnetic field and the electric
potential inferred from the mapping. The bottom shows the
measured velocity distribution f(vk, m) for given (constant)
m. White curves on the bottom correspond to constant-
energy curves (guiding-center trajectories) for the energy
defined by equation (1). The thicker curve corresponds to
the separatrix between passing/nonpassing trajectories.

Figure 8. Same as Figure 7 for the 19 March 2005 shock.
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phase space density is conserved. These trapped orbits are
found for nearly field-aligned particles in the undershoot
region, and downstream of the shock for particles with large
m, particularly in the downstream overshoot-undershoot
cycle. For particles to fill these trapped orbits additional
effects must be considered [Hull et al., 2001], such as large-
scale and slow (compared to trapped particle bounce time)
temporal variations of these structures or pitch-angle
scattering. Finally, one observes sharp and nonmonotonic
variations of the effective potential Û which reflect the
nonstrict proportionality of f0 and B.

5.3. Electric Potentials From Different Subsets of
Electrons

[24] Since we have found that the mapping does not apply
equally well to particles of all energies, it can be interesting
to check if electrons with different adiabatic invariants
would provide different estimates of the cross-shock poten-
tial. This can be done by restricting the sum in equation (6)
to electrons in a given range of magnetic moment m. In

order to keep a sufficient number of data points for the fit,
only two ranges of m where considered, below and above
the mT = Te?u/Bu.
[25] Figure 9 shows the electric potential profiles evalu-

ated in this way for the 19 December 2003 and 19 March
2005 shocks. The figures shows as well the values of the
fitting function z which provide some information (however
limited) on the quality of the fit, which are found to be
comparable for the potential estimates. If the hypotheses
behind the mapping applied equally well to electrons of all
energies, there would be no significant difference between
the two curves. For the 19 December shock, the difference
between the potential estimates indeed remains small.
Nevertheless the high-m potential slightly increases faster
than the low-m one in the foot and the ramp. These differ-
ences are considerably amplified for the 19 March shock,
resulting in a significant discrepancy downstream. The low-
m potential appears to be the one closest to the potential
estimated using the full energy range.
[26] This is consistent with the previously found fact that

for stronger shocks the mapping tends to overestimate the
observed distribution in the parallel direction (at least, at
low energies) and underestimate it in the perpendicular
direction. This also tells that additional effects neglected
in the mapping and responsible for these differences affect
differently electrons with large and small magnetic
moments.

5.4. Higher Time Resolution Electric Potential Profiles

[27] The mapping approach also allows an estimation of
the electric potential at a subspin temporal resolution.
Indeed, the fitting function in equation (6) does not require
a knowledge of the full velocity distribution. Therefore even
if it takes a satellite spin to make a full 3-D measurement of
the electron distribution function by a series of fast sweeps
in energy/angle at nearly constant spin azimuth, as soon as
the sum in equation (6) can be run over a sufficient number
of data points one can get an estimate of the value of the
potential. Such partial information from individual sweeps
was already used by Montgomery et al. [1970] in an attempt
to study electron heating through the shock ramp at a high
temporal resolution.
[28] There are two clear limitations to this approach

however. First, the instrument tends to sample particles
with rather perpendicular (in the satellite frame) pitch angles
unless the magnetic field is contained in its field of view.
This is a problem since these particles often fall into the
mapping’s exclusion region (where equation (3) is not valid)
and thus are useless to estimate the potential. Second, the
fewer the data points are used to estimate the fitting
function, the lower the accuracy of the determined electric
potential. However we have found that using data from five
sweeps, corresponding to a time resolution of 625 ms, and
keeping values for which the sum in equation (6) was
calculated over at least 10 velocities, provide an electric
potential profile at significantly higher time resolution and
in good agreement with the spin-frequency one (Figure 10
for the 19 December 2003 shock). It nevertheless displays
oscillations at the half-spin frequency, particularly notable
in the solar wind, related to the magnetic field coming in
and out of the instrument’s field of view, and the amplitude
of these oscillations provide a natural estimation of the error

Figure 9. Cross-shock potential estimation using electrons
within a restricted range of adiabatic invariants, for the (top)
19 December 2003 and (bottom) 19 March 2005 shocks.
The solid lines correspond to m < Te?,u/Bu and the dashed
ones to m > Te?,u/Bu. The lower panels show values of the
fitting function (equation (6)).
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added by not using the full velocity distribution measure-
ment. Nevertheless, the potential gradient tends to be
slightly less uniform than suggested by the lower-resolution
measurements, with corresponding HT electric fields reach-
ing a few (’5) mV/m from the high-resolution potential
compared to 0.5 mV/m from spin-resolution potential (19
December 2003 shock).
[29] This result suggests that an important part of the

potential increases across the shock occurs into the foot,
followed by a sharp increase in the ramp. Similar
behavior is found in numerical simulations [e.g., Scholer
et al., 2003]. At this temporal resolution, the potential
appears smoother and more monotonic than the magnetic
field.

6. Comparison of Cross-Shock Potential Profiles
With Fluid Estimates

6.1. Estimation of the de Hoffmann-Teller Potential
From Electron Velocity Moments

[30] The de Hoffmann-Teller cross-shock potential de-
rived in the previous section from the Liouville mapping
can also be estimated from the electron fluid equations
under the assumptions of shock planarity and stationarity, a
technique used by Scudder et al. [1986a] and Hull et al.
[2000].
[31] This approach relied on the hypotheses that electrons

have a gyrotropic distribution with a bulk velocity in the de
Hoffmann-Teller frame which is field-aligned through the
layer and not only in the asymptotic upstream and down-
stream states (see Scudder [1987] for a justification).
Furthermore, resistivity and viscosity are neglected. In such
conditions, the steady state electron momentum equation

integrated across a planar discontinuity in the de Hoffmann-
Teller frame yields [Goodrich and Scudder, 1984]:

eDf0 ¼
Z x2

x1

1

ne

dPek

dx
� Pek � Pe?
� � d lnB

dx

� �
dx ð7Þ

which corresponds to the integration of the ambipolar
electric field along the shock normal. This method has the
advantage of requiring only estimates of the pressure tensor
and density, and therefore does not necessitate any
transformation to the HT frame. Under the same conditions,
and neglecting any energy sink/source, the stationary
electron energy equation can be integrated to:
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This expresses the potential as a difference between terms
evaluated at two different locations [Hull et al., 2000],
which does not require knowledge of these parameters in
between and does not pose problems of numerical
integration of undersampled functions which may arise
using equation (7). Furthermore, this expression has three
contributions with clear physical interpretation. The first is
due to the change in bulk flow energy of the electrons,
Dm

2
u0ek
2 , which is generally negligible. The middle terms

would reduce in an isotropic plasma to the cross-shock
potential difference if the electrons obeyed an adiabatic law
p / ng, giving Df = g

g�1
DT, with g = 5/3. The last term in

equation (8) involves the heat flux and hence represents the
nonadiabatic (in the thermodynamic sense) contribution to
the potential. It as well depends on shock geometry, through
the parallel de Hoffmann-Teller electron bulk velocity.

6.2. Electric Potential Profiles

[32] The electric potential estimates derived from electron
moments are compared to the one from the Liouville
mapping in Figure 11. The figure shows as well values of
the fitting function x defined in equation (6). As in the
previous section, the mapping is done from one satellite to
the same one at different times excepted for the 19 March
2005 shock when simulatenous data from two roughly field-
aligned satellites is used. For this last shock, the potential
estimated from equation (8) also uses data from the same
pair of satellites.
[33] The potential estimates remain satisfactorily constant

in the solar wind, the one from the energy equation
generally exhibiting the largest fluctuations. The three
methods are in good agreement for the shock which exhibits
the smallest heating (19 December 2003, shown on top).
The potential difference is in order of magnitude compara-
ble to the electron temperature difference, as can be
expected for an ambipolar electric field. One also notes that
the potentials from the momentum and energy fluid equa-
tions are in good agreement for each of the three shocks.
Discrepancies between methods are more important for the
stronger shocks. In particular, downstream the difference
between the fluid and the mapping results is almost as large
as the downstream thermal energy for the 23 January 2004
shock (Figure 11, middle). It is also the shock for which the
fitting function x reaches the largest values, indicating a less

Figure 10. Higher temporal resolution (625 ms) HT
electron potential from the mapping technique (dots), and
comparison with the spin-resolution result (crosses) for the
19 December 2003 shock. Top panel shows high-resolution
magnetic field subsampled at the same temporal resolution
as the potential.
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satisfying fit. Finally, let us note that for the 19 March 2005
shock, the potential resulting from mapping C4 data to C2 is
very similar to the one obtained by mapping C2 to itself.
Since the use of an appropriate satellite pair can only
improve the results, this indicates that the planarity and
stationarity hypotheses apply satisfactorily here.
[34] Globally, the potential profiles follow those of the

magnetic fields, starting to increase in the foot and reaching
a maximum in the region of the overshoot, meaning that
they vary on comparable scales. A similar conclusion was
reached using potential estimated from electron moments by
Scudder et al. [1986a] and Hull et al. [2000], and numerical
simulations show similar results [Scholer et al., 2003;
Lembège et al., 2003]. One notes however that the scales
are quite significantly different for the mapping electric
potential on the 23 January 2004 (Figure 11, middle), with
not much increase in the foot and sharp gradients in the
ramp and therefore stronger electric fields. It must be noted
however that this can be partly an artifact of time-aliasing
since this crossing is quite short, but there can be more
physical reasons involved.
[35] All three methods rely on the shock planarity and

stationarity. They may also equally suffer from time aliasing
in the ramp, since they rely on electron data which take a
full satellite spin to collect (although as discussed in the
previous section this can be improved for the mapping
method). Nevertheless, other aspects of the methods differ
and each has its limitations. For instance, the integral in
equation (7) can be miscalculated due to insufficient tem-
poral (and hence spatial) sampling for shorter crossings (23
January 2004 and 19 March 2005). Moreover, the integrand
involves gradients which need to be approximated. The
energy equation result in equation (8) does not suffer from
such numerical integration problem, but involves a heat
flux, a higher-order moment, for which the uncertainties are
typically larger than for example the pressure tensor. Fur-
thermore, equation (8) involves the electron bulk velocity in
the de Hoffmann-Teller, which is hampered both by the
difficulty of accurately determining the electron bulk ve-
locity and the de Hoffmann-Teller frame velocity in the
satellite frame (this being increasingly difficult when qBn
gets closer to 90�). Finally, both methods neglect the
perpendicular component of the velocity, whose contribu-
tions according to Scudder [1987] are in decreasing order of
magnitude due to electron pressure anisotropy, inertia and
bulk resistivity and are negligible for low de Hoffmann-
Teller electron thermal Mach number M 0

Te in fast-mode
shocks. Although discrepenties between the fluid and map-
ping methods are here not the largest for the shock with the
highest M 0

Te, they may nevertheless suggest that the electron
pressure anisotropy (and possibly other effects) break the
field-aligned approximation in this case. Equations (7) and
(8) can be quite straightforwardly generalized to non field-
aligned flows, but this approach retains in particular the
problems associated with the accurate determination of the
electron HT bulk velocity.
[36] The hypotheses behind the mapping result were

presented in section 2 and are less stringent than for the fluid
result. They would be violated for instance if fluctuations
within the shock provided significant energy/pitch-angle
diffusion or if sharp gradients demagnetized the electrons
(and this would also break hypotheses behind the fluid

Figure 11. Magnetic field amplitude and cross-shock
potential from the three methods, for the (top) 19 December
2003, (middle) 23 January 2004, and (bottom) 19 March
2005 shocks. Distances from the ramp along the shock
normal are normalized with respect to the upstream ion
inertial length c/wpi.
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methods), as shall be discussed in the next section. How-
ever, when these hypotheses apply satisfactorily to thermal
electrons, this technique has the advantage of relying only
on electrons whose trajectory crosses the shock and hence
which experience the full effect of the potential, whereas
results from fluid theory rely on velocity moments which
encompass all electrons. To the very least, this makes the
potential estimated from the mapping more consistent with
the electron dynamics discussed in this paper. Furthermore,
it treats all these passing electrons equally, whereas, depend-
ing on their order, moments favor certain energy ranges.
Nevertheless, the method remains sensitive to the HT-frame
velocity, which is increasingly problematic for more per-
pendicular shocks.

7. Discussion

[37] Based upon the assumptions of shock planarity and
stationarity, and conservation of the electron first adiabatic
invariant and energy in the de Hoffmann-Teller frame, an
estimate of the cross-shock electric potential was retrieved
by fitting mapped velocity distributions to observed ones. A
quite remarkable correspondence between the mapped and
observed distributions was found for the 19 December 2003
shock, and the electric potential was found to vary smoothly
on scales comparable to those of the magnetic field, in
agreement with other estimates relying on electron
moments. The correspondence was less satisfying for the
two other shocks, indicating that some of the assumptions
are not entirely appropriate to these shocks.
[38] Large-scale deviations from strict stationarity and

planarity can affect the results, since an important require-
ment of the technique is that locations of the original and
mapped distributions are sufficiently well connected by
magnetic field lines and particle trajectories [Schwartz et
al., 2000; Hull et al., 2000]. For instance on the Cluster
separation scales some variability in the shock profiles is
often observed, particularly in the foot [Horbury et al.,
2001]. Such a limitation can be however in good part
relaxed with the use of an appropriately located pair of
satellites, as we have done for the 19 March 2005 shock. In
that case, the multisatellite and single-satellite results were
found similar, which is a further confirmation that statio-
narity and planarity are relevant here. Another possible
limitation of the technique related to the large-scale struc-
ture of the shock comes from the accurate determination of
de Hoffmann-Teller frame velocity (and its parallel compo-
nent). This requirement should become critical for nearly
perpendicular shocks, notwithstanding the fact that for these
shocks the de Hoffmann-Teller velocity becomes signifi-
cantly larger than the electron thermal velocity
(corresponding to a high de Hoffmann-Teller electron
thermal Mach number) in which case the mapping predicts
highly skewed distributions which are very unlikely to be
stable.
[39] On ion scales, fluctuations propagating at a small

angle with respect to the shock surface (ripples) break both
planarity and stationarity hypotheses and were recently
found at a shock crossing on 19 December 2003 closely
following the one studied in this paper by Moullard et al.
[2006]. Such ripples were found in hybrid simulations to
participate in the formation of a population of downstream

suprathermal electrons [Burgess, 2006], but at higher ener-
gies than considered here. More dramatic large-scale effects,
as well as sharper gradients on the c/wpe scale, can appear in
self-reforming shocks [Krasnoselskikh et al., 2002]. In
particular, simulations have shown important changes in
the electric potential for such shocks [Scholer et al., 2003].
All these effects are likely to strongly affect electron
dynamics, but are thought to concern essentially high-Mach
number and low-b shocks.
[40] The processes which are most likely to invalidate the

assumptions the mapping and calculation of the electric
potential locally in the shock front are therefore waves,
localized structures or gradients on electron scales. Early
research has mainly focused on current-driven microinst-
abilities such as the ion-acoustic or lower-hybrid drift
instabilities, but there is so far a lack of clear evidence for
their generation and sustainability in the shock front [see,
e.g., Scudder et al., 1986b; Balikhin et al., 2005], in
particular for high-b shocks. The gyroresonant interaction
of electrons with waves is nevertheless a highly efficient
mean to break conservation of their adiabatic invariant and
energy. Orlowski et al. [1995] have found some experimen-
tal evidence for gyro-resonant interaction of oblique supra-
thermal electrons with whistlers in quasi-perpendicular
shock ramps. According to Veltri et al. [1990] the scattering
by waves on electron-scales (c/wpe) provides a second-order
effect which would ‘‘cool’’ electrons by make transmitted
trajectories fall into the lower-energy region of phase space
occupied by reflected trajectories based on guiding-center
dynamics in the large-scale static fields. At least, waves are
expected to smooth via pitch-angle scattering any disconti-
nuity which may occur in the electron distribution functions
near the separatrix between passing and reflected trajecto-
ries inferred from the mapping. Similarly, Vandas [2001]
has argued that the shock drift acceleration mechanism,
which is based on identical assumptions to those discussed
here, cannot alone account for some of the most salient
properties of high-energy (>10 keV) electrons observed
upstream of quasi-perpendicular shocks, and that therefore
some pitch-angle scattering is likely to occur within the
shock layer.
[41] Alternatively, the hypotheses can be invalidated by

the presence of strong localized electric fields inside the
shock layer. It has been argued by Balikhin et al. [1993] that
sharp gradients (on scales of the order the electron inertial
length) in the electric potential in the ramp might locally
demagnetize electrons in the thermal energy range and
possibly result in stronger electron heating. According to
Gedalin et al. [1995] and Balikhin et al. [1998], the
adiabatic invariant breakdown depends on the electric field
gradients (i.e., potential curvature), and electrons with the
lowest magnetic moment are the most sensitive to this
demagnetization. This is supposed to occur in the foot or
upstream half of the ramp, where the magnetic field is still
relatively low, provided there are significantly large poten-
tial gradients on scales of a few c/wpe. Furthermore, this was
found to become less efficient for high-b shocks where the
thermal electrons remain strongly magnetized. Such a
mechanism however concerns electrons within a limited
range of gyroradii, since neither electrons with gyroradii
much smaller nor much larger [Pesses, 1981; Ball and
Melrose, 2001] than the ramp thickness are expected to
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break the conservation of their magnetic moments. Lembège
et al. [2003] and Savoini et al. [2005] have however found
that a noticeable fraction of test particle electrons thrown in
PIC shock simulations follow this sort of behavior, that
fraction increasing with shock nonstationary. Curiously,
processes during these electrons traversal of the foot appear
to play a role in enhancing the apparent demagnetization.
Although the direct consequences of this phenomenon are
difficult to check in the data, it is worth noting that the
discrepancies between potentials from the mapping and the
fluid equations as well as differences between apparent
potentials for low- and high-m electrons appear in the
upstream half of the shock transition. Furthermore, they
are most noticeable for the 23 January 2004 shock, which
has the lowest be and exhibits sudden and sharp gradients in
the estimated electric potential. It must nevertheless be
noted that results for this shock are hampered by the quite
short crossing time and may suffer from time-aliasing.
[42] There are therefore several mechanisms which can

break the main assumptions used to describe electron
dynamics at quasi-perpendicular shocks, but they remain
difficult to identify clearly. Nevertheless, at least one of
them must be present, and provide additional effects to
electron velocity distributions on top of the firmly estab-
lished ‘‘phase space inflation’’ due to the large-scale sta-
tionary magnetic and electric fields. If this (these)
process(es) result in an additional heating or cooling of
the electrons, this implies that the electric potential estimat-
ed from a model which discards them will be respectively
too large or too small. In particular, processes which shall
have the greatest effect on the potential are those which
affect the electrons with small pitch angles (such as ion-
acoustic turbulence or demagnetization of parallel elec-
trons). To the least, one can conclude from the different
values of the potentials estimated from different range of
magnetic moments indicate that these processes affect
differently electrons with different adiabatic invariants.

8. Summary and Conclusion

[43] We have used the close relationship between electron
dynamics across collisionless quasi-perpendicular shocks in
the drift approximation and the cross-shock electric poten-
tial in the de Hoffmann-Teller frame to derive an estimate of
this potential from the measured electron distribution func-
tions. This relationship is built upon fairly general hypoth-
eses and simple arguments (shock planarity and stationarity,
validity of the drift ordering for electrons, energy conser-
vation in the de Hoffmann-Teller frame), and therefore is
expected to be a robust one.
[44] A direct test of this relationship can be carried out by

comparing the parts of the electron distribution function it
allows to map from one location to another with the
measured distributions. We have carried out such tests,
extending previous works by considering stronger shocks,
studying the dynamics of non-field aligned particles includ-
ing the reflected and trapped particles, and by taking into
account the overshoot in the mapping of measured distri-
butions. The predictions were generally found to be consis-
tent with the observations, with even remarkable agreement
for a high-be shock exhibiting relatively low electron
heating (19 December 2003). For the stronger shocks (23

January 2004 and 19 March 2005), some discrepancies
nevertheless appeared which can be summarized as follows:
[45] 1. In the parallel direction, the predicted velocity

distribution tends to be steeper than the observed one, which
results in an overestimation of the predicted distribution
with respect to the observed one for the lowest-energy
passing electrons, as already noticed by Scudder et al.
[1986b].
[46] 2. For larger pitch-angles, the predicted distribution

significantly underestimates the observed one.
[47] 3. There is a lack of symmetry in the reflected parts

of the bulk of the distributions, both upstream and upstream,
at least if we consistently use the same estimate of the de
Hoffmann-Teller velocity as for the transmitted electrons.
[48] These results suggest that additional processes are

required to smooth the discontinuities between the trans-
mitted and reflected parts of the distributions, and to scatter
field-aligned electrons (particularly the low-energy trans-
mitted ones) to more oblique velocities. It can even be
argued that such irreversible effects must always be present
in order to contribute to the entropy jump across the shock.
In the parallel direction these additional processes need to
make the mapped distribution less steep, for example by
‘‘cooling’’ these electrons as suggested by Scudder et al.
[1986b] and Veltri et al. [1990]. In the perpendicular
direction the opposite is required, namely an extra ‘‘heat-
ing.’’ This either suggests a single mechanism which
efficiently pitch-angle scatters electrons from parallel to
perpendicular directions or possibly two complementary
ones.
[49] To the extent that these additional processes do not

dominate the evolution of the electron distribution function
through the shock, the mapping provides a way to estimate
the cross-shock electric potential using less restrictive
hypotheses than techniques relying on electron velocity
moments, and the use of multiple satellites allows to make
the hypotheses even less stringent. The estimates were
found to agree quite well for two of the shocks (19
December 2003 and 19 March 2005), and the electric
potential was found to change on scales comparable to
those of the magnetic field in the shock layer, while
displaying less oscillations downstream.
[50] However, potentials estimated by mapping electrons

within a restricted range of magnetic moments have shown
a dependency on the selected range which is not fully
consistent with the hypotheses underlying the mapping.
The apparent potential for high magnetic moment electrons
(above the thermal magnetic moment) was found to gener-
ally exceed the one for lower magnetic moments, consis-
tently with the above noted underestimation of the mapped
velocity distribution with respect to the observed one for
large pitch-angle electrons. This suggests that depending on
their adiabatic invariant, electrons are affect differently by
processes not included in the mapping.
[51] Furthermore, the moments and mapping methods

disagree for the 23 January 2004 shock, the potential from
the mapping exhibiting at the spin-period temporal resolu-
tion (4 s) significantly stronger gradients in the ramp than
the magnetic field intensity. The presence of stronger de
Hoffmann-Teller electric fields for this shock is consistent
with the stronger discrepancies between the mapped and
observed distributions but at the same time reduces the
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reliability of the potential estimated from the mapping (and
from electron moments as well). It is worth noting that this
shock has the smallest b of the shocks studied in this paper,
and the largest difference in proton bulk kinetic energy in
the normal incidence frame, mp(up,d

2 � up,u
2 )/2, two factors

which were found in statistical surveys to be best correlated
with electron heating at quasi-perpendicular shocks
[Thomsen et al., 1987; Schwartz et al., 1988]. The lower
b and higher Mach number shocks are therefore of high
interest for a complete understanding of electron dynamics
at quasi-perpendicular shocks, as stronger deviations from
the usually assumed behavior are expected and could
therefore better be identified. Since such deviations are
expected to be closely related to small-scale phenomena
yet to be clearly identified (strong gradients, small-scale
structures, or wave-particle interactions), such a study shall
necessarily be completed by high-resolution field data and
may possibly require higher temporal resolution electron
instruments.
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