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Abstract

This paper summarizes the results obtained by the teamd$tadath Processes and the
Structure of the Heliopause: Modeling Energetic PartjdBasmic Rays, and Magnetic Fields”
supported by the International Space Science Institut8I{Il Bern, Switzerland. We fo-
cus on the physical processes occurring in the outer hélersp especially at its boundary
called the heliopause, and in the local interstellar medililve importance of magnetic field,
charge exchange between neutral atoms and ions, and solarazythe heliopause topology
and observed heliocentric distances to different heliespidiscontinuities are discussed. It
is shown that time-dependent, data-driven boundary donditare necessary to describe the
heliospheric asymmetries detected by Yuyagerspacecraft. We also discuss the structure
of the heliopause, especially due to its instability and ne¢ig reconnection. It is demon-
strated that the Rayleigh—Taylor instability of the nosehaf heliopause creates consecutive
layers of the interstellar and heliospheric plasma whiemaagnetically connected to different
sources. This may be a possible explanation of abrupt clsangbe galactic and anomalous
cosmic ray fluxes observed Moyager 1when it was crossing the heliopause structure for a
period of about one month in the summer of 2012. This paper dicusses the plausibil-
ity of fitting simulation results to a number of observatibdata sets obtained Ly situ and
remote measurements. The distribution of magnetic fielthenvicinity of the heliopause is
discussed in the context doyagermeasurements. It is argued that a classical heliospheric
current sheet formed due to the Sun’s rotation is not obdeloyan situ measurements and
should not be expected to exist in numerical simulationsrekng to the boundary of the he-
liosphere. Furthermore, we discuss the transport of etiergarticles in the inner and outer
heliosheath, concentrating on the anisotropic spatifigldn diffusion tensor and the pitch-
angle dependence of perpendicular diffusion and demdestnat the latter can explain the
observed pitch-angle anisotropies of both the anomalodgalactic cosmic rays in the outer
heliosheath.
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1 Introduction

The Sun and the local interstellar medium (LISM) move witbpect to each other creating an
interaction pattern likely similar to many other stellamdicollisions with their local interstellar
environments. One would expect differences in detailsgholk.g., jets and collimated outflows
are ubiquitous in astrophysics, appearing in environmastdifferent as young stellar objects,
accreting and isolated neutron stars, stellar mass blaldshand in supermassive black holes
at the centers of Active Galactic Nuclei. Despite the vefffedent length scales, velocities and
composition of these various types of jets, they share masyclphysical principles. They are
typically long-duration, supersonically ejected streaires propagate through and interact with
the surrounding medium, exhibiting dynamical behavior bseales, from the size of the source
to the longest scales observed. Charged particle flowsesiniy stars moving through the in-
terstellar space form astrotails which can be very differeishape and length, depending on the
astrophysical object under consideration. The Guitar Nelsua spectacular example of aavH
bow shock nebula observed by the Hubble Space Telescope) @telTChandra |1]. The physics
of the interaction is very similar to that of the solar wind\(B-LISM interaction, but there are
substantial differences in the stellar wind confinemenology. Mira’s astrotail observed by the
Galaxy Evolution Explorer [2] extends to 800,000 AU. Carlt®tar IRC+10216, on the contrary,
exhibits a very wide astropause and a short astrotail [3¢ Heédiotail cannot be observed from out-
side, but its signatures have been identified in energetitraeatom (ENA) measurements with
the Interstellar Boundary ExplorefIBEX) [4]. The heliotail properties have been investighte
theoretically [5] and numerically [6] 7] 8].

The goal of this paper is to demonstrate that a better kn@elefithe SW and LISM properties
makes it possible to explain, at least qualitatively, a nends observational data. Moreover, it is
clearly understood now that proper interpretation of oke#ons is impossible without taking into
account genuine time dependence of the SW-LISM interacfiorreproducen situ and remote
observations of the distant SW, we need to take advantageediutl set of observational data
in the inner heliosphere. On the other hand, in situ measem&srbyVoyagerl (V1 and remote
observations of ENA fluxes frodBEX, Ly« backscattered emission from tBelar Heliospheric
Observatorie{SOHQ Solar Wind Anisotropy (SWAN) experiment, hyabsorption profiles in
the directions toward nearby stars from the Hubble Spacestepe (HST), 1-10 TeV cosmic
ray anisotropy from multiple air shower missions (a numieéenences can be found in [9]), and
starlight polarization from [10] provide us with invaluagihformation about the LISM properties.
The availability of realistic, data driven boundary comahts, makes SW-LISM interaction models
a powerful tool to investigate the properties of the heliesyr interface.

It is not the purpose of this paper to provide an extensiveevewf the community efforts to
investigate the physical processes in the vicinity of th@bpheric interface, for those see, e.g.,
the reviews([11],[12],[[13], or [14]. This is rather a report the activity of an international team
with a name coinciding with the paper title that was recestlgported by the International Space
Science Institute (ISSI) in Bern, Switzerland. For thissaa we mostly address scientific results
obtained by the team itself and their relation to other restudies. We also identify the challenges
that emerged in the investigation of the structure of thepaluse (HP) and heliosheath processes,
especially related to energetic particles, cosmic rayd,raagnetic fields. In this paper we also
address a number of issues discussed in the review arthje [1



2 Constraints on the model boundary conditions from obser-
vations

From a purely magetohydrodynamic (MHD) perspective, thabagl structure of the SW-LISM
interaction is clear. When two plasma streams collide, gdatial discontinuity (here the HP)
should form that separates the SW and LISM plasmas. Thiswuliswity can be interpreted as a
constituent component of the solution to an MHD Riemann lgmol16]. Other MHD disconti-
nuities (fast and slow shocks, contact and rotational @ifjwdiscontinuities, slow- and fast-mode
rarefaction waves) may or may not form on the LISM and SW sade¢ke HP, but the presence of
a tangential discontinuity is obligatory. The SW—-LISM bdary cannot be a rotational disconti-
nuity, as suggested in [17], because this means the abstag separation boundary. Moreover,
the SW and LISM velocities at any point on the HP would be ingame direction and have the
magnitudes equal to the Alfvén speed on both sides. Eaunbjiet of the SW-LISM interaction
were mostly theoretical because no boundary conditiong \&eailable either in the SW or the
LISM. The seminal paperf [18] proposed a powerful tool to edlve SW-LISM interaction prob-
lem through the application of the MHD equations. The pabsilbo use continuum equations to
model the collisionless SW is supported by the dramaticedese in the ion mean free path due
to scattering on magnetic field fluctuations caused by nuasskmetic instabilities typical of the
SW flow. Although it is known that only the global, macrosaogiructure of the plasma flow can
be described using a continuum description, the efficieridche MHD/hydrodynamic approach
cannot be overestimated.

The importance of charge exchange between the LISM hydr@idpatoms and SW ions has
been known since late 60’ [19,120, 22, 23]. The resortaanige exchange between ions and
neutral atoms which have non-zero relative velocity is aldbath process in which a parent ion-
atom pair disappears producing an ion with the parent neattpan properties and an atom with
the properties of the parent ion. Newly created (seconddoms continue to move unaffected by
the electromagnetic field, whereas newly born (pickup) igtidls) are acted upon the motional
electric field until their velocity becomes equal to the witlpof the background plasma[18]. The
PUI distribution function is originally a ring-beam, butehquickly scatter onto a shell distribu-
tion. With increasing the heliocentric distance, someiplad fill in the shell at lower energies,
while other particles are accelerated to higher energids £ PUIs are not in equilibrium with
the SW protons. Secondary neutral atoms can propagatetéathi@ LISM where they may ex-
perience charge exchange producing a new population of, lbish arguably produce so-called
energetic neutral atoms (ENAs) measured byltierstellar Boundary Explore(iIBEX) [25,[26].

A number of important consequences of such charge exchaueden identified long before the
first numerical simulation was made. These are the SW detlerand heating, and filtration of
interstellar atoms at the HP, which prevents a substaméielibn of those atoms from entering the
heliosphere and results in a so-called hydrogen wall intfoéthe HP, and many others. More-
over, charge exchange decreases asymmetries of the ihmeasional (3D) heliosphere caused
by the action of the interstellar magnetic field[27]. Thises questions about the coupling of the
heliospheric magnetic field (HMF) and ISMF at the HP.

Voyager 1(V1) crossed the HP in August 2012 [28,/ 29 31], whehaagger 2(V2) is
still in the inner heliosheath — the SW region between the HE the heliospheric termination
shock (TS). The spacecraft crossings of the TS and HP, andurezaents performed in their



vicinity were accompanied by a number of interesting phaisghenomena, which will be ad-
dressed in this paper in some detail: (1) the asymmetry oh#étiesphere and the contribution
of time-dependent factors; (2) the heliospheric curreeiesffHCS) behavior; (3) anisotropy in
the anomalous and galactic cosmic ray (ACR and GCR) fluxess pfolonged, almost two-year
period of sunward flow at V1 before it crossed the HP; (5) pugzVariations in the ACR and
GCR flux within a month while V1 was crossing a finely structut¢P; (6) observations of the
LISM turbulence spectrum and issues related to the proalucti an enhanced flux of energetic
neutral atoms (ENAS) originating beyond the HP and propagabward IBEX detectors from
directions roughly perpendicular to magnetic field linespad around the HP[25]; (7) the nature
of the ISMF draping and the change of the ISMF direction ad_t&& flow approaches the HP;
(8) the HP instability and possible signatures of magnetonnection in its vicinity; (9) the ratio
between the parallel and perpendicular diffusion coefiitsi¢hat can be derived fromil observa-
tions, etc. We will also discuss our predictions regardivginner heliosheath width in th&l and
V2 directions. Finally, the flow in the heliotail will be discaesd together with its possible effect
on the anisotropy of the multi-TeV GCR flux observed in a nundf&ir shower experiments.

3 What is the proper definition of the heliopause and where is
it located?

When two plasma streams collide, a tangential disconginaiformed at the collision interface
provided that dissipative and finite conductivity effecte absent, i.e., when an ideal MHD ap-
proximation is applicable. In the context of the SW-LISMairaction, this tangential discontinuity
is called the HP[32]. The HP separates the LISM and SW flows. bidundary conditions in the
HP frame are formulated as follows: (i) the sum of the theramal magnetic pressures across the
HP is continuous and (ii) the velocity and magnetic field vextire tangent to the HP surface. All
other quantities may experience arbitrary jumps. The &iracrossed by1cannot be a rotational
discontinuity because rotational discontinuities aremgsable, which means that either the SW or
LISM plasma is crossing the surface of this discontinuitthatAlfvén velocity. Furthermore, and
that there should be a real HP somewhere ahead. In ideal Mitdgential discontinuity cannot
degenerate into a rotational discontinuity, except foivéircase with equal densities on both sides
of the HP, because they belong to different classes [33].pbssibility of mixing of the SW and
LISM plasmas in the vicinity of the HP, i.e., its dissipatresitive structure, has been summarized
in [34], where it was shown that even anomalous resistivibyil likely result in a structure of
about 0.01 AU width. This is 30 times narrower than the stiecthat was crossed b1 within a
month.

The applicability of the ideal MHD equations to model the SW&EM interaction is not obvi-
ous. It is mostly based on the assumption that the ion digtdab function is isotropic away from
discontinuities. Of major concern is the presence of a rental ion component, namely PUIs,
both in the SW and LISM [35]. Most numerical simulations solfave been based on the one-ion-
fluid approach where all ions are treated as a thermal mixtitds are created wherever charge
exchange occurs, but they are not distinguished from tlggnali thermal population of ions. The
momentum and energy of thermal ions and PUls are summed upapproach is different from
multi-ion approaches, e.d. [36], where several populatmfPUIs were introduced depending on



the region where they are created and the population of aldutdrogen atoms that participates
on each charge-exchange process. More precisely, theylOgeopulations of neutral atoms and
four types of ions. Regardless of the axisymmetric statérokthe problem, the results df [36]
are of fundamental importance for our understanding of jghygrocesses in the heliosheath and
near the HP because they demonstrate the kinetic behavPUIsf throughout the heliosphere.
Additionally, it was proved by direct numerical simulatgim [36] that charge exchange between
PUIs and hydrogen atoms in the inner heliosheath resultsamsiderable momentum and energy
removal from plasma to ENAs. As a consequence, the TS movtkefdrom the Sun, while the
heliocentric distance of the HP decreases. This makes tiee ireliosheath thinner, in accordance
with V1 observations (see also 3D, multi-fluid simulations in [3Qh the other hand, it is shown
in [38] that the effect of PUIs may be overestimated if therghaexchange cross-section is as-
sumed constant while calculating the collisional integrah approach used in [39,/40] and similar
to it. This is especially true if the plasma distribution étion is not Maxwellian (e.g., Lorentzian
(kappa) distribution). In particular, the charge exchasgerce term diverges for < 2 if the
cross-section dependence on energy is ignored. The IH® wadt also be decreased by thermal
conductivity [41]. It was shown [36] that the presence of ®dibes not affect the flow near the HP
in a topologically dramatic fashion. Theoretical analysisformed in[[42] and [17] suggests that
ACRs may be of dynamic importance, possibly creating aolditi separation surfaces inside the
HP. No simulation results have been obtained so far to stippadlisprove that theory.

While the thickness of the inner heliosheath can be deadebgdreating PUIs a separate
entity, the heliopause can also exhibit inward excursiarestd the HP instability. The latter does
not necessarily result in the decrease of the heliosheatthwin fact, there are no observations
that would tell us where the TS is now.

Following prior investigations [43, 44, 45,140,146, 47| 48k problem of the HP stability was
revisited by 3D simulation$ [49] based on a more realisstrdtiution of the ISMF draping around
the HP (see also an analytical study|[50], where it was shbyanthere are always perturbations
that grow at the linear stage). In summary, the HP is not asidasMHD discontinuity, but
is subject to both Rayleigh—Taylor-like and Kelvin—Helnthdike instabilities caused by charge
exchange and shear flows near the HP. According to [46], trehamésm of the Rayleigh—Taylor
instability in this case is due to the momentum and energhaxge between protons and neutral
atoms. It has been shown in [49,51] that such instability foayn complicated structures where
regions of the SW and LISM plasma follow each other (seeBigSimilar structures may also be
produced by magnetic flux transfer events described in [52¢ording to [48], the time evolution
of the HP instability has no single frequency provided thathlprimary and secondary neutral
atoms are taken into account. In 3D simulations performethénpresence of both HMF and
ISMF, deep LISM plasma protrusions related to the HP initpl@ippear at least once per two
solar cycles. Their evolution, however, is longer. As mamd in [49], the Rayleigh—Taylor
instability develops more efficiently when the HMF strendgditreases. This situation is typical
for the HP when the SW in its vicinity carries a sectored regibalternating HMF polarity, which
are subject to magnetic reconnection and turbulence lgadithe magnetic field dissipation. Once
a protrusion occurred, it further develops being shapedbyHMF. As a result of instability, we
observe plasma regions that are magnetically connecteeréd the LISM or the SW. If cosmic
ray diffusion perpendicular to magnetic field lines is sntalinpared with the parallel diffusion,
consecutive decreases and increases in the GCR flux shooli$bered. The fluxes of termination
shock ions (ACRs) will have maxima in the interface regiorteere GCRs have minima. More
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Figure 1: Instability of the HP. Clockwise, the distribut®of B,, |B|, plasma number density, and
pressure f the magnetic field and its magnitude in the SW-Lisstaction with the solar cycle
taken into account.

detailed simulations of GCR and ACR fluxes are necessarydpatithis idea.

4 What is the correlation between the IBEX, SOHO, and Voy-
ager observations?

Remote sensing observations using ENAs are complemertamysttu observations by the Voy-
ager spacecraft. ENAs are created by charge exchange letweegral atoms and ions in the
heliosheath, whereby the momentum exchange is minimals,Tthe created ENAs keep the ve-
locity and direction of the original ion, but are freed fronetelectromagnetic forces and therefore
follow ballistic trajectories. Thus, ENAs can be used fanoge sensing of plasma populations in
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spacel[58]. These observations can be done from the Eaitfandbmake it possible to investigate
the entire sky. However, ENA observations are always liflasight observations and therefore
have to be interpreted by theory and modeling for a full ustérding.

The first ENA observation of the heliosheath were performét the HSTOF sensor of the
CELIAS instrument on th& OHOmission for hydrogen ENAs in the energy range from 55-80 keV
[54]. In [55], the final analysis of these data is presentedjarogen and helium ENAs originat-
ing in the heliosheath. At lower energies, in the range fr@@ @V to 5 keV, the first hydrogen
observations were done by the ASPERA-3 and ASPERA-4 ENAunstnts on thélars Express
and Venus Expresspacecraft[[56]. In[[57], the final analysis of these dataresented, which
is in agreement with th(BEX data. ENA energy spectra were compiled already from those fir
data sets. By considering the charge exchange cross+s&ctite energy spectra of protons in
the heliosheath were derived, extending the range coveréldebinstrumentation of theoyager
spacecraft. BeforBBEX measurements, the covered energy range spanned from 40Bé\keV
[56,58,[55] 59], including the HENA data from the IMAGE missj with the most recent com-
pilation of the ENA energy spectra given (n [57]. From the fitlee proton spectra, which were
derived from these ENA energy spectra, to ithsitu proton spectra fronvoyagerat higher ener-
gies, which is the only fit parameter, the thickness of théokbkath in the upwind direction can
be estimated to be between 35-70 AU.

The IBEX mission [60] is the first space mission dedicated solely éitiestigation of the
heliospheric interface with the interstellar mediulBEX performs full-sky observation of ENAs
with two ENA cameras|BEX-Lo [61] and IBEX-Hi [62], combined covering the energy range
from 10 eV to 6 keV. The ENA signal recorded by IBEX has its origy the plasma populations
beyond the heliospheric termination shock at distance otrtittan 100 AU from the Sun, which
are explored by the Voyager spacecraft at the same tIBEX full-sky ENA measurements to-
gether withVoyager in sityplasma measurements allowed the space science commumnigksa
major step forward in the scientific investigation of theibgbheric interface.

The first, and completely unexpected, discovernyfBEX was the ENA ribbon signal [25, 63],
which is a narrow band in the ENA sky maps, about-2 wide, of enhanced ENA fluxes,
initially observed over the energy range from 0.7 to 2.7 kede(Fig[R). The ribbon is best seen
in the energy range between 0.5 keV and 4.7 KeV [64]. The ENBam is a stable signal that has
been observed in every IBEX map recorded since 2009 inBEX-Hi images [64]. The fluxes
in the ENA ribbon are up to about 2—-3 times larger than theosunaing ENA fluxes, the globally
distributed ENA fluxes, with the ribbon fluxes peaking around keV, which corresponds to a
flow velocity of 350 km/s (left panel of Fidl 2). At higher egers above 2 keV the ribbon starts
to become more fragmented and the ribbon structure at @seofi4.7 keV and above is difficult
to identify. By significantly improving the identificatiomd removal of the background in the
IBEX-Lo ENA images this ribbon could be identified down to enesgi&100 eV, also finding at
the lowest energies increasing spatial fragmentation [65]

The origin of the ribbon is still debated. From comparisossaeen the outer heliosheath
and ribbon models, it was surmised already at the time ofiti®n discovery that ISMF in the
outer heliosheath is roughly perpendicular to the directimward thdBEX ribbon, that is where
B -7 =0, whereris the radial line-of-sight (LOS) direction arglis the interstellar magnetic field
[25,164]. Unfortunately, botNWoyagertrajectories do not overlap with the ENA ribbon (see FElg. 2),
SO noin situ data are available for these parts of the sky to assist teepirgtation of the ENA
observations. The proposed location of origin of the ribBNAs ranges from the heliospheric
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Figure 2:Left panel ENA energy spectra for three different regions in sky ascaigd by coor-
dinates in the inset [57]. Blue symbols: boundary of the IoMAENtensity region, red symbols:
ribbon region in the ecliptic, black symbols: region in teethern hemisphere. The orange dashed
line indicates the upper limit on heliospheric ENAs derivean Lya observations. Crosses in-
dicate IBEX-Lo, circles indicate IBEX-Hi observationRight panel Full sky map for ENAs at
1.1 keV from IBEX-Hi with the directions of the two Voyageragecraft and the upwind direction
(nose) indicated [64].

termination shock, the inner and outer heliosheath, alvihg to the nearby edge of the local
interstellar cloud([25, 26, 66, 67, 168,169,] 70] 71]. All mal@lvolve charge exchange between
ions and neutral atoms. Alternatively, a density fluctuaiiothe neutral interstellar gas passing
over the heliosphere has been proposed, which would causeabzked increase of the charge
exchange, thus locally increasing the production of theajly distributed ENA flux[[72].

The energy distribution of ions is one of the important qutee® for every plasma population,
because it affects the definition of boundaries betweemrdifit plasma populations. Thus, de-
riving the energy spectra in the heliosheath from the ENAeolations is an important science
objective. First analyses ®BEX ENA data covered the energy range down to 100(eV[[78, 65],
where the observed spectral shape are power laws with ;xdfee= —1.4 + 0.1 for all sky direc-
tions. Because the observed energy spectra are power ldlwaagative exponents (see Hig. 2 for
example), the lowest energies contribute the most to thespre, and when the energies down to
100 eV are considered the pressure is already dominatecedgwlest energy measured. [n [64],
full sky maps of the LOS-integrated-pressure from the mesmsants of the globally distributed
ENA flux were derived, peaking in the nose direction at abdupdyn AU cnt? for the energy
range from 0.2 to 4.7 keV (where 1 pdyn AU cf= 0.015 N nT).

In the latesiBEX analysis of the IBEX-Lo data, the identification and remafabackground
sources was significantly improved and the ENA energy rangé&de extended down to almost
10 eV for selected locations in the sky [74], as shown in Eiglt 3vas found that the power law
shape of the ENA energy spectrum continues to the lowesgmseaccessible ttBEX-Lo, for
some directions in the sky, with a with slopeof= —1.2 4+ 0.1 for most of the sky directions.
However, there is a roll-over of the ENA energy spectrum atdbwnwind hemisphere. This has
important consequences for the pressure balance in tteshehth: for the downwind hemisphere
the LOS-integrated-pressure is 304 pdyn AU¢émnd for theV1region it is 66 pdyn AU cm?.
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Figure 3: Energy spectra of heliospheric ENAs in the dowmWiemisphere. Black symbols are
data from [74], red triangles down frorn_[65], and orangengias up are from [73] for similar
regions in the sky. The black line shows the power law wittpslp = —1.1, which describes
the energy spectra at energies above 0.1 keV well. For lomegees, the earlier energy spectrum
[74] was consistent with a uniform power law continuing te thwest energies (red dashed line);
the newest study shows that the energy spectrum rolls ogdethasignal vanishes at low energies
(black dashed-dotted line).

Moreover, from this measurement the “cooling thicknesghefheliosheath at the downwind side
of 2204+110 AU could be derived assuming pressure balance acrossrthmation shock, while
the heliosheath thickness in thi@ direction is 50 AU. The term of “cooling length” was introdect

in [64] to emphasize that ENAs of any particular energy stidhdve a maximum line-of-sight
integration length. ENAs born beyond this length cannatrreto IBEX.

5 Plasma and magnetic field modeling in the context of obser-
vational data

5.1 Interplay between charge exchange, ISMF draping, and tne-
dependence

Charge exchange of the LISM neutral atoms with both LISM ideselerated by the HP and SW
ions makes the heliosphere more symmetric (seeFig. 4). 8dson of this is simple. Since the
unperturbed ISMF vectoB3., is directed to the southern hemisphere at an angl&oto the
LISM velocity vector,V .., which is directed from the right to the left in the figure, th@gnetic
pressure rotates the HP clockwise. This rotation exposesdithern side of the HP to the LISM
plasma shifting the LISM stagnation point and the corregipmnmaximum of the plasma number
density northward. As a result, more charge exchange odcubsat region creating more ions
with the velocity of the parent neutral atoms, which shoutddecelerated by the HP and exert
additional thermal pressure on the HP rotating it counteialise. In summary, while the ISMF
tends to make the heliosphere asymmetric, charge exchanglee contrary, symmetrizes it. For
this reason, a squashed shape TS in the left panel of Fig.apmksrs when charge exchange
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Figure 4: Plasma temperature distributions in the meriligane for the ISMF vectorp..,
belonging to this plane with a tilt of 450 the LISM velocity vector,B.,, and B., = 2.5 uG:
(a) the ideal MHD calculation without an IMF; (b) the plasmeutral (two-fluid) model with
NHe = 0.15 cm™3. The straight lines in the northern and southern hemisgteyeespond to the
V1 and V2 trajectories, respectively. The TS asymmetry issaerably smaller in case (b) due to
the symmetrizing effect of charge exchange. [From [27] ywighmission of the AAS.]

is taken into account, as seen from the right panel of [Big. HusT the difference of 10 AU in
heliocentric distances at which V1 and V2 crossed the TS eailyebe explained by the action
of the ISMF draped around the HP_[715, 76) 77} [78,[79, 8] if chagchange is ignored, but it
becomes very small once charge exchange is taken into ad@jn

If charge exchange symmetrizes the heliosphere in genedaha& TS, in particular, the ques-
tion arises about the reason of the observed difference. TBhis responding to changes in the
ratio between the SW and LISM ram pressur@g3/ p-,V2). Ulyssesmeasurements$ [80] iden-
tified the presence of slow wind at low latitudes and fast wandhigh latitudes. The boundary
between slow and fast winds is a function of solar cycle: #tieudinal extent of the slow wind is
the smallest at solar minima and it can be as larg&agno direct measurements have ever been
done at latitudes well abow#°) at solar maxima. In[81], the SW ram pressure is assumed to
be same in the slow and fast SW. Indeed, a comparisdiysflsesand OMNI data made in[82]
resulted in the conclusion that those are in quantitativeergent. We reproduce observational
data fromUlyssesand OMNI in Fig.[3 on linear scale as functions of time. In additionte t
ram pressure, we also show tbg/ssesandEarth latitudes. Clearly there are deviations between
observational data at non-coinciding latitudes, some effrtishould likely be attributed to such
transient phenomena as coronal mass ejections and cogpiateraction regions. However, such
deviations are important once we are interested in realsiundary conditions for SW—LISM
simulations. Another, possibly better, “latitudinal inant” was considered in [83]. This is the
SW energy fluxi/. However, although the averagg is very close atJlyssesand OMNI, there
are substantial deviations due to the presence of tragsi#ris interesting that, according to the
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Figure 5: Time evolution of the SW ram pressuré&JatssesandOMNI is shown together with the
spacecraft latitudes as functions of time. [Data courtésiieoSPDF COHOWeb database.]

Ulysses data analysis in [84,185], the ram pressure in thaigerslow wind (not only the veloc-
ity magnitude but also the SW composition was taken into aetto discriminate between the
fast and slow winds) was- 0.8 of that in the genuine fast wind during solar cycle 22 (SC22),
but became- 1.1 during solar cycle 23 (SC23). Notice that the slow wind ramspure became
larger than that in the fast wind during SC23. The ram pressfithe slow wind decreased by
~ 12% between SC22 and SC23, while the decrease in the fast wind-wass. As seen from
Fig.[8, the simulation that takes into account this effepraduces both the time and distance at
which Voyagerscrossed the TS [85]. This shows that time-dependence sféeetimportant for
the explanation of the observed asymmetry of the heliogph@n the other hand, the HP in that
simulation, which was performed only for the period of timkem the boundary conditions from
Ulyssesmeasurements were available, decreased its heliocergtande in thé/1 direction only

by ~ 2 AU and ultimately reached distance of 140 AU in 2010. The heliosphere was clearly
decreasing in size at the end of simulation and it is pos#ilalieit continued decreasing in response
to the decrease in the SW ram pressure to the value of 122 Aeh wie HP was crossed M.

On the other hand, the simulations in[86], wh&i2observations were extended in a spherically
symmetric manner over a moving spherical boundary with &déus equal to th&'2 heliocentric
distance, show considerably larger excursions of the HPogsiple reason for this may be that
the plasma quantities oscillate in unison over the innendawty with the amplitude of spacecraft
observations. ThEllyssesbased solar cycle simulations in [85] show that the HP nmagamostly
determined by the differences between solar cycles raktzer by the changes on the latitudinal
extent of the slow wind.

The HP motion closer toward the Sun also results in negatilteeg of the SW radial velocity
component)/, near the HP. A question is about how large those componantbe. The radial
velocities that were derived frov1 LECP data in the inner heliosheath [88] 89] are smaller than
the value of approximately-40 km/s which may have resulted from a HP shift from 140 AU to
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Figure 6: The distribution of the radial component of thespia velocity vector along the2
(black line) andV1 (red line) trajectoriesVoyager 2observations are shown with the blue lines.
[From [85] with permission of the AAS.]

122 AU in 2 years. Another possibility has been proposedTi. [8s seen in Fid.]7, which shows
the space-time plots of the plasma number density and madietl magnitude in a direction
imitating theV1 trajectory, such behavior of the SW velocity is typical ietholar cycle is taken
into account (see also, e.d., [90]). Itis also possible¥iahay cross a LISM region with positive
vg. The latter regions extend into the LISM as far as 50 AU. Initimer heliosheath, the regions
of negativel’ are smaller £ 7 AU). The existence of both regions had been predicted ih, [91]
two years before they were measured\lly Magnetic barriers are created due to the interaction
of slow and fast streams in the SW (see, elg., [92]). Howewdy, in [91,/87] was it noticed that
SW streamlines that start near the equatorial plane becagasionally concentrated between a
magnetic barrier and the HP. Since such a barrier has firtitadanal extent, those streamlines
diverge towards the Sun when the barrier disappears. Thegis in FiglB.

An additional conclusion of [87] is that2, because of solar cycle parameters, is unlikely to
see backward SW flow if it was observed W. The reasons are as follows: (1) its velocity is
less thanvl and (2) it crossed the TS later, within a solar cycle, tNdn As a result, the V2
trajectory should miss the region of substantial negatgteaity. Another interesting consequence
is thatV1 may ultimately observe positive radial velocity composdantthe LISM approximately
in 2020-2021.

5.2 Magnetic field in the inner heliosheath and beyond

The Voyagermagnetic field instrument (MAG) provided us with invaluablistributions of the
HMF at V1 andV2. The HMF exhibits turbulent fluctuations on both kinetic amall scales.
It is seen from[[93, 29] that the variability and especialig number of HMF vector reversals at
sector boundaries was much greater before each of the spfia@ossed the TS. This is puzzling
if we assume that the sectors are due to the global heliosptierent sheet (HCS). In this case,
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Figure 7: Space-time plots déft) plasma number density andight) magnetic field magnitude in
a direction imitating th&/oyager ltrajectory. The black curve shows the line whege= 0. The

black straight line is a possible trajectory of a spacecraiving at the V1 velocity. [Fron [87]
with permission of the AAS.]

By: -2.6E+00 -2.0E+00 -1.3E+00 -6.2E-01 5.3E-02 7.3E-01 1.4E+00 2.1E+00 UR: -2.5E+01 -1.8E+01 -1.1E+01 -3.8E+00 3.3E+00 1.0E+01 1.7E+01 2.4E+01

400

200

200
100

-200
-200

ol
0 100 200 300 400
X

Figure 8: Magnetic barriers (left panel) and related negatalues of the SW radial component
(right panel). The streamlines start on a heliocentrideio 15 AU radius and are shown neglect-
ing the out-of-plane velocity component. The TS is showrhwitthick black line. Distances are
given in AU. They-axis is directed into the figure plane. [From[87] with pession of the AAS.]
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the number of sector crossings should gradually increaseriplarge values while the velocity
component normal to the HP tends to zero. We should recad! thext the radial velocity com-
ponent was zero to negative for about 8 AU before the HP argssrhich makes it doubtful that
the existence of the HCS structure is determined entirelyhbytilt between the Sun’s rotation
and magnetic axes. This pattern can be seen qualitativéfjgind (the right panel), where the
disruption of the HCS structure is due to the tearing mod&bikty caused by numerical resis-
tivity. It is worth noticing that the figure shown in this pan® drastically different from similar
figures in [94] 95], although the boundary conditions weraseim to be identical. In particular, in
[95] (Figs. 2 and 3), one can see something resembling allyadidented discontinuity crossing
the IHS. This discontinuity is not related to the boundariwaen the slow and fast SW, and its
presence therefore has no explanation. In contrast ta Bl where the heliospheric magnetic
field dissipates in the IHS completely, [85] rather obserebaotic disruption of the HCS, which
is a likely fate for it regardless of the actual mechanismbulence or magnetic reconnection,
responsible for this phenomenon. On the other hand, sexissiags were observed MA and
are being observed by2 in the inner heliosheath, although the sector widths areaaamall as
one would expect. Additionally, numerous sector crosssegsn to have been observed when the
HMF strength was close to or below the MAG accuracy. Cleanlyrent sheets can be created
not only due to the above-mentioned tilt. This can be duertast interactions, which are ob-
served throughout the heliosphere. Additionally, obsterma of the magnetic equator of the Sun
from the Wilcox Solar Observatory show small-scale non-atonicity. Any change in the sign
of the tilt derivative at the latitudes &Moyagerspacecraft creates a current sheet with a sector size
considerably greater that those due to the Sun’s rotatibesd issues are of importance because
they tell us what to expect from the magnetic field distribatas the SW approaches the HP. Is
the sector structure of the HMF destroyed by SW turbulereshawn in[[49], while other current
sheets still exist and are detected by spacecraft? Ansgvirisiquestion is of importance not only
to understand the heliosheath flow, but also the flow in thiota [6], [7].

The V1 crossing of the heliospheric boundary was accompanied thaage in the magnetic
field [28]. Before the crossing, the magnetic field directvaas consistent with the Parker spiral.
After the crossing the direction of the field changed, buiydiy a small amount~ 20°). Since
there is no particular reason for the ISMF direction to rentdose to that of the HMF, this obser-
vation was for some time regarded as an indication¥ianhight not yet be in the LISM. However,
a similar set of the magnetic field elevation and azimuthglesiin the LISM was reported before
the crossing in[91] (see also [49]). On the other hand, nigalksimulations in[[49] demonstrated
(see Fig[Bleft pane) that the elevation angle was greater than the observed wdien the LISM
properties, especially the direction of the LISM velocitsgre taken from([96, 97]. The updated
properties of the LISM proposed on the basi$BEX observations i [98] are in better agreement
with V1 observations and, as in [91], make it possible to reprodaedSMF draping around the
heliopause [99].

A simple explanation of th&1 measurements of the draping angles was proposed in [100].
It relies on the fact that th¥1 trajectory direction and the direction of the unperturb8§F,
assuming that the ISMF is directed into the center of the IBib¥%on [101] have almost the
same heliographic latitude«(34.5°). The deviation of the ISMF direction from the ribbon center
increases with decreasing the ISMF strength [99]. The drapegnetic field line must ultimately
become parallel to its unperturbed direction at large dista from the HP. If a magnetic field line
passing througV1 has a shape close to a great circle in the projection of thestal sphere, it
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A). (Right panel Transition to chaotic behavior in the inner heliosheatragiletic field strength
distribution (inuG) is shown in the meridional plane. The angle between thesSatation and
magnetic axes i80°. [From [49] and[[85] with permission of the AAS.]

may become nearly parallel to the Parker HMF.

Before reaching the heliopaugé encountered two “precursors,” where the flux of heliospgheri
energetic particles dropped sharply, although by a smatferunt that at the heliopause, while the
magnetic field strength sharply increased. Clearly, thiglated to the HP structure discussed
earlier in Sectiof]3. To explain these observations, a medakesented i [102], which is based
on 2.5D MHD, in-the-box simulations (the computational lveas chosen to be 20 AU wide and
4 AU deep). The initial distribution includes two discontities (current sheets) corresponding to
the polarity changes observed Wi. One of these singularities represented the heliopause, wi
the magnetic field strength and plasma density higher on t8#lLlside. Magnetic reconnection
was initiated at the HP by introducing random noise. As altgsiagnetic islands started forming,
growing, and merging. These simulations showed that magfield compressions created in
such reconnection model may be interpreted as the obsepredursors” accompanied by the
penetration of the LISM plasma into the heliosheath.

As the HP is a tangential discontinuity separating the Svihftbe LISM, both the HMF and
the ISMF must be parallel to the HP on its surface. The prooésspological changes in the
ISMF that result in its rotation from the direction BX,, to some direction parallel to the surface
of the HP is called draping. A simple model of such draping meyleveloped by assuming that
the HP is stationary and impenetrable both to the LISM andASMalytical solutions for such
simple cases as a spherical or cylindrical obstacles we tosestimate the “draping factor,” i.e.,
the ratio of the maximum draped field strength to the strenfithe unperturbed field (see [103]).

One simplified solution to the SW-LISM interaction was preged in [18] who considered
the propagation of the spherically symmetric SW into a gilpmagnetized, high plasmasur-
rounding medium at rest. An astrosphere is formed in this @dth the shape of the astropause
determined by the equality of total pressures on its surfabe external magnetic field confines the
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stellar wind creating a central cavity with two oppositeisedted channels parallel and antiparallel
to the magnetic field (see Fig.J1@ft pane).

In [79], an analytical solution was proposed for a magneéidffrozen into the plasma flow,
corresponding to another model of Parker: the incomprkssikially-symmetric flow with the
scalar velocity potential in the for@(r) = uy(z + ¢/r), wherer andz are two cylindrical coor-
dinates, and, is constant and equal to the LISM velocityrat> co. To remain in the framework
of the analytical solution, the effect of the magnetic fietdtbe plasma flow was neglected. For
a slightly more general form of the flow potential [104], ttwdution for the magnetic field frozen
into the flow was reduced to a single ordinary differentiaiatpn [105/ 106]. However, these
solutions are not fully consistent: at a distamlcieom the boundary of the model astrosphere the
field strength diverges ds/d'/? leading to infinite energy. This issue is caused by the prsen
a stagnation point in the flow [107, 108].

Clearly, more realistic models for the description of thaspha flow and magnetic field in the
vicinity of the heliospheric boundary are based on numesgoaitions of MHD equations with
proper source terms describing charge exchange betwesrammhneutral atoms. A number of
references are given in this paper (see alsol[109] and refesetherein). It should be understood,
however, that certain care is required to interpret nunaésicnulations of the magnetic field drap-
ing if the HP is smeared by numerical viscosity and resitivihis is especially true because of
the necessity to correctly identify the neutral atom popaoites inside the HP structure. This is the
case, of course, only for multi-fluid (non-kinetic) modéisit describe the neutral atom transport
throughout the heliosphere (in_[110], this is done by tragkihe HP with a level-set method).
The idea that the ISMF always becomes nearly equatorialeahé¢fiopause in th¥'1 trajectory
direction [111] is not supported by other numerical simiolas [110, 112, 49]. From this view-
point, exact solutions, however simplified, provide a uksfypplement to numerical simulations.
Parametric simulations are of importance to understandwbkition of numerical solutions. This
approach was used recently in [100] to explain the puzzlingeovation of a very small change
in the magnetic field elevation angle M1 while crossing the heliospheric boundaryl[28]. The
approach was chosen to track individual magnetic field laresanalyze them in projection on the
celestial sphere. Consider a magnetic field line passimmygir a chosen point just outside the HP.
As long as this line remains close to the HP it representsridygedl magnetic field. Ultimately, the
line departs from the vicinity of the heliopause and stastagproach the direction of the unper-
turbed field. As a consequence, the projection of such line thre celestial sphere approaches the
points representing the inward and outward directionsefiithperturbed field. For the strong-field
Parker's model of the astrosphere, the projections of ntagfield lines are great circles on the
celestial sphere. If this model were applicable to the lsplere, it would provide an immediate
explanation to the small change in the magnetic field dioacticross the HP. As thél trajectory
and the unperturbed magnetic field direction are very clodatitude and not widely separated
in longitude, it is argued ir [100] that the angle betweenHiMF and ISMF at the HP should be
small.

The Sun is moving relative to the LISM. However, a hypottadtieeliosphere obtained under
the assumption of a very strong ISMF (2G) will have draped magnetic field lines deviating only
slightly from great circles (see black lines in the right gaaf Fig.[1T0. The angle between the
projection of the draped field line and the heliographic fparat V1 are still small. For an ISMF
strength of 3—4.G, consistent witlv1 observations, the draped magnetic field lines obtained from
the simulation deviate from the simple Parker model-likacttre (the right panel in Fig._loed
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Figure 10:Left pane) Magnetic field lines in the Parker model of the astrospherdiced by the
magnetic field. When projected on the celestial sphere,eltklines become great circles connect-
ing the unperturbed field and anti-field directionRight pane) Projections of the magnetic field
lines in heliographic coordinates for two models of the dsghhere, corresponding to the ISMF
strength of 2QuG (thick black lines) and 4G (red lines)[[100]. Also shown are the directions of
the V1 trajectory, the IBEX ribbon center (RC), the magnéétd measured by V1 before (P) and
after (D) it crossed the heliopause, and the interstelltwimenflow (apex).

lines). However, this deviation remains small in the nose of theddRvell as in th&/1 trajectory
direction. The projection of the draped magnetic field limsgng througi1is at a small angle
with respect to the heliographic parallel at this point, &md angle is close to the one observed
by V1. It is argued in[[100] that this is because the shape of thepelise at its nose is roughly
similar to a spherical shell resembling the stellar windityaw the Parker model. This is clearly
not true in the heliotail.

Another region where the draped ISMF lines should be expetttéhave similar structure
regardless of the ISMF magnitudd.., is the vicinity of the so-called3V-plane [113/114],
which is determined by the velocity and magnetic field vesiorthe unperturbed LISM. The
direction of V, is determined from the neutral He observatidans [115] 11, 198, is directed
into the IBEX ribbon center (according to [99], the accuratyhis statement increases with,.),
the BV -plane is approximately coincides with the interstelladiogen deflection plane (HDP,
see [11V¥| 118]), which is formed by the H-atom flow directiomshe unperturbed LISM and in
the inner heliosphere. In the projection onto the celestiflere, the3V -plane is a great circle
linking the unperturbed magnetic field and anti-field di@ts and passing through the helium
inflow direction. If the ISMF-HMF coupling across the HP isiayed, the symmetry would require
that magnetic field lines that start close to th&-plane create a symmetric pattern only weakly
dependent on the ISMF strength.
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5.3 The possibility of a data-driven model of the outer helisphere

The possibility of developing a data-driven model of theeouteliosphere was not even consid-
ered 10-15 years ago. Now, because of the observationspeddy thevoyagers SOHQ and
IBEX, this has become a possible, albeit very challenging, taskhieorists. Papef [99] is an
example of a systematic approach to fit multiple data setslieE@fforts have focused mostly
on one or two challenging questions raised by observatidatd, e.g., negative radial velocity
component a¥/1in the inner heliosheath before the HP crossing [91, 87ihdtthe|BEX ribbon
[69,[26,119 120, 121], using the HDP to constrain the oaiéom of the BV -plane and the distri-
bution of radio emission sources observed by the plasma inatrement (PLS) onboandoyagers
[122,[123] 124], using the ISMF draping results frethmeasurements to adjust the angle between
B, andV as well agB.| in simulations([[125, 126, 118, 127, 128], or trying to adjtlgt SW
and LISM properties in order to fit time-dependent obseovetialong the spacecraft trajectories.
In [99], the boundary conditions in the SW and LISM were cimaeg(1) get the best fit to thBEX
ribbon; (2) reproduce the magnetic field angles observedliyn the HP draping region; (3) ob-
tain the HP at the heliocentric distance consistent Witlobservations; (4) reproduce the density
of the neutral hydrogen atoms at the heliospheric ternonathock, which can be derived from
Ulyssesbservations of PUIS$ [129]; (5) ensure that fB&-plane is in agreement witBROHOob-
servations (uncertainties in the HDP determination areudised in[[27]). The model used in [99]
is based on the kinetic treatment of hydrogen atom transpraortighout the heliosphere, which is
very important to have a more realistic filtration ratio oéthiISM hydrogen atoms near the HP.
In [130], a detailed comparison of the 5-fluid and kinetic migdbf the SW-LISM interaction was
made. It showed that the results are qualitatively agreeabth only a slight shift in the quantity
distributions along different lines of sight. On the othani, kinetic modeling of a realistic solar
cycle is more time-consuming. To improve statistics anducednumerical noise typical of the
Monte Carlo simulations, one needs either assume the mesém longer cycle (in multiples of
the usual solar cycle) and perform averaging based on tleateg simulation of such cycle [131]
or perform averaging over multiple implementation of thenegeriod inside the solar cycle period
[120]. We note in this connection that a solar cycle mode] [@&ed orJlyssesobservations was
successful in reproducing both the heliocentric distamzkthe time at which/1 andV2 crossed
the TS. This means that taking into account solar cycle &ffiscof major importance. Addition-
ally, the model of[[99] used the solution of the SW-LISM irtetion problem based on a single
plasma fluid model where PUIs born in the process of chargeasge with neutral atoms were
added to the mixture of ions preserving the conservation @a$snmomentum, and energy. The
separation of PUIs and thermal SW ions was made at a posegsing stage which involved a
sophisticated procedure to fBEX observations in different energy bands covered by the space
craft. This procedure is very important for understandhreggnergy separation between ions (see,
e.g., [35[ 132, 133]), but ignores the dynamical effect offah the heliospheric interface. While
the necessary improvements to the fitting procedure areundérstood, their implementation will
be rather laborious. It is known that treating PUls as a s#pdon population results in a nar-
row heliosheath: the TS heliocentric distance increasédewhe HP moves closer to the Sum
[36,[37]. In [99], the HP stand-off distance in thié& trajectory direction was adjusted by choosing
the SW/LISM stagnation pressure ratio and the HMF and ISMéngths and direction. In the
future,V1andV2 measurements should be used to improve the quality of the Mid&Xic fitting

of data from multiple sources.
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5.4 The heliotall

An additional constraint on the LISM properties is providgdmultiple air shower observations
of the 1-30 TeV GCR anisotropy [134, 135, 136, 1137,/138]. Adtw to [9,/139], this anisotropy
is affected by the presence of the heliosphere, especiabiyta the ISMF modifications in the
heliotail and bow-wave regions. It is clear that the hellathould be very long to produce an
observable anisotropy of 10 TeV cosmic rays whose gyro,ragduming protons, may be as large
as 500 AU.

Paper([7] considered the flow in the heliotail and compareaikition results with theoretical
predictions [[5[ 140] and numerical modeling [6, 141]. Thenmzonclusion is that the heliotail
is very long, likely abou® x 10* AU. If the LISM is superfast magnetosonic (the flow velocity
is greater than tghe fast magnetosonic speed), which happéh, is not too strong (less that
~ 3 uG), the SW flow becomes superfast at distances of about0® AU along the tail. It was
found that a kinetic treatment on neutral hydrogen atomstoes critical. This is not surprising
since multi-fluid approaches (see, e.g., [40, 142]| 130]eoee likely to produce artifacts at larger
distances. In multi-fluid models, the flow of neutral hydrmogéoms is described by multiple sets of
the Euler gas dynamics equations, each for every populatioeutrals born in thermodynamically
different regions. In particular, it was found in [7] thaktle is a region in the heliotail where the
SW flow remains subfast magnetosonic in contrast to theikimetutrals solution. The reason can
be understood if we look at the distribution of plasma nundesity in multi-fluid simulations
from [7] shown in Figs[Il1a,b. These figures show the densitiythe out-of-plane component,
B, of the magnetic field vector. In both panels, there appeaxist two lobes of enhanced SW
plasma number density, which are separated at 1,500 AU by a region with substantially
different parameters attributed to the LISM in [6]. It wawaim long ago in([5] that these lobes
are due to the concentration of the SW plasma inside the Paplkel field line diverted to the
tail when the SW interacts with the HP. The central spirajioates where the-axis crosses the
inner boundary. BotlB, and B, are zero along this line, shown in Figs] 11a,b, until it exits
supersonic SW outside the TS. This critical magnetic field tleflects tailward with other spiral
field lines. According tol[143,15], the plasma inside the aidiield is subject to a kink instability.
As aresult, the ling3, = 0 exhibits rather chaotic behavior. As shown(in [7], the ablowecarries
an electric current, which increases considerably whempldéEma distribution becomes unstable.
Once the Parker field is destroyed by the kink instabilitg tiecessity of plasma concentration
inside the lobes disappears. However, as seen in[Eigs., thaybstill exist atz = 0, although
their width increases. This behavior is in a drastic contnath the solution where the transport
of neutral hydrogen is treated kinetically, by solving thedtic Boltzmann equation with a Monte
Carlo method([[7, 141] (see Figl12). When neutral atoms asdd using a multi-fluid approach,
there is little charge exchange in the region separatingpthess. This is because the LISM neutral
atoms, whose flow is governed by the pressure gradient, dorass this region. On the other
hand, kinetic neutrals always cross the separation regoause of their thermal velocity. Notice
that although the simulations iri_1[7] demonstrate some s¢iparbetween the lobes, it is much
smaller than in[[B], and the heliotail is considerably longe

It is interesting to notice in this connection that shortidtalils, such as observed in solutions
[6], are not favorable for creating flux anisotropies in 1 @specially 10, TeV GCRs. A heliotall
of less than 1,000 AU long would have little effect on thoseRa®ecause of their large gyroradius.
The assumption of the unipolar heliospheric magnetic fieddenin [6] requires special discussion.
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Figure 11: Top row) The distributions of thed) plasma number density ant)(out-of-plane
componentp,, of the magnetic field vector in the meridional plane in thelti-fluid simulations
without interstellar magnetic field, unipolar heliospleemagnetic field, and all other parameters
from [6]. (Bottom row.) The same as in the top row, but assuytive helisphereic current sheet is
flat, i.e., there is no angle between the Sun'’s rotation arghetéc axes. Densities are in particles
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Flgure 12:MHD-plasmarkinetic-neutrals simulation of the SW-LISMeraction from[[7]. (Top panel) The shape of the heliopausavio
different ISMF strengths is shown (yellow and blue 185, = 3 G and 4uG, respectively). (Bottom panel) HMF line behavior iniyaéxhibits
a Parker spiral, but further tailward becomes unstableo Alwown are ISMF lines draping around the heliopause. Thghdison of the plasma
density is shown in the semi-transparent equatorial plgrem [7] with permission of AAS].

While it is clear that the region of the SW swept by the HCS ipassible to resolve when the
sector width becomes small, which is inevitable when the S\Weicelerated by the HP to very
small velocities, it is not quite clear why the solution witle removed HCS is better. hlysses
based, time-dependent simulations[df [7], the HMF along\byagertrajectories is reproduced
on the average, even though the HCS dissipates, which wotildenpossible if the magnetic field
was assumed unipolar. It is worth noticing thélt was in a region of very small, even sunward,
radial velocity component for two years before it crossezlHifP. As previously mentioned, when
the numerical resolution is sufficiently high, the HCS doessimply dissipate due to numerical
effects. The plasma and magnetic field behavior in the regpeept by the HCS becomes chaotic
likely due to the tearing mode instability, which is ineldbanumerical in MHD simulations. As a
consequence, the magnetic field strength becomes rath&rameahe sector structure disappear.
This is in agreement witvW1 observations which otherwise would show sector crossingshm
more frequently. In our opinion, it is possible that the sesbbserved by'1 are more likely due
to stream interaction and solar cycle effects. Such seatersuch less frequent than those related
to the Sun’s rotation. It is possible that the spacecraftcamesing such sectors even in regions
where the classical HCS does not exist. When the heliogpheld is assumed to be unipolar,
its strength may be greater than\l observations. Further, assuming a unipolar field necégsari
assigns an incorrect sign to the HMF below or above the magagquator. Additionally, solar
cycle effects disappear, despite being an important ingneodf the SW flow.

The HCS is nearly flat close to solar minima. As seen from[[1l#4)ends into one of the
hemispheres depending of the direction and strength ofSMFI The flat-HCS case easily can
be treated numerically and is therefore a good test for daimdmulations. Figures 11c,d show
the solution similar to that shown in the top row of this figuegcept that the HCS is flat in the
supersonic SW. It is seen that although the lobes do reveaidblves at small distances from the
Sun, there is no separation between them farther alongith&tés happens because the HCS in
the tail is affected by the unstable SW flow.

Another test for the unipolar HMF assumption would be towaltbe SW variations related to
the solar cycle. The solution obtained under these assangis shown in Fig. 13. We see here a
drastic change in the entire structure of the heliotail fld¥ve lobes disappear completely. On the
contrary, the SW plasma is more dense near the equatoria.plEhis is not surprising because
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Figure 13: Clockwise, the distributions of plasma numbaersity (in cni3) and temperature (in
K), the y-component of the magnetic field and its magnitude in the S\M_simulation in our
solar-cycle simulation assuming unipolar heliospherignaic field. The top left panel also out-
lines the HP.
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Figure 14: The heliotail in the multi-fluid simulation whit¢akes into account solar cycle effects.
The distributions of5, are shown in the meridional (left panel) and ecliptic (ripanel) planes.
The HP looks rather thin beyond 2,000 AU. In reality it is ethvide latitudinally in theBV -
plane, but very thin in the direction perpendicular to thianp. The LISM boundary conditions
for this problem are taken frorm [99].

the slow SW is denser than the fast wind near the poles. This@o makes questionable the idea
of a short, “croissant”-like heliotail shown inl[6]. In othevords, the heliotail structure becomes
completely different from that described in the analytitaldies of[[5, 145]. The latter also did not
take into account charge exchange, while it is known than ¢re original Parker solution [18],
which described the SW propagation into the magnetizeduracus only partially valid in the
presence of interstellar neutrals (see [109]). This is beeaharge exchange does not allow the
SW to propagate upstream indefinitely. One can see fron Bighdt the solar cycle smears out
more subtle effects related to the SW plasma collimatiohiwithe Parker magnetic field swept by
the flow into the tail. As shown in[144] 7], the HP usually tetato become nearly aligned with
the BV -plane. Black lines in the tail show that the instability bétHP flanks may produce local
protrusion that cross the meridional plane.

As shown in[[7], the effects of the solar cycle are not only thuthe changes in the latitudinal
extent of the slow wind. Of importance are also changes iratigge between the Sun’s rotation
and magnetic axes, as well as the change of the magnetidgtpahthe Sun every solar cycle at
maxima. In Figuré 14, we show the distribution of theomponent of the magnetic field vector
in the meridional and ecliptic planes for a simulation ugdagameters from [99] foB,, = 3 uG.
Note the similarity of the shape of the heliotail to that estied earlier by [140].

Solar cycle simulations of the heliotail presented in Fifk.and IBEI4 are obtained with a
multi-fluid model. No characteristic wave reflections haeet observed from the exit boundary.
Time-dependence creates conditions where no fluid dynaaniiacts in the neutral H flow are
observed.

The numerical analysis of [146] demonstrates that soldeadsfects, especially the presence
of slow and fast wind regions, are seen in the ENA fluxes oleskloyIBEX from the tail direction.
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This requires no collimation of the SW plasma that is obsgmesimplified models of the helio-
sphere. Additionally, as mentioned above, the short raliobtained in numerical simulations
[6] is incompatible with the idea that the multi-TeV cosmayranisotropy is affected by a large
perturbation of the ISMF due to the presence of the heliotail

By fitting the anisotropy of multi-TeV cosmic rays observadiir shower observations by the
Tibet, Milagro, Super-Kamiokande, IceCube/EAS-Top, amiGO-YGB teams (see references in
[9]), we can derive restrictions on the LISM properties asni in [147/139,9]. Additionally, it
is suggested ir [148] that ion acceleration due to recoiorest the heliotail may affect observed
anisotropies.

The main result of our heliotail study is three-fold:

e Even our multi-fluid model, when run with the unipolar hepbgric magnetic filed assump-
tion, shows results different from|[6]. This is shown in FiguLl0. One can only guess
about the reasons for that. A possibility is the implemeatedf the subsonic exit boundary
conditions.

e In[7], we have found that in agreement with [149] and [144¢ $W flow becomes superfast
magnetosonic again at distances of about 4,000 AU. In susdscao boundary conditions
are necessary at the exit boundary. In the absence of saler effect, this happens only if
neutral atoms are treated kinetically, but never if theyterated with a multi-fluid approach.
This is our explanation of the qualitative difference besawéVHD-kinetic and multi-fluid
results.

e All of the above conclusions become irrelevant when solatecgffects are taken into ac-
count. As shown in Fid._13, the collimation of the SW withinotpwolar lobes disappears
even if the heliospheric magnetic field is assumed unipalaich is the necessary condition
for obtaining a “croissant’-shaped heliosphere with th8NMIbetween the lobes. We obtain
one single heliosphere. Instead of concentrating insidédibes, the SW has higher density
near the equatorial plane, where the slow SW is. From thredgtaint, the above two con-
clusions have only theoretical importance because theyotltake into account one of the
basic features of the SW flow: the solar cycle.

e As the SW propagates tailward, both thermal and nontheromal continue to experience
charge exchange which substitutes them with the cool LISM antil the plasma temper-
ature in the tail becomes uniform and the heliopause disapp@s seen from_[7], the he-
liopause should become very narrow, while being alignet thié 3V -plane. Newly created
neutral atoms, because of their large mean free path wikélng through the HP surface
into the LISM and ultimately reach thermodynamic equilifoni with the pristine LISM.

The assumption of a unipolar field in the tail is damaging fetedmination of GCR fluxes
coming from the heliotail. There is no imperative to runnthg code with the variable tilt
between the Sun’s magnetic and rotation axis. This inelyjitasults in the HMF dissipation
in initially sectored regions of the SW. Clearly, only magléhat involve SW turbulence
can correctly address this issue. Local kinetic simulatioray be useful to establish the
dissipation rate and in this way supplement global modefsth@ other hand, as shown in
[85], the HMF atVoyagerscan be reproduced on the average even if some sector s&igtur
lost.
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6 Significance of the multi-species structure of the LISM

6.1 The effect of helium charge exchange

It is well-known that the LISM not only consists of protongdrydrogen but that it contains a non-
negligible amount of singly-charged and neutral helium f&dhe significance of helium for the
large-scale structure of the heliosphere has been distus§£50,[36], as well as in [151, 152],
while it is not yet standardly incorporated in self-consmtmulti-fluid modelling. 1t has been
demonstrated in [151] that including the charged heliumponent of the LISM is crucial for the
comparison of the LISM flow speed with the wave speeds and, thuthe answer to the question
whether or not the interstellar flow is super-Alfvénic asrdBuperfast magnetosonic. Moreover, the
presence of helium ions influences the characteristic wageds, which are crucial in numerical
models.

In most self-consistent models of heliospheric dynamiodas only the influence of neutral
hydrogen is considered by taking into account its chargéaxge with solar wind protons and
its ionization by the solar radiation (e.d., [153] 91, [154¢l aeferences therein). The dynamical
relevance of both the electron impact ionization of hydrpgdthough recognized b [155], [36]
as well as[[156], and the photo-ionization of helium, althlowecognized as being filtered in the
inner heliosheatH [157, 158], have not yet been explorecetaid There is only one attempt to
include helium self-consistently in the heliospheric moag[36], in which the emphasis is on the
additional ram pressure due to the charged helium ions.

One interesting feature of the heliosphere and some neattmspheres is their hydrogen walls,
which are built beyond the helio-/astropauses by chargbamge between interstellar hydrogen
and protons. The feature can be observed in Lymafsorption[[159, 160, 161, 162, 163, 164],
which in turn allows the determination of the stellar winddanterstellar parameters at some
nearby stard [165]. Because the hydrogen wall forms in tleksd interstellar medium, where
the temperature is lon<( 10° K) and in case of the heliosphere increases only by apprdgigna
factor of two towards the heliopause, the charge-excharapeps involved is that between protons
and hydrogen. In addition some helium reactions, like Hee, H¢+*+He and He+He"™ have
large cross sections even at low energies. A helium wall assaltrof helium-proton charge
exchange was found not to exist [166]. However,[in [152] aumelwall was predicted, based
on helium-helium reactions with sufficiently large crosstsms.

Note, that the sum of the number densities of the proton alidrheharges derived in [167]
corresponds nicely to the recently observed electron numdesityn, = 0.08cm~3 observed
with the plasma wave instrument onboard Voyager [31].

In Fig.[15 it can be seen that the charge-exchange crosssectiH* + H — H + H*) is
roughly in the range of0~!° cm? below 1 keV, i.e. the range of interest for heliospheric medal|
other cross sections., between protons and neutral hydrogen or helium are ordersaghitude
smaller for slow solar/stellar wind conditions. In highespl streams and especially in coronal
mass ejections, cross sections like(H* + He — H+ He'), 0., (H"+He — H" + He™ +e)
ando.,(H*+ He — H* 4+ He" 4 ¢) can be of the same magnitudesas(H*+ H — H+ H™).
For astrospheres with stellar wind speeds of the order ovatieusand km/s, the energy range
is shifted toward 10 keV up to 100 keV and other interactidike,non-resonant charge-exchange
processes, need to be taken into account.

While the cross section,, betweeny-particles and neutral hydrogen or helium compared to
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Figure 15: The charge-exchange cross section as functiemesy per nucleon for protons (upper
panel) as well ag/ e*-ions anda-particles (lower panel) of the solar wind with interstekelium
and hydrogen. In the upper part of both panels the crossossctire shown, while the lower
parts show the ratio te..(H™ + H — H + H™). The black curve in both panels is the reaction
H + HT — H* + H. As can be seen in the lower panel the reactions-Hte, HE™+He,
and Hé*+He" have similar cross sections than that of H+p, and thus arerit@pt in modeling
the dynamics of the large-scale astrospheric structurese the different y-axis scales between
different panels, taken from [152].

26



theo..(HT + H — H + H™) reaction seem not to be negligible in and above the keV-range
(Fig.[18), the solar abundance @fparticles is only 4% of that of the protons, so that the éffec
seems to be small. Nevertheless, the mass of helium or itssigoroughly four times that of
(charged) hydrogen, and thus may play a role in mass-, mamenand energy loading.

6.2 Modeling a pickup ion mediated plasma

As mentioned earlier, the outer heliosphere beyond theza@bioin cavity (i.e.,>~ 8 AU) is
dominated thermally by PUIs (see, e.g., the observaticesllts in [168] 169]). As reported
in [170,[171], the inner heliosheath pressure contributeertergetic PUls and anomalous cosmic
rays far exceeds that of the thermal background plasma agdaetia field.

Coulomb collisions are necessary to equilibrate a backgtdloermal plasma and PUI protons.
For a background Maxwellian plasma comprised of thermatiom® the relative ordering of the
thermal speed of “hot” PUIs can be exploited|[35] to deteeméguilibration time scales in the
supersonic and subsonic solar wind and LISM. The equiiitangtme scale can then be compared
to the convection time scale and the size of the region urmesideration to determine with PUIs
and thermal background plasma will equilibrate. For theessgnic solar wind/[172] showed that
a multi-fluid model is necessary to describe a coupled SW-gaima since neither proton nor
electron collisions can equilibrate the PUI-mediated ssq@c solar wind plasma [35].

The inner heliosheath is complicated by the microphysi¢e®fTS. The supersonic solar wind
is decelerated on crossing the quasi-perpendicular TS fldlvevelocity is directed away from
the radial direction and is- 100 km/s. The HMF remains approximately perpendicular to the
plasma flow. Voyager 2measured the downstream solar wind temperature to be iratige rof
~ 120,000-180,000 K [[178, 174], which was much less than predicted biDMheutral models.
This is becaus®oyagerisntruments are not designed to measure the PUI contriuliioreality,
the thermal energy in the inner heliosheath is dominatedUig.PThere are two primary sources
of PUls in the inner heliosheath. One is interstellar nésititeat move freely across the HP and
charge exchange with hot SW plasma. Newly created ions akegiup in the inner heliosheath
plasma in the same way that ions are picked up in the superSoii The characteristic energy for
PUIs created in this way is 50 eV or~ 6 x 10° K, which is about five times hotter than the inner
heliosheath SW protons. The second primary source is Pdédent in the supersonic SW that are
convected across the TS into the inner heliosheath. PUlsected to the TS are either transmitted
immediately across the TS or reflected before transmis&@h [PUI reflection was predicted
in [40] to be the primary dissipation mechanism at the qpaspendicular HTS, with the thermal
solar wind protons experiencing comparatively little liregiacross the TS. The transmitted PUIs
downstream of the HTS have temperature$.75 x 10° K (~ 0.84 keV) and the reflected protons
have a temperature of 7.7 x 10" K (~ 6.6 keV) [175]. PUIs, those transmitted, reflected, and
injected, dominate the thermal energy of the inner heliaghelespite being only some 20% of
the thermal subsonic solar wind number density. The iomratte in the outer heliosphere (both
in the supersonic and subsonic solar wind - inner helioshesitvery slow due to the extremely
low proton number densities in this region. Most of the acalation occurs closer to the Sun, and
since the ionization time scale is 107¢ s7!, the net change in the PUI density is small. More
rapid changes in the SW density (shocks, MIRs, etc.) arewéngr, and even factors of 2—4 will
make little difference. Possible change in the neutral remalensity is even slower, due in part to
the very slow response of neutral H to changes in the bounidgigns as it drifts slowly+ 20 km
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s1) through the inner heliosheath and the outer regions ofitpersonic SW.

To simplify the kinetic approach of [36] based on the kinétgatment of multiple populations
of PUIs, the inner heliosheath proton distribution functean be approximated by a 3-component
[1785,[176] or 4-component distribution functidn [177], kvia relatively cool thermal solar wind
Maxwellian distribution and 2 or 3 superimposed PUI disttibns. In [132[177] and [133], this
decomposition of the inner heliosheath proton distributionction was exploited in modeling
ENA spectra observed by tHBEX spacecraft at 1 AU. They identified multiple proton distri-
bution functions in the inner heliosheath and the LISM, ¢hlesing the various PUI populations
described above and the thermal SW proton population [1@$B5], it is shown that neither pro-
ton nor electron collisions can equilibrate a PUI-therml Slasma in the subsonic SW or inner
heliosheath on scales smaller than at least 10,000 AU. Elgines treating PUIs as a separate
component of the plasma flow. This issue will be addresseldeimést section.

The interstellar plasma upwind of the heliopause is alsoiated by energetic PUIs. As seen
from [178,40] that energetic neutral H atoms created viaggnaxchange in the inner heliosheath
and fast solar wind could “splash” back into the LISM whereythvould experience a secondary
charge exchange. The secondary charge exchange of hot &astfeeutral H with cold{ 6300 K,
asin[179], or~ 8000 K as in [116/ 180]) LISM protons leads to the creation of a hratuprather-
mal PUI population locally in the LISM. The presence of tharmje-exchange source terms in
the system of MHD equations cannot change the Hugoniot jusngitions. This is possible only
for source terms involving delta-functions. However, ggaexchange can modify upstream and
downstream quantities at a hypothetical bow shock. Sinserthdification reveals itself only after
the problem is solved in its entirety, it impossible to sayetiter any shocked transition should be
expected for a chosen set of LISM boundary conditions|[L8%8].1 The LISM is known to be
supersonic, but it can be subfast magnetosonicless than the fast magnetosonic spegd, in
the unperturbed LISM). IV, < ¢, NO fast-mode bow shock is possible. If the angle between
V. andB, is small, slow-mode bow shocks remain possible [182] 109189]. It was noted
in [184] that heating of the LISM induced by charge exchangg nesult in an increase of the fast
magnetosonic speed in the outer heliosheath with a conantwiteakening or even elimination of
the subshock in a structure which is now called a bow wavesfdsm a tenuousi, ~ 5 x 10~°
cm™3) [177] suprathermal component in the LISM. It is shown[in][8%at neither proton nor
electron collisions can equilibrate a PUI-thermal plasmahie LISM on scales smaller than at
least 75 AU. The observational results by [182,1133] confinatt indeed the inner heliosheath
and LISM are multi-component non-equilibrated plasmasngdified single-fluid MHD plasma
descriptions, while preserving the total mass, momentua emergy balances, do not capture the
complexity of the plasma. On the other hand, fully kineticdab[3€] is rather complicated for
realistic time-dependent simulations. PUIs were treated separate fluid in [185, 186, 187] in
the supersonic SW. MHD equations for plasma were coupledkinedic treatment of PUIs, also
for the supersonic SW only, in [188]. Some of the above mot#ke into account the transport
of turbulence. In[[189], the model applicable to the supeis8W was used to all regions of the
SW-LISM interaction. However, such application causemasrquestions because (1) the turbu-
lence transport equations derived for the super-Alfvéasma are invalid in the inner heliosheath,
(2) the charge exchange source term formulae uséd in [18@@nlicable only in cold plasma and
are very inaccurate in the inner heliosheath, and (3) thécapion of non-conservative equations
across discontinuities creates uncontrollable mistakebeir speeds and strengths. Moreover,
the boundary conditions for PUIs at shocks are too compétcst be modeled by approximating
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derivatives in the governing equations straightforwafd¥s, 190, 191]. In contrast, [35] is the
first rigorous attempt to extend basic continuum-mechafmnos-kinetic) models to incorporate
the physics of non-thermal PUI distributions.

6.3 Multi-component model

In deriving a multi-component plasma model that includessi?We shall assume that the distri-
bution functions for the background protons and electrarseach Maxwellian, which ensures
the absence of heat flux or stress tensor terms for the bagkgnolasma. The exact continuity,
momentum, and energy equations governing the thermateitecg) and protonsq) are therefore
given by

agzs +V- (ne,sue,s) = 07 (l)
0 e,s
Me pTe,p <% + Ue s - Vue,s) = _Vpe,s + Qe,sMe,s (E + Ue s X B) ) (2)
0P,
8157 + Ue s - vPe,s + ’}/e,sPe,sV *Ue s = 0. (3)

Heren, s, u. s, andP. ; are the macroscopic fluid variables for the electron/protember density,
velocity, and pressure respectively,, the electron/proton adiabatic indd,the electric field B
the magnetic field, angl ; the charge of particle.

The streaming instability for the unstable PUI ring-beastriiution excites Alfvénic fluctu-
ations. The self-generated fluctuations amditu turbulence serve to scatter PUIs in pitch-angle.
The Alfvén waves and magnetic field fluctuations both prep@gnd convect with the bulk veloc-
ity of the system. The PUIs are governed by the Boltzmanrspart equation with a collisional
termd f/dt|., due to wave-particle scattering,

ﬁ+v~Vf+i(E+v><B)-va:ﬁ

ot my, ot @)

79
C

for average electric and magnetic fielsandB. On transforming the transport equatiéh (4) into
a frame that ensures there is no change in PUI momentum anglyethge to scattering, assuming
that the cross-helicity is zero, and introducing the randelocity c = v — U, we obtain

of of e U, U1 of
gt T Uit g+ [mp (ex B) = 5 = (Ui +) &cj] de;
9 of
= __ 1 — 2L
o (ma=wgl), ®

where we have introduced the guiding center frame to eliteitf®e motional electric field and
u = cos@ is the cosine of the particle pitch-angleandv, = 7! is the scattering frequency.
The scattering operator is the simplest possible choicg,carresponds to isotropic pitch-angle
diffusion.

By taking moments of[({5), we can derive the evolution equegtifor the macroscopic PUI
variables, such as the number densify= [ fd*c, momentum density,u,, = [ ¢;fd*c, and
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energy density. Moments of the scattering term are zero. ZEneth moment off(5) yields the
continuity equation for PUIs, the next moment the momentgoaé&on for PUIs,

% <np <Uj + upj>) +V- [npU (Uj + upj> + npupUj]
+ a% /cicjfdgc = minpgjklupkBl, (6)
i P

whereeg;;;, is the Levi—Civita tensor. Note the presence of the tqfrm:jfd%, which is the mo-
mentum flux or pressure tensor.

To close equatiori{6), we need to evaluate the momentum flaichwequires that we solve
(®) for the PUI distribution functiory. In solving [3), we assume 1) that the PUI distribution is
gyrotropic, and 2) that scattering of PUIs is sufficientlpichto ensure that the PUI distribution
is nearly isotropic. We can therefore averdde (5) over gyasp, obtaining the “focused transport
equation” for non-relativistic PUIs. The second-orderreot solution to the gyrophase-averaged
form of equation[(b) is

1
f2f0+/~bf1+§(3/~02—1)f2; (7)
fo= fo(x,¢,t); (8)
_ CTs afO DUiTs afO
fi= ?bl or; = Dt 3 ' dc’ ©)
CTs ou;  10U;\ dfo
fa= 15 (bibﬂ'a—m B 53@) e (10)

wherec = |c| is the particle random speel,= B/B is a directional unit vector defined by the
magnetic field, and /Dt = 0/0t+ U;0/0x; is the convective derivative. The expansion terfiys
f1, andf, are functions of position, time, and particle random speiezl, independent gf (and of
course gyrophaseg). Of particular importance is the retention of the largals@acceleration, and
shear terms. These terms are often neglected in the denwatthe transport equation describing
fo (for relativistic particles, the transport equation is thmiliar cosmic ray transport equation).
In deriving a multi-fluid model, retaining the various flowleeity terms is essential to derive the
correct multi-fluid formulation for PUIs.

Following [192], the pressure tensor is found to be the surnoisotropic scalar pressufg
and the stress tensor, i.e.,

10 0
Tke 8Upk aUpz 2 8Upm
P) =P, (5 01 0 |2 ~- 55
() p (03) + 00 —2 2 <8x5+8xk 3’“8:%
=PI +11,. (12)

The stress tensor is a generalization of the “classicafhfor that several coefficients of vis-
cosity are present, and of course the derivation here is fwllgsionless charged gas of PUls
experiencing only pitch-angle scattering by turbulent mea fluctuations. Use of the pressure
tensor[(111) yields a “Navier—Stokes-like” modification b&tPUI momentum equation,

0
En (rpUp) + V- [0, Up U, + 1P| = en,, (E+ U, x B)
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—en, (E4+ U, xB)—V -1, (12)

where we used the transformati@f, = u, + U for the remaining velocity terms i (6) and
Pp = MpTlp.

To close the PUI energy equation requires the evaluationeo€brresponding moments using
the expression§](7)=(L0). In so doing, we obtain the totatggnequation for the PUls frorhl(5),

0 (1 3 o |1 )
8t ( /)pU2 + P ) 0@- [EppUiUpz + _PpUpi + HijUpj + q;

= en,U,, (Ei + (U, x B),), (13)

after transforming tdJ,.. To evaluate the heat flux, we use

m 2 27 2 f() 2 17 0P,
770/0' dufrd®c = —Emp/c’ ”8 d7dd = —iliijﬁ—xj = qi(x, 1), (14)
after introducing the spatial diffusion coefficient
Kij = by CBTSb (15)

together with PUI speed-averaged form = K;. The collisionless heat flux for PUls is therefore
described in terms of the PUi pressure gradient and conadyuke averaged spatial diffusion
introduces a PUI diffusion time and length scale into thetirflulid system.

For continuous flows, the transport equation for the PUlquressP, can be derived fromi (13),
yielding

| oU,,.
op, OF, 5,00 10 ( app) 2 O, 16)

ot " rar, T3P0z, 304 \ o,
illustrating that the PUI heat flux yields a spatial diffusterm in the PUI equation of state together
with a viscous dissipation term. The PUI system of equatispsoperly closed and correct to the
second-order. Note the typo in_[35] since they mistakenlytteih the viscous term of equation
(@8) in the corresponding pressure equation.

The full system of PUI equations can be written in the form

U,) =0; 17
DeivopU)=0  an)
0
ot (rpUp) + V- [0, U, Uy + 1P, + 1] = eny, (E + U, X B); (18)
0 3 1 5 1
o ( ppU? + 5P|+ bppU;Up +55U,+11-U, - K- VP,
=en,U, - E. (29)

31



The full thermal electron-thermal proton-PUI multi-fluigssem is therefore given by equations
M-(3) and[(I7)£(19) of (16), together with Maxwell’s etjans

0B
= E: 2
BT V x E; (20)
VxB= ,qu; (21)
V-B=0; (22)
J =e(nsus +n,U, — n.u,), (23)

wherelJ is the current ang, the permeability of free space.

6.3.1 Single-fluid model

For many problems, the complete multi-component modelddrabove is far too complicated to
solve. The multi-fluid systeni{1)H(3) and {17)4(19) [or](1®gether with Maxwell’'s equations
can be considerably reduced in complexity by making the lesyi@ption thalU,, ~ u,. The
assumption thall,, ~ uj, is quite reasonable since i) the bulk flow velocity of the plass dom-
inated by the background protons since the PUI componettessaff fluctuations moving with
the background plasma speed and ii) the large-scale moedewric field forces newly created
PUIs to essentially co-move with the background plasma flekp@ndicular to the mean magnetic
field. Accordingly, we letU, ~ u, = U, be the bulk proton (i.e., thermal background protons and
PUIs) velocity.

We can combine the proton (thermal plus PUI) equations wighetectron equationsl(1)+(3) to
obtain an MHD-like system of equations. On defining the msoopic variables,

p=mene +mpn;;  q=—e(ne —n;);  pU = meneu, + myn; Uy

= —€ (neue - anz) ) (24)
we can express

_ p—(m/e)g _ pH&my/e)

T ) SR o= g S e
_pU_(mp/€>J - _@{. o pU—I—g(mp/e)J N
o p—(my/e)q U P T T E(mye)q ~U, (25)

where the smallness of the mass rgtia m./m, < 1 has been exploited. We can also assume that
the current density is much less than the momentum flux|Jle<< |pU|, and combine the thermal
proton and electron equations in a single thermal plasnsspre equation witk® = P.+ P,. After
deriving a suitable Ohm’s law [85, 192], we obtain a redudedls-fluid model equations that may
be summarized as

0
SV (pU) =0 (26)
ou

9 /1 3 1 1 5
— | =pU?+ (P + P, — B2 | =pU?U + =(P + P,)U
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1 1 1
+—-BU-~ ~U-BB+1I-U,—--K: -VP,| =0; (28)
o Ho 2
oP
— +U-VP+~PV-U=0; (29)
ot
B
E=-U x B; %:—VXE; wd =V xB; V-B=0. (30)

The single-fluid descriptioh (26)=(B0) differs from therelard MHD model in that a separate de-
scription for the PUI pressure is required. Instead of theseovation of energy equatidn {28), one
could use the PUI pressure equation (16) for continuous fl&ss introduce both a collisionless
heat conduction and viscosity into the system.

The model equationk (P6)=(30), despite being appropaten-relativistic PUls, are identical
to the so-called two-fluid MHD system of equations used t@dies cosmic ray mediated plasmas
[193]. However, the derivation of the two models is substdiytdifferent in that the cosmic ray
number density is explicitly neglected in the two-fluid casmay model and a Chapman—Enskog
derivation is not used in deriving the cosmic ray hydrodyita@guations. Nonetheless, the sets
of equations that emerge are the same indicating that thmeiceay two-fluid equations do in fact
include the cosmic ray number density explicitly.

The single-fluid-like model may be extended to include eAgRs, as well as PUIs. In this
case, ACRs are relativistic particles. The same analysisesaover, and one has an obvious
extension of the model equatioris (26)4(30) with the incnsif the ACR pressure. Thus, the

extension of[(26)+£(30) is [14, 192]

0
SAV-(U) =0 (3D
U

,0<E+U-VU):—V(P+PP+PA)+JxB—V-Hp—V-HA; (32)
88—];+U-VP+7PV-U:0; (33)

op, 1
a—tp +U-VE+7RV-U=2V. (Kp - VP,) — (v, — DI, : (VU); (34)

oP 1
8—;‘ +U-VPs+7aPaV U= 2V (Ka - VPy) — (a = DILa : (VU); (35)
E=-U x B; %—?:—VXE; wd =V xB; V-B=0, (36)

where we have introduced the ACR pressitg the corresponding stress tengby, the ACR
diffusion tensoK 4 and adiabatic index, (4/3 < v4 < 5/3). The coupled system (B1)—(36) is
the simplest continuum model to describe a non-equilildrptasma comprising a thermal proton-
electron plasma with suprathermal particles (e.g., PUBven solar energetic particles) and rela-
tivistic energy (anomalous) cosmic rays. The system ireduabth the collisionless heat flux and
viscosity associated with the suprathermal and relaiivisrticle distributions.

On reverting to equations (R6)—(30), we can recover thedsiahform of the MHD equations if
we set the heat conduction spatial diffusion terlso 0 and the coefficient of viscosityj;) = 0,
which corresponds to assuming — 0. If the total thermodynamic pressuf&,,,, = P + P, is
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introduced, then we recover the standard MHD equationgfing the subscript “total”) i.e.,

0
S VU =0 @)
ou
pﬁ+pU~VU+(7—1)V6+(VxB)><B:O; (38)
o (1 B 1, 1 s
a(ipU —i—e—i—z—m)—i-v-[(ip(f —l—ve)U—i-%Bx(UxB) = 0; (39)
%—?:VX(UXB); V-B=0, (40)

with an equation of state = ankgT' /(v — 1). The choice ofx = 2 (or greater if incorporating
the contribution of cosmic rays etc.) corresponds to a péagapulation comprising protons and
electrons.

In settingK = 0 and(n,;) = 0, we have implicitly assumed that PUIs are completely caliple
to the thermal plasma. WitK = 0, heat conduction reduces the effective coupling of enegrget
particles to the thermal plasma, and their contributiomeotbtal pressure is not as large. This will
have important consequences for numerical models of églatge-scale heliosphere since they
incorporate PUIs into the MHD equations, without distirgjung PUIs from thermal plasma and
therefore neglect heat conduction. Consequently the po¢gisure is over-estimated.

7 Energetic Particles

In the following, various aspects of the transport of eneegearticles in the inner and outer he-
liosheath are discussed, with an emphasis on ACRs and GCieuker heliosheath is the region
of the LISM perturbed by the presence of the heliosphere. cbneesponding subsection head-
ings are formulated as the currently crucial questions rilegd to be answered to make further
significant progress in the field.

7.1 What is the propagation tensor in the heliosheath?

First, it should be emphasized that determining this tetfsmughout the heliosphere, not just in
the heliosheath, is still a work in progress. This is degpiggprogress that has been made since the
millennium change in 2000, see, e.g., the comprehensivevieveby [194]. As in most research
fields in physics, there are two ways of how progress is madeerpirical, phenomenological
approach driven mostly by observations, and then the fuedgahtheoretical work, also known in
solar modulation as th&b initio approach. For the latter, the focus is on developing a sduweal t
retical basis for turbulence, diffusion and particle ditieories. In the end, observations have to be
reproduced by using these two approaches in numerical mbdskd on solving the heliospheric
transport equation (TPE) for cosmic rays (CRs) as propoyefd®5]. This equation basically
describes four major processes, outward convection, shdi#fusion both parallel and perpendic-
ular to the magnetic field lines, particle drifts (consigtof gradient, curvature and current sheet
drifts), and adiabatic energy changes. Utilizing only ehiesir processes has done amazingly well
in explaining and understanding what causes the global tatdn of CRs, from~ 1 MeV up to

50 GeV, over 11-year and 22-year cycles, see the review ®][I19owever, when shorter scale
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changes in the lower energy ranges are studied, for exathgl@cceleration effect of travelling
shocks in the heliosphere, focusing and momentum diffusism come into play (for a theoretical
overview of these processes see [197]). Diffusive shocklacation of CRs, for instance at the
TS, is also contained in the TPE, although more subtle tzeaitih numerical models than the other
mentioned processes. These reasonably well-known aspegéther with lesser known aspects
such as the projected effects of magnetic reconnection om@dilation, have also been invoked
to explain what is happening inside the inner heliosheattlis fias been driven by observations of
the ACRs which deviate significantly from what establishextiels had predicted. Evidently, the
time has come to study in more detail also the diffusion, lzatia energy changes, drift and other
processes inside the heliosheath. This is a major thealetind modelling challenge. Observa-
tionally, it is well established that CRs inside the inndidsheath are modulated even to the point
of being extraordinary, for instance, the spectaculaeiase in low-energy galactic electrons [198]
from the TS to the HP. Solving Parker’'s TPE for studies ofsmiadulation requires some crucial
knowledge of the following:

1. Theheliospheric structurand geometric extent such as where is the HP located in att-dir
tions, and, is the thickness of the inner heliosheath symicady orientated with respect to
the Sun and does this change with solar activity becauseStahanges position, e.d., [199].
MHD models, as described above, have contributed immessdlyat we have a reasonable
understanding of the heliospheric exteXtl observations [200] have, of course, put a real
value on the modulation “desk” of where the HP is located.

2. Theunmodulated input spectrdetter known as HP spectra or local interstellar spectra
(LIS). In this context, we had to rely on numerical models algtic propagation to give an
indication of what to use below 20 GeV, where modulation nsakprogressively important
difference (e.g.,[1201]). Mostly, modelers simply guestieel spectral shapes at energies
below 1 GeV, until Voyager 1 gave a real clue of what it is betw&—50 MeV since it had
moved away from the HP. There still is some controversy wdresolar modulation would
stop abruptly at the HP, as has been widely assumed, or mépgemeyond the HP into the
outer heliosheath, see [202], [203], [204], and [205]. Tdusld affect the observed value of
the LIS, especially at the lowest energy range.

3. Thesolar wind velocityand its time and spatial profile. Our corresponding knowdeidg
comparatively detailed as a result of manysitu observations, e.g. frordlyssesandV2,
as well as of comprehensive MHD modeling. The next step isifty tinderstand how the
dominant radial velocity component upstream of the TS isdi@med into three compo-
nents downstream towards the HP. Subsequently, of additiomportance is the divergence
of this velocity profile, because this determines the enefgnges in the heliosphere and
heliosheath. Towards Earth, energy losses dominate toxtieatethat all modulated CR
spectra, except for electrons and positrons, have a ceaistict ! spectral shape below
~500 MeV (e.g., [[206]). Inside the inner heliosheath, thixpected to be completely
different and needs to be determined (for different scesaee[[207]).

4. TheHMF geometry In this context, the widely used Parker HMF, with its petfsgirals
and cones in the polar regions of the heliosphere is idealsiving to the fact that it has
only a radial and an azimuthal component. More complicatdtFHnodels also contain
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a latitudinal component[([208]), which makes them very diffi to handle in most finite-
difference based numerical models. Only recently the ststahdifferential equation (SDE)
approach to numerical modeling of solar modulation hasguresl a way around these diffi-
culties. Unfortunately, observational evidence for Figied fields, and their consequences
for CR modulation, is not conclusive, possibly because oressents are not made where
it is necessary for verifying this, se€e [209]. For CR driftee geometry of the HMF is very
important because what is used in models prescribes how gradients and curvatures the
CRs experience. Additionally, the wavy HCs is a major featwvhich plays an important
role all over the solar cycle, starting from solar minimurmndiions, when the tilt angle
is small, to solar maximum, when the tilt angle becomes varyd, and contributes to the
theoretically predicted charge-sign dependence in CR tatida which now is an observa-
tional fact (e.g.,[[196]). Inside the inner heliosheatlg HIMF is surely more complicated
than upstream of the TS, and as such a hard problem to hanallenarical models.

. Thepropagation tensor in the TRHhis tensor is the sum of a symmetrical diffusion tensor
and an asymmetrical drift tensor, containing the drift oeft. In terms of HMF aligned
elements, the diffusion tensor contains one parallel ardgarpendicular coefficients (in
the radial and in the latitudinal directions). If the TPE @ved in heliocentric spherical
coordinate system, the geometry of the HMF comes into plathabthe nine elements of
the tensor are then given as

2 .2
Kpr = K| €OS” Y + K1, SIn" 9,

K10 = Koo,

Koy = K1y cos® 1) + K| sin? 1), (41)
Kgr = Krg = (K1, — K|) cOS 1 sina,

Kor = RaSINY = —Kyg,

Kop = Kq COSY = —Kgg,

wherek,.. is the effective radial diffusion coefficient, thus a condiion of the parallel
diffusion coefficient and the radial perpendicular diffuscoefficients ., with ¢) the spiral
angle of the average HMFyy = k4 IS the effective diffusion coefficient perpendicular
to the HMF in the polar directions,, describes the effective diffusion in the azimuthal
direction, and so on. The four drift coefficients are givertha last two rows. Inspection
shows that the five diffusion coefficients are determined hgtvis assumed for parallel and
perpendicular diffusion, and all of them depend on the geonwé the assumed HMF. For
instance, beyonel20 AU in the equatorial plane — 90°, so thats,, is dominated by,
but by x| in the polar regions of the heliosphere, wheregs is dominated bys. This

is true only if the HMF is Parkerian in its geometry. Theseeniansor elements become
significantly more complicated if the HMF geometry is contag a latitudinal component,

see[[210].

. Theheliospheric turbulences determining the elements of the diffusion tensor. Madgll

the evolution of the turbulence forms the basis ofdbenitio approach to solar modulation,
see, e.g./[211] and [212]. For the fundamental, theorgtigaciples involved see the com-
prehensive description in [194]. It suffices to say that gugte complicated, perhaps mostly
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because there are still far too many unknowns in the varitligdesveloping theories so that
the impression is given that the more complicated the thgetyg, the more the confusion
becomes of what exactly to use in modulation models.

The lack of global observations to support or to oppose newveldpments in the fundamental
theory is of course a fact of the matter. On the other handetimgirical approach in determining
the diffusion coefficients, not paying attention to the fankntal reasons of what exactly in terms
of turbulence determines the rigidity and spatial depeoder the diffusion coefficients, has been
quite robust. A main obstacle has been that there is a limitiat standard numerical approaches
allow modellers to do. This is slowly but surely overcome leyrapproaches such as using SDEs
(e.g., [206]) and is greatly supported by the availabilitpowerful computer clusters.

This brings up the question of what is the mentioned tensoutihout the heliosheath? The
short answer is that we are still very unsure, because ofdhiyvmore complex (i) heliospheric
structure with predicted large asymmetries with respetitiédSun, and in the nose-tail and north-
south directions, (ii) solar wind profile, (iii) correspand HMF profile and wavy HCS, and (iv)
turbulence which is clearly far more intricate than clogetite Sun. The turbulence should be
expected to be different in the distant tail of the heliogsphe the nose direction, and at higher
latitudes.

The drift scale<,; is commonly assumed to vanish in the heliosheath, mosyliketause it is
the most convenient option in numerical modeling (e.g.3[R1In contrast, it is assumed that drifts
still occur inside the heliosheath, similar to the innelidmdhere, withs, scaling proportional to
radial distance, which was found as unlikely by [214]. Frdrase extreme differences it is clear
than much work is needed to sort out how patrticle drifts watlidnge from the TS to the HP.
Similar to closer to the Sun, it is a matter of what the scetteparametetor globally is, with
w the gyro-frequency of a CR patrticle anda time scale defined by its scattering, of whatever
nature. When(0 < wr < oo particle drift assumes its maximal weak scattering valueenas
with w7 — 0 no particle drifts are present, and for — 1 particle drifts are reduced by half
compared to the weak scattering value. This 50% reductia neported by several modeling
studies where reproducing and explaining the observatiasof essence (e.d., [215], [214]). The
latest publication that reported on observational evidesfadrift effects in the outer heliosphere
was by [216]. In the context of drifts, of major importancetlie fate of the wavy HCS as it
becomes compressed beyond the TS towards the surface oPtfeeH, e.g.[ [217]).

Concerning the above diffusion coefficients, the foremastctusion about how they should
behave globally at and beyond the TS, is that they decreasgdawably across the TS and stay
at these low levels inside the inner heliosheath. This idyeascomplished by assuming that
these coefficients scale proportionalltd3, with B the magnitude of the HMF across the TS. In
this context, the simulations by [2[18] emphasized exattiy behaviour for low-energy galactic
electrons which had increased by almost a factor of 400 fte S to the HP at 10 MeV[([198]).
The inner heliosheath acts as an ever present modulatiomnéfareducing CR fluxes significantly,
depending on their rigidity, of coursé ([219]). The obsereecurrence inside the inner heliosheath
of TS particles (TSP) and accelerated ACRs make the estingtif the diffusion coefficients in
this region far more difficult than closer to the Sun. From aleiting point of view, what happens
in the heliosheath is usually side-stepped, conveniegtigried or treated explicitly as if similar to
the inner heliosphere, clearly because of a lack of a pré@eny (e.g.,[[220]). It has also become
clear that close to the HP, even more complicated processi#s accur, adding to the difficulty of
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establishing the spatial dependence of the elements offtbisidn tensor (e.g.[[221]). Beyond the
HP, what is assumed for the diffusion coefficients dependstwather one accepts that Voyager 1
is already in the interstellar medium or not, or perhaps ihighat can be called the very local
interstellar medium or perhaps it simply is in the outer ésdtieath which, in principle, could be
different from the pristine interstellar medium. For esttes, nothing more, of the value of these
diffusion coefficients see, e.g., [203] aind [205].

In conclusion, knowledge about all the diffusion coeffi¢geand the drift scale inside the inner
heliosheath is still in a rudimentary phase, but progressade, inspired by Voyager 1 & 2 ob-
servations. It is already clear that establishing the igiand spatial dependence of the diffusion
coefficients applicable to the inner heliosheath is muchensomplicated than for the inner parts of
the heliosphere, and that finding one set of such paramétensghout the entire heliosheath may
be wishful thinking. The significant differences in CR ohsdions betweeV1 and V2 ([222])
emphasize the latter statement.

7.2 How can the ACR and GCR anisotropies be explained?

Interestingly, the CR measurements in the heliosheath migtailow for a study of the spatial
and rigidity dependence of diffusion but also of its depe&mgeon pitch-angle. This opportunity
arises because, after the crossing of the HP, Voyager 1\@aséne ACR and GCR pitch-angle
distributions to be anisotropic, see Fig. 2[in [223]. Thisatropy is different for both CR species:
while the ACR distribution exhibits an enhancements neér 8@ GCR distribution shows the
opposite, namely a depletion around that pitch-angle.

Given the anisotropic nature of the pitch-angle distritgi, the often employed diffusion ap-
proximation and, thus, the Parker transport equation dadyeosed as a modelling basis. One must
rather formulate the latter on a pitch-angle resolving lieve. employ a variant of the so-called
Skilling equation[[224].[[225] opted for a simplified degtion by considering a two-dimensional,
Cartesian box locally aligned with and enclosing a smalise®f the HP surface. By additionally
neglecting all processes other than spatial diffusion &y equation reduces to:

of _ af of af
E 8y 8u (Dwﬁu) ox ( 8:6) (42)

with f denoting the pitch-angle dependent distribution functiothe particle speed, the co-
sine of its pitch-angle, and andy the two spatial coordinates normal and tangential to the HP,
respectively.

The central ingredients in this CR transport equation aeepitch-angle diffusion coefficient
D,,, and the spatial diffusion coefficiert,. While the diffusion along the magnetic field is criti-
cally determined by the-dependence of the former, which can be computed from stdmpesi-
linear theory (e.g.,[[197]), the diffusion across the maignkeld and, thus, across the HP, is
depending on the-dependence of the latter, which must be derived for theispémagnetic’
environment close to the HP. The corresponding deriva@ubject of the following section and
results in a form that is principally similar to that suggekin an ad-hoc manner by [226], namely
K| ~ (1 _ M2)1/2-

As is demonstrated in [225] and [227], using these diffusioefficients in the above transport
equation suffices, at least qualitativelysimultaneouslgxplain the above-mentioned anisotropies
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Heliospheric particles: Galactic particles:
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Inside Inside Outside

Figure 16: Comparison of the computed and observed ACR\{tbeipper and lower left panels)
and GCR pitch-angle anisotropy (the two upper and lowert jpgimels) in the outer heliosheath
close to the HP. Taken frorn [227].

of the ACR and the GCR pitch-angle distributions, see thepaomon of the computed with the
observed anisotropies in Fig.]16.

7.3 What is the pitch-angle dependence of perpendicular difision?

As discussed in the previous section, the different pitetl@ anisotropies in ACRs and GCRs
beyond the HP can be explained if their perpendicular diffuscross the HP can be described
with a coefficients that varies agl — ;2)'/? wherey is the cosine of a particle’s pitch angle.
Then the question arises whether there is any theoretipalstfor such a dependence. Typically,
discussions in the literature involve pitch-angle avedagigpressions fok | of energetic particles
so that currently little is known about its pitch-angle degence. Note:; o« (1 — p?)%® was used
by [226] in a focused transport model to study anisotroplarsenergy particle transport, but the
model forx; was not derived from first principles.

We discuss the possible pitch-angle dependenee @ssuming that | originates either from
(i) cross-field scattering due to particles interactingoggsonantly with Alfvén waves-{ ~ [,
wherer, is the particle gyroradius ignoring ifs-dependence ankl is the correlation length of
the magnetic field waves and turbulence), or (ii) from p&tguiding center (GC) motion along
and across relatively large-scale random walking magrietid lines ¢, < [.). For the latter
scenario, we investigate two further possibilities: Eitherely transversal or purely longitudinal
fluctuations.

We consider first the.-dependence of perpendicular diffusion due to gyroresosattering
across magnetic field lines. A simple way to estimatg#u®pendence is to specifyadependent
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version of the expression fer, found by modeling particle scattering using the BGK scattgr
term. Accordingly,
o () = Ky (1)
1+ w2, (p)
wherer (1) is the u-dependent parallel diffusion coefficient,is related to the particle gyrofre-
quency and-.(u) is thep-dependent particle scattering time. Observations shawnar the HP
magnetic field turbulence is weak, so that,. > 1. Thus,

(43)

k) (1)

. 44
72 (1) 44

k1 (p) =

N w
According to standard quasi-linear theory for the gyronesa interaction of energetic particles
with the inertial range of parallel propagating Alfven veay

R (1) o< v* (1 = p®)mse(p), (45)
where . B2
Toe(t) ¢ — .
w (6B%)7 (1)
In this expressiorid B2 )"¢*(u) is the wave magnetic field energy density associated withethe-
nant wave number that can be expressed as

(46)

2\res _ 2 T9|lu_.ij/U| o
(0B1)%* (1) = (6B1)a <T) ) (47)
wherel, is the correlation length for parallel-propagating Alfvivave turbulence}, is the
Alfvén speed,j = +1(—1) for forward (backward) propagating Alfvén waves aloBg, and
—s is the power-law index of the Alfvén wave turbulence spaotnergy density in the inertial
range. Upon inserting the expressionfgrin «, (1), we find that

582 ) 4 L (8B4 1y
Ko (p) o< (1— M%W@% oc (1 — )| — jVa/v|* 1vrg< Bé>A (ﬁ) . (48)
0 0 c

Therefore,x (1) o< (1 — p?)|p|*~ " if u > V4/v and the requiredl — ;?)-dependence is not
achieved. To have, (1) o (1 — p?) would either require that = 1, or thatr,. is independent of
1. The value ofs = 1 is typically the power-law index associated with the energgtaining range
of the wave turbulence spectral energy density, thus impglynat CRs are interacting resonantly
with the energy-containing range of Alfvén wave turbulenehereas for,. to be approximately
independent of, would require sufficiently strong resonant broadeningae$€228]. It is not clear
whether CRs have sufficiently large gyroradii to resonaté Wie energy-containing range, but it
cannot be ruled out.

Let us now estimate the-dependence of, due to random-walking magnetic field lines. We
define the mean-square displacement of energetic paréictess the mean magnetic fiddg due
to this interaction as

At At
(A2?) = /0 dt’ /O dt" (v (v (t")), (49)
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where (v, (t")v, (t")) is the perpendicular component of the two-time velocityrelation func-
tion for energetic particles interacting with a turbuleragnetic field. It is also assumed that the
particles interact with stationary and homogeneous magfield turbulence so that the velocity
correlation function is stationary. It then follows thatl@e times we have a Kubo formula given

by
Fip) = lim ;A(E; - /0 dt' (v, (O)v, (¢)). (50)

Upon assuming that the two-time perpendicular velocityedation function decays exponentially
when CRs interact with magnetic field turbulence so that

t

(v (0)vo(t)) = (v1(0))e T, (51)

wherer,.. represents the characteristic time scale of decay, thespdiqular coefficient can be
expressed as

K1 (M)=<U3_>Tdec- (52)

If one interprets, as the component of the GC velocity across the mean magredticfie can
make use of standard GC theory according to which
pLvy B x VB v

V,=yb+V b x Vb
g = b+ Vet B TP X ViIb (53)

where the first term is GC motion along the local magnetic fitld second ternV z is electric
field drift, the third term represents grad-B drift, and tastlterm is curvature drift, all across the
local magnetic field. The expression has been simplified bgping the parallel drift term and by
applying the fast particle limit > V.

As usual, it is assumed that the total magnetic field can berdposed into a mean field
componenB and a perpendicular random walking compondaitso thatB = B, + B and that
the fluctuations are weakB/B, < 1.

We now consider two limits in this model. Firstly, we appletstandard assumption of dom-
inating transversal fluctuationsB, > /By, so thatoB ~ ¢B,. The resulting GC velocity
component projected in the direction perpendiculaBto the mean magnetic field in the plasma
flow frame, is approximately

UJ_%UMB—O+VA—+—U(1—M2)——2+U,M s, (54)

using dimensional analysis to approximate spatial devieat In this expressioh is the perpen-
dicular turbulence correlation length.
After inserting the expression fer, into x, () we find that

0B 0B 1
"

g 5Bi 5 Tg 5Bi

2
+U:u 7 > Tdec- (55)

i (p) I B I B

Keeping only first-order terms inB/ By, assuming > V4 and specifying the particle decorrela-
tion time as

ch_
Tdec = 5 56
T wlul(6B2)%/ By 9)
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we end up with

(652)"

By
Thus, we recover the classical expression for field line oamavalk (FLRW) perpendicular diffu-
sion [229], but with theu-dependence explicitly shown to e  |u|. The dependence required
by [225] is therefore not obtained in this limit.

In the second limit, we assume dominating longitudinal flatibns,éB; > /B, so that

0B =~ ¢By. This is motivated by Voyager 1 observations of mainly coesgive fluctuations near
the HP [29], see als0 [230]. In this limit, the GC drift velycbecomes

ko (p) = vlplles (57)

urL 2 I
g Um0 (58)

Assuming the decorrelation time is given by the time it tak@article to drift across a perpendic-
ular correlation scale

Tdec = lC_J-7 (59)
(AR
we obtain fork (1)
ur dB?
s = 2 (1= ) (). (60)
0

which turns out to validate the assumptions made_by|[2254ngrequivalent form of it that has
maximum atu = 0, as, e.g., used in [226]. This functional form, which hasrbéerived in[231],
not only explains the observed ACR and GCR anisotropies imifeed treatment, as discussed in
the previous section, but also predicts, via the ocurrehtieed_armor radius, a linear dependence
on rigidity. Solving the transport equatidn {42) for ACRshab different rigidities results in the
solutions shown in Fig. 17. Evidently, on the inner heliaheside of the HP the intensity of the
ACRs of higher rigidity decreases first, while it remains thgher one on the outer heliosheath
side. These findings are in qualitative agreement with V1sueanents as discussed(in [232].

8 Facing the turbulent nature of of the media

8.1 Importance of turbulence

It is well known that the interstellar medium (ISM) is magmet! and turbulent[238, 234, 235, 236,
237]. A Kolmogorov-type power law is measured withsitu measurements in SW 238, 289]
Turbulent state of plasmas is expected in astrophysiceekhdnagnetized astrophysical plasmas
generally have very large Reynolds numbers due to the laggth scales involved, as well as
the fact that the motions of charged patrticles in the dioecgierpendicular to magnetic fields are
constrained. Plasma flows at these high Reynolds num®ers V'L /v, whereV and L, are
the velocity and the scale of the flow,is fluid viscosity, are prey to numerous linear and finite-
amplitude instabilities, from which turbulent motionsdég develop.

The LISM is expected to reflect the properties of the cascatiglmulence in the larger volumes
of the ISM. For interstellar medium the drivers of turbulenoclude supernova explosions that

2More discussion of the SW turbulence can be foun@ in][240]

42



10 7 —r 00—
Particle distribution follows the functional form
——— Sdeg 0295} of the perpendicular diffusion coefficient
—— 90 deg |
s 0.20 |
08 r | e i
E 0.15
c
— 0.10
Higher rigidities | 0.05 F — Low rigidity ]
06 decrease first | — High rigidity \
-~ ! 0‘00 1 L L 1 | L L L 1 L I L 1 L L
".u:n Hediiaad -1.0 -0.5 0.0 0.5 1.0
5 perpendicular il
b= diffusion causes
- step-like decreases T e e e B B
04r 1 Maximum beyond the HP|
20 b —— Low rigidity ] ]

—— High rigidity

Higher rigidities

0.2} extend further
beyond the HP

(for all pitch-angles)

Isotropic region
{effective pitch-angle
scattering)

Anisotropy (%)

S0y e B
-10 -5 0 5 10

0.0 b
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shape the interstellar medium [241, 242], accretion flowi8]2magneto-rotational instability in
the galactic disk[244], thermal instability [245, 246] Jlomated outflows[[247], etc. Similarly, the
fast plasma flow and plasma instabilities provide the nhamaronment for turbulence to develop
in the SW. In addition, turbulence is also expected to be yced by the heliosphere interaction
with the LISM.

Turbulence is known to affect most of properties of fluidg, gropagation of waves, energetic
particle behavior, magnetic field generation, efc. [24&), 260,251 252, 253]. Similarly, [254]
shows that the constrains on the classical Sweet—Parkammection are being lifted in the pres-
ence of turbulence and the reconnection rate becomes.tastndependent on resistivity. Plasma
thermal conductivity is also being radically changed [285€]. Therefore, models that do not
account for turbulent properties may result in a signifisadistorted picture of reality.

We note that the presence of a magnetic field makes MHD tumbalanisotropic [257, 258,
[259,260[ 261, 262]. The relative importance of hydrodyraanid magnetic forces changes with
scale, so the anisotropy of MHD turbulence does too. Thiksdapendent change of anisotropy is
important for many astrophysical processes, e.g. saafgtand acceleration of energetic particles,
and thermal conduction. For a number of processes, e.g. etiagaconnection (see [254]), the
Alfvénic component of the cascade is the most importamtptbers, e.g. scattering, fast modes
may be dominant[263]. The justification of the separateldision of slow, fast and Alfvén modes
follows, e.g., from numerical studi€s [264, 265] that shdwreat the Alfvénic turbulence develops
an independent cascade which is marginally affected by tiitedbmpressibility[[266].

Below we discuss how turbulence affects the major procassaésr consideration, i.e., model-
ing energetic particles, cosmic rays, and magnetic fields.

8.2 Magnetic reconnection in turbulent media and particle &celeration

Magnetic field embedded in a perfectly conducting fluid isegally believed to preserve its topol-
ogy for all time [267]. This definitely contradicts the exig} evidence that in almost perfectly
conducting plasmas, e.g., in stars and disks of galaxiegnete fields demonstrate the changes
in topology, “magnetic reconnection”, on dynamical timalss [268] 269, 270]. Reconnection
can be observed directly in the solar cordna [271] 272|, 2A8]ile a lot of work in the field has
concentrated on showing how reconnection can be rapid smaa with very small collisional
rates[[274, 275, 276, 2777], or can develop due to tearingliiiity, e.g. [278] and ref. therein, the
shortcoming of those studies is that they disregard prstiegi turbulence.

A model of turbulent reconnection that was suggested in][&bdlustrated by Figur¢ 18. In
this model, the outflow scal@ is determined not by ohmic resistivity, as is the case of thees—
Parker model, but by wandering of magnetic field lines. Thhs,level of turbulence controls
the reconnection spedd.. ~ Vi x A/L changes with the turbulence level: the stronger the
turbulence, the larger the reconnection speed. The moddiden successfully tested numerically
in [279,[280| 281]. Such consequence of the model the vaiatf flux freezing in turbulent media
was tested i [282]. The comparison of the SW measuremedtswanerics can be found in[283],
while other comparisons of theoretical predictions andeol&tions can be found in [2B4]. A
notable example discussed in [283] is the application ohtioelel from [254] to the Parker spiral
and heliospheric current sheet [285].

In view of the simulations that have been performed or pldnmghin our study of the he-
liosheath processes and structure of the heliopause, éisemre of turbulent reconnection allows
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Figure 18: Top panel Sweet—Parker model of reconnection. The outflow is limiigé thin slot
A, which is determined by ohmic diffusivity. The other scadean astrophysical scale > A.
Middle panel Reconnection of weakly stochastic magnetic field accgrdin[254]. The model
that accounts for the stochasticity of magnetic field liridge outflow is limited by the diffusion of
magnetic field lines, which depends on field line stochagti@ottom panel An individual small
scale reconnection region. The reconnection over smathpatof magnetic field determines the
local reconnection rate. The global reconnection rate listsuntially larger as many independent
patches come together (from [286]).

us not to worry about the exact reproduction of small-saalierophysical) plasma processes. In-
deed, the model of [254] predicts reconnection rates tleginalependent of the microphysics, but
only determined by the turbulence level.

We should note here that while the idea of the turbulent ecdraent of reconnection rates was
discussed earlier in [287, 288] using assumptions cleafigrdnt different from those in [254].
For instance, such key process as field wandering intrimstbeé model of([254] has not been
considered. On the contrary, the components of the apprciaasen in[[28]7, 288], e.g., the X-
point and possible effects of heating and compressibdity,not used ir [254].

Acceleration of particles is natural within the reconnectnodel [254]. Figure 19 exemplifies
the simplest scenario of acceleration within the reconoecegion expected within model [254].
As a particle bounces back and forth between converging etagfituxes, it gains energy through
the first order Fermi acceleration as described in[289| 290]. Later on, a similar process was
suggested if [276] in the framework of tearing mode recotimec The main difference between
the two processes that the one in Figuré 19 takes place in BBreas the one in [276] is two
dimensional. The latter resulted in artificial constraiotsthe acceleration. For instance, the
acceleration would stop if magnetic islands produced bgnmeection get circular. In 3D, such
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Figure 19: Cosmic rays spiral about a reconnected magnetitline and bounce back at points
A and B. The reconnected regions move towards each othertatheconnection velocity,...

The advection of cosmic rays entrained on magnetic fielcslimgppens at the outflow velocity,
which is in most cases of the order Bf,. Bouncing at points A and B happens because either
of streaming instability induced by energetic particlesmagnetic turbulence in the reconnection
region. In reality, the outflow region gets filled in by the ogpely moving tubes of reconnected
flux which collide only to repeat on a smaller scale the pattdrthe larger scale reconnection.

(From [291].
)

reconnection of the line itself is highly improbable and #lteeleration proceeds more efficiently.

Similarly, the first order Fermi acceleration can happererms of the perpendicular momen-
tum. This is illustrated in Figure 20. A particle with thedarLarmour radius is bouncing back
and forth between converging mirrors of reconnecting magfield is systematically increasing
the perpendicular component of its momentum. Both prosdsde place in reconnection layers.

Numerical studies of cosmic ray acceleration in reconoaattgions were performed in [293,
294].

Figure[21 illustrates the time evolution of the kinetic ajyeof particles which have their par-
allel and perpendicular (red and blue points, respectjwaiocity components increased in three
different models of reconnection. The upper left panel shthve energy evolution in a 2D model
without any guide field. Initially, particles get accela@tby increasing their perpendicular ve-
locity component only. Later on, an exponential growth oérgry is observed mostly due to the
acceleration of the parallel component, which stops dfteenergy reaches values of300"' m,
(wherem,, is the proton rest mass energy). Finally, particles agairease their perpendicular ve-
locity component, only a a smaller linear rate. In a 2.5D cHsare is an additional, initially slow
increase in the perpendicular component followed by the@egptial acceleration of the parallel
velocity component. Due to the effects of a weak guide fidld, garallel component increases
further to higher energies at a rate similar to the perpenaicate. This implies that the presence
of the guide field removes the restriction typical of the 2Ddmlovithout guide field and allows
particles to increase their parallel velocity componestshay travel along the guide field. This
illustrates the advantage of open loops compared to 2Ddslanhis result is reconfirmed by the
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Figure 20: Particles with a large Larmor radius gyrate altbeatmagnetic field shared by two
reconnecting fluxes (the latter is frequently referred t6gasde field”. As the particle interacts
with converging magnetized flow corresponding to the reecting components of magnetic field,
the particle gets energy gain during every gyration. (Fragg].)

3D model (see the bottom panel of Figlird 21), where no guidie iienecessary as the MHD
domain in our simulations is three-dimensional. In thisecase observe a continuous increase
of both components, which suggests that, as expected, thel@acceleration behavior changes
significantly in 3D compared to 2D reconnection.

As far as the heliosphere and the heliotail are concernedpiihicess of acceleration via tur-
bulent reconnection may be responsible for the origin of@ous cosmic rays [295] and giving
boost to acceleration of cosmic rays passing through theth#l[292].

8.3 Scattering and Second order Fermi acceleration by turbleénce

The process of scattering depends on the statistical grepef magnetic turbulence that interacts
with the particles. Adopting the decomposition of compit@desMHD turbulence into Alfvénic,
slow, and fast [263, 296] identified the fast mode as the gralenode responsible for scattering
and turbulent acceleration of CRs in the galactic envirammé.ater, similar conclusions were
made for the CR acceleration in clusters of galaxies|[2974.Délieve that the fast modes are also
very important for heliospheric scattering and accelerati

The inefficiency of the resonant interaction of slow and Alfvmodes with cosmic rayis [298,
[263] is due to the mode anisotropy, which increases with théeslecrease. Indeed, the resonant
interaction of the CRs and Alfvénic perturbations occunewthe CR Larmor radius is of the order
of the parallel scale of the eddy. As eddies of scales muahtkem the injection scale are very
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Figure 21: Kinetic energy evolution of a group of*lfrotons in 2D models of reconnection with
a guide fieldB.=0.0 and 0.1 (top panels, respectively). In the bottom parfelly 3D model with
initial B.=0.0 is presented. The colors show how the parallel (red)p&npendicular (blue) com-
ponents of the particle velocities increase with time. Téwatours correspond to values 0.1 and 0.6
of the maximum number of particles for the parallel and pedoeular accelerations, respectively.
The energy is normalized by the rest proton mass energy. atiegbound magnetized flow with
multiple current sheet layers is at time 4.0 in Alfvén timméts in all models. Fron [293].

elongated, the CR samples many uncorrelated eddies, wigictiicantly reduces the interaction
efficiency.

8.4 Perpendicular superdiffusion of cosmic rays

On scales larger than the injection scale, cosmic raysvioiftagnetic field lines that undergo
the process of accelerated divergence, i.e. Richardshrsidin [299]. The characteristic scale of
turbulence in the galaxy is about 150 pc (see [300| 237])r&fthes energetic particles in the LISM
definitely exhibit superdiffusion perpendicular to thedbdirection of magnetic field. In fact, as
the particles move along magnetic field lines the distantlee Richardson diffusion causes their
deviation in respect to the magnetic field direction thatagr@ss, ~ s3. This is an essential
process to take into account in modeling energetic patbeleavior in the LISM.

In addition, the Richardson superdiffusion can be very irtgrt for shock acceleratioh [299].
Papers([301, 302], on the other hand, propose a hypothetxistence of the Levi flights for
the dynamics of particles to make them superdiffusive. 8liffesion mitigates the difference
between the parallel and perpendicular shock accelerdtioagnetic turbulence is subAlfvénic.
Indeed, the possibility of returning of the energetic det streaming along the magnetic field
to the shock is significantly reduced for the perpendicuterck due to the rapid growth of the
perpendicular displacemedit.
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9 Resune

With the scientific results presented and discussed in #psipwe have demonstrated the progress
that has been made during recent years in our understantlitng @uter heliosphere, the he-
liopause, and the local interstellar medium. At the same tive have emphasized the need of the
constructive interplay between measurements and modelaions in order to continue to make
progress.

Furthermore, we have identified key questions that shousthbe/ered by future investigations,
namely: (1) What is the proper definition of the heliopause,what is the true boundary between
the heliosphere and the local interstellar medium?, (2) e influence of pickup ions on the
structure of the outer heliosphere?, (3) What is the natfitbeoturbulence in the inner and the
outer heliosheath and how does it influence the transpomerfgetic particles?, (4) What is the
signficance of the multi-species structure of the localrgtedlar medium for its interaction with
the heliosphere?

Finally, we have pointed out various growing connectionsvieen heliospheric physics and
astrophysics. On the one hand, they are of conceptual néitteehe relation of the heliosphere
to astrospheres or of the heliotail to astrotails. On thewttand, they represent actual physical
links, like the understanding the local interstellar medias a representative for the general inter-
stellar medium or the signature of the heliotail in the fluxte¥/ cosmic rays. These connections
demonstrate the significance of heliophysics researchstoohysics.

Acknowledgements

We are grateful to the International Space Science Inst{i&SI) in Bern, Switzerland, that sup-
ported two meetings for an international team on the topiglit$éheath Processes and Structure
of the Heliopause: Modeling Energetic Particles, CosmigsRand Magnetic Fields’ supported
by the International Space Science Institute (ISSI) in B&witzerland. The work of the USA
team was supported, in part, by NASA grants NNX14AJ53G, NBIXE41G, NNX14AF43G,
NNX15AN72G, and NNX16AG83G, and DOE Grant de-sc0008334wds also partially sup-
ported by the IBEX mission as a part of NASAs Explorer pragralVe acknowledge NSF PRAC
award ACI-1144120 and related computer resources from the B/aters sustained-petascale
computing project. Supercomputer time allocations wese ptovided on SGI Pleiades by NASA
High-End Computing Program award SMD-15-5860 and on Staey NSF XSEDE project
MCAOQ07S033. The work of HF, MSP, KS and RDS was partly carrietivathin the framework of
the bilateral BMBF-NRF-project “Astrohel” (01DG15009)rfded by the Bundesministerium fur
Bildung und Forschung. The responsibility of the conterithis work is with the authors.

References

[1] S. Chatterjee, J.M. Cordes, Astrophys545 407 (2002). DOI 10.1086/341139

[2] D.C. Martin, M. Seibert, J.D. Neill, D. Schiminovich, Kzorster, R.M. Rich, B.Y. Welsh,
B.F. Madore, J.M. Wheatley, P. Morrissey, T.A. Barlow, Natd48 780 (2007). DOI
10.1038/nature06003

49


http://arxiv.org/abs/de-sc/0008334

[3] R. Sahai, C.K. Chronopoulos, Astrophys. J. Léft1, L53 (2010). DOI 10.1088/2041-8205/
711/2/L53

[4] D.J. McComas, M.A. Dayeh, H.O. Funsten, G. Livadiotis,AN Schwadron, Astro-
phys. J.771, 77 (2013). DOI 10.1088/0004-637X/771/2/77

[5] G. Yu, Astrophys. J194, 187 (1974). DOI 10.1086/153235

[6] M. Opher, J.F. Drake, B. Zieger, T.I. Gombosi, AstrophysLett.800, L28 (2015). DOI
10.1088/2041-8205/800/2/L28

[7] N.V. Pogorelov, S.N. Borovikov, J. Heerikhuisen, M. Zigg Astrophys. J. Lett812 L6
(2015). DOI 10.1088/2041-8205/812/1/L6

[8] J. Kleimann, C. Roken, H. Fichtner, J. Heerikhuiseniréghys. J816 29 (2016). DOI
10.3847/0004-637X/816/1/29

[9] M. Zhang, P. Zuo, N. Pogorelov, Astrophys.7R0, 5 (2014). DOI 10.1088/0004-637X/
790/1/5

[10] P.C. Frisch, A. Berdyugin, V. Piirola, A.M. Magalhad3,B. Seriacopi, S.J. Wiktorowicz,
B.G. Andersson, H.O. Funsten, D.J. McComas, N.A. Schwadr@n Slavin, A.J. Hanson,
C.W. Fu, Astrophys. B14, 112 (2015). DOI 10.1088/0004-637X/814/2/112

[11] H.J. Fahr, W. Neutsch, S. Grzedzielski, W. Macek, R kitaticz-Landowska, Space Sci.
Rev.43, 329 (1986). DOI 10.1007/BF00190639

[12] S.T. Suess, Reviews of Geophysi&; 97 (1990)
[13] G.P. Zank, Space Sci. R0, 413 (1999)

[14] G.P. Zank, Ann. Rev. Astron. Astrophyss3, 449 (2015). DOI 10.1146/
annurev-astro-082214-122254

[15] M. Opher, Space Sci. Re200, 475 (2016). DOI 10.1007/s11214-015-0186-3
[16] V. Gogosov, J. Appl. Math. Mect25, 148 (1961). DOI 10.1016/0021-8928(61)90104-6

[17] G. Gloeckler, L.A. Fisk, Astrophys. J. LeB06, L27 (2015). DOI 10.1088/2041-8205/806/
2/L27

[18] E.N. Parker, Astrophys. 134, 20 (1961). DOI 10.1086/147124

[19] P.W. Blum, H.J. Fahr, Natur223 936 (1969). DOI 10.1038/223936b0

[20] M. Wallis, Nature Physical Scien@383 23 (1971). DOI 10.1038/physci233023a0
[21] M.K. Wallis, Nature254, 202 (1975). DOI 10.1038/254202a0

[22] T.E. Holzer, Reviews of Geophysics and Space Physis467 (1977). DOI 10.1029/
RGO015i004p00467

50



[23] V.M. Vasyliunas, G.L. Siscoe, J. Geophys. Res. (Spdues81, 1247 (1976). DOI 10.
1029/JA081i007p01247

[24] P.A. Isenberg, J. Geophys. Res. (Space Ph98,) 1067 (1987). DOI 10.1029/
JA092iA02p01067

[25] D.J. McComas, F. Allegrini, P. Bochsler, M. BzowskiRE Christian, G.B. Crew, R. DeMa-
jistre, H. Fahr, H. Fichtner, P.C. Frisch, H.O. Funsten,.$uselier, G. Gloeckler, M. Grunt-
man, J. Heerikhuisen, V. Izmodenov, P. Janzen, P. Knappgeh&. Krimigis, H. Kucharek,
M. Lee, G. Livadiotis, S. Livi, R.J. MacDowall, D. MitchelE. Mobius, T. Moore, N.V.
Pogorelov, D. Reisenfeld, E. Roelof, L. Saul, N.A. SchwadiW. Valek, R. Vanderspek,
P. Wurz, G.P. Zank, Scien@26, 959 (2009). DOI 10.1126/science.1180906

[26] J. Heerikhuisen, N.V. Pogorelov, G.P. Zank, G.B. Cr&. Frisch, H.O. Funsten, P.H.
Janzen, D.J. McComas, D.B. Reisenfeld, N.A. Schwadromofkys. J. Lett708 L126
(2010). DOI 10.1088/2041-8205/708/2/L126

[27] N.V. Pogorelov, E.C. Stone, V. Florinski, G.P. Zank,téaphys. J668 611 (2007). DOI
10.1086/520952

[28] L.F. Burlaga, N.F. Ness, E.C. Stone, Scie3d4(6142), 147 (2013). DOI 10.1126/science.
1235451. URLhttp://science.sciencemag.org/content/341/6142/147

[29] L.F. Burlaga, N.F. Ness, Astrophs.7B4, 146 (2014). DOI 10.1088/0004-637X/784/2/146

[30] L.F. Burlaga, N.F. Ness, Astrophys. J. L&®5, L19 (2014). DOI 10.1088/2041-8205/795/
1/L19

[31] D. Gurnett, W. Kurth, L. Burlaga, N. Ness, Scier#l, 1489 (2013)

[32] V.P. Bhatnagar, H.J. Fahr, Plan. Space 26j.445 (1972). DOI 10.1016/0032-0633(72)
90077-3

[33] L.D. Landau, E.M. LifshitzElectrodynamics of continuous medRergamon Press, 1960)

[34] H.J. Fahr, W. Neutsch, S. Grzedzielski, W. Macek, R kigaticz-Landowska, Space Sci.
Rev.43, 329 (1986). DOI 10.1007/BF00190639

[35] G.P. Zank, P. Hunana, P. Mostafavi, M.L. Goldstein,réghys. J.797, 87 (2014). DOI
10.1088/0004-637X/797/2/87

[36] Y.G. Malama, V.V. Izmodenov, S.V. Chalov, Astron. Agphys.445 693 (2006). DOI
10.1051/0004-6361:20053646

[37] N.V. Pogorelov, Journal of Physics Conference Sefie¥1), 012013 (2016). DOI 10.1088/
1742-6596/719/1/012013

[38] J. Heerikhuisen, E. Zirnstein, N. Pogorelov, JournhlGeophysical Research (Space
Physics)120 1516 (2015). DOI 10.1002/2014JA020636

51


http://science.sciencemag.org/content/341/6142/147

[39] H.L. Pauls, G.P. Zank, L.L. Williams, J. Geophys. R&pdce Phys.)00 21595 (1995).
DOI 10.1029/95JA02023

[40] G.P. Zank, H.L. Pauls, L.L. Williams, D.T. Hall, J. Gdoys. Res. (Space Phy401, 21639
(1996). DOI 10.1029/96JA02127

[41] V.V. Izmodenov, Space Sci. Rel43 139 (2009). DOI 10.1007/s11214-008-9444-y
[42] L.A. Fisk, G. Gloeckler, Astrophys. J76, 79 (2013). DOI 10.1088/0004-637X/776/2/79
[43] M.S. Ruderman, H.J. Fahr, Astron. Astroph®g5, 635 (1993)

[44] M.S. Ruderman, H.J. Fahr, Astron. Astroph2989, 258 (1995)

[45] P.C. Liewer, S.R. Karmesin, J.U. Brackbill, J. Geophiges. (Space Phys101, 17119
(1996). DOI 10.1029/96JA00606

[46] G.P.Zank, imPAmerican Institute of Physics Conference Sereserican Institute of Physics
Conference Serigssol. 471, ed. by S.R. Habbal, R. Esser, J.V. Hollweg, P.&nkerg
(1999), American Institute of Physics Conference Seriad. 471, pp. 783-786. DOI
10.1063/1.58660

[47] V. Florinski, G.P. Zank, N.V. Pogorelov, J. GeophyssREpace Phys.) (Space Physics)
110, A0O7104 (2005). DOI 10.1029/2004JA010879

[48] S.N. Borovikov, N.V. Pogorelov, G.P. Zank, I.A. KryukoAstrophys. J682, 1404 (2008).
DOI 10.1086/589634

[49] S.N. Borovikov, N.V. Pogorelov, Astrophys. J. Le#t83 L16 (2014). DOI 10.1088/
2041-8205/783/1/L16

[50] K. Avinash, G.P. Zank, B. Dasgupta, S. Bhadoria, Astiyap J.791, 102 (2014). DOI
10.1088/0004-637X/791/2/102

[51] N.V. Pogorelov, S.N. Borovikov, ih\stronomical Society of the Pacific Conference Series
Astronomical Society of the Pacific Conference Senes 498, ed. by N.V. Pogorelov,
E. Audit, G.P. Zank (2015Astronomical Society of the Pacific Conference Seviels 498,
p. 160

[52] N.A. Schwadron, D.J. McComas, Astrophys. J. L&8 L33 (2013). DOI 10.1088/
2041-8205/778/2/L33

[53] P. Wurz, inThe Outer Heliosphere: Beyond the Plane®opernicus Gesellschaft e.V.,
Katlenburg-Lindau, Germanyol. 471, ed. by K. Scherer, H. Fichtner, E. Marsch (2000),
Copernicus Gesellschaft e.V., Katlenburg-Lindau, Gerynaal. 471, pp. 251-288

[54] M. Hilchenbach, K.C. Hsieh, D. Hovestadt, B. Klecker, Griinwaldt, P. Bochsler, F.M.
Ipavich, A. Burgi, E. Mobius, F. Gliem, W.I. Axford, H. Bsiger, W. Bornemann, M.A.
Coplan, A.B. Galvin, J. Geiss, G. Gloeckler, S. Hefti, D.udde, R. Kallenbach, P. Laev-
erenz, M.A. Lee, S. Livi, G.G. Managadze, E. Marsch, M. Ndageer, H.S. Ogawa, K.U.

52



Reiche, M. Scholer, M.1. Verigin, B. Wilken, P. Wurz, Asttoys. J.503 916 (1998). DOI
10.1086/306022

[55] A. Czechowski, M. Hilchenbach, K.C. Hsieh, Astron. Agihys.541, Al14 (2012). DOI
10.1051/0004-6361/201118570

[56] A. Galli, P. Wurz, S. Barabash, A. Grigoriev, R. Lundi,Futaana, H. Gunell, M. Holm-
strom, E.C. Roelof, C.C. Curtis, K.C. Hsieh, A. Fedorov, \Winningham, R.A. Frahm,
R. Cerulli-Irelli, P. Bochsler, N. Krupp, J. Woch, M. Fraestrophys. J644, 1317 (2006).
DOI 10.1086/503765

[57] A. Galli, P. Wurz, P. Kollmann, P.C. Brandt, M. Bzows&iM. Sokot, M.A. Kubiak, A. Grig-
oriev, S. Barabash, Astrophys.7¥5, 24 (2013). DOI 10.1088/0004-637X/775/1/24

[58] P. Wurz, A. Galli, S. Barabash, A. Grigoriev, Astrophyis 683 248-254 (2008). DOI
10.1086/589854

[59] R. Kallenbach, A. Czechowski, M. Hilchenbach, P. WumzT he Physics of the Heliospheric
Boundariesed. by V.V. Izmodenov, R. Kallenbach (2006), p. 203

[60] D.J. McComas, F. Allegrini, P. Bochsler, M. Bzowski, I@ollier, H. Fahr, H. Fichtner,
P. Frisch, H.O. Funsten, S.A. Fuselier, G. Gloeckler, M.r&man, V. Izmodenov, P. Knap-
penberger, M. Lee, S. Livi, D. Mitchell, E. Mobius, T. Mogr8. Pope, D. Reisenfeld,
E. Roelof, J. Scherrer, N. Schwadron, R. Tyler, M. Wieser,Witte, P. Wurz, G. Zank,
Space Sci. ReW46, 11 (2009). DOI 10.1007/s11214-009-9499-4

[61] S.A. Fuselier, P. Bochsler, D. Chornay, G. Clark, G.BeWw, G. Dunn, S. Ellis, T. Fried-
mann, H.O. Funsten, A.G. Ghielmetti, J. Googins, M.S. GifaddVN. Hamilton, J. Hanley,
D. Heirtzler, E. Hertzberg, D. Isaac, B. King, U. Knauss, HicKarek, F. Kudirka, S. Livi,
J. Lobell, S. Longworth, K. Mashburn, D.J. McComas, E. MishiA.S. Moore, T.E. Moore,
R.J. Nemanich, J. Nolin, M. O’Neal, D. Piazza, L. Petersok, 8ope, P. Rosmarynowski,
L.A. Saul, J.R. Scherrer, J.A. Scheer, C. Schlemm, N.A. Schen, C. Tillier, S. Turco,
J. Tyler, M. Vosbury, M. Wieser, P. Wurz, S. Zaffke, Space 8av.146, 117 (2009). DOI
10.1007/s11214-009-9495-8

[62] H.O. Funsten, F. Allegrini, P. Bochsler, G. Dunn, S.i&lD. Everett, M.J. Fagan, S.A.
Fuselier, M. Granoff, M. Gruntman, A.A. Guthrie, J. Hanl&.W. Harper, D. Heirtzler,
P. Janzen, K.H. Kihara, B. King, H. Kucharek, M.P. Manzo, Mafpe, K. Mashburn, D.J.
McComas, E. Moebius, J. Nolin, D. Piazza, S. Pope, D.B. Ré@, B. Rodriguez, E.C.
Roelof, L. Saul, S. Turco, P. Valek, S. Weidner, P. Wurz, Stkéa Space Sci. Re\l46, 75
(2009). DOI 10.1007/s11214-009-9504-y

[63] S.A. Fuselier, F. Allegrini, H.O. Funsten, A.G. Ghidditi, D. Heirtzler, H. Kucharek, O.W.
Lennartsson, D.J. McComas, E. Mobius, T.E. Moore, S.MriRet, L.A. Saul, J.A. Scheer,
N. Schwadron, P. Wurz, Scien8@6, 962 (2009). DOI 10.1126/science.1180981

53



[64] N.A. Schwadron, E. Moebius, S.A. Fuselier, D.J. McCemH.O. Funsten, P. Janzen,
D. Reisenfeld, H. Kucharek, M.A. Lee, K. Fairchild, F. Alleg, M. Dayeh, G. Liva-
diotis, M. Reno, M. Bzowski, J.M. Sokét, M.A. Kubiak, E.R.h@stian, R. DeMajistre,
P. Frisch, A. Galli, P. Wurz, M. Gruntman, Astrophys. J. Su@i5 13 (2014). DOI
10.1088/0067-0049/215/1/13

[65] A. Galli, P. Wurz, S.A. Fuselier, D.J. McComas, M. Bzdiys).M. Sok6t, M.A. Kubiak,
E. Mobius, Astrophys. 796, 9 (2014). DOI 10.1088/0004-637X/796/1/9

[66] S. Grzedzielski, M. Bzowski, A. Czechowski, H.O. Fumst D.J. McComas, N.A.
Schwadron, Astrophys. J. Lei#tl5, L84 (2010). DOI 10.1088/2041-8205/715/2/1.84

[67] K. Gamayunov, M. Zhang, H. Rassoul, Astrophys7d5 2251 (2010). DOI 10.1088/
0004-637X/725/2/2251

[68] V. Florinski, G.P. Zank, J. Heerikhuisen, Q. Hu, |. Khabv, Astrophys. J719 1097
(2010). DOI 10.1088/0004-637X/719/2/1097

[69] S.V. Chalov, D.B. Alexashov, D. McComas, V.V. Izmoden¥.G. Malama, N. Schwadron,
Astrophys. J. Lett716, L99 (2010). DOI 10.1088/2041-8205/716/2/L99

[70] H. Kucharek, S.A. Fuselier, P. Wurz, N. Pogorelov, Sr@&tikov, M.A. Lee, E. Moebius,
D. Reisenfeld, H. Funsten, N. Schwadron, D. McComas, AblyepJ.776 109 (2013).
DOI 10.1088/0004-637X/776/2/109

[71] M. Siewert, H.J. Fahr, D.J. McComas, N.A. Schwadronfrés. Astrophys.551, A58
(2013). DOI 10.1051/0004-6361/201219241

[72] H. Fichtner, K. Scherer, F. Effenberger, J. Zonncier§chwadron, D.J. McComas, Astron.
Astrophys561, A74 (2014). DOI 10.1051/0004-6361/201322064

[73] S.A. Fuselier, F. Allegrini, M. Bzowski, M.A. Dayeh, MDesai, H.O. Funsten, A. Galli,
D. Heirtzler, P. Janzen, M.A. Kubiak, H. Kucharek, W. Lewss Livadiotis, D.J. McComas,
E. Mobius, S.M. Petrinec, M. Quinn, N. Schwadron, J.M. &pK.J. Trattner, B.E. Wood,
P. Wurz, Astrophys. J784, 89 (2014). DOI 10.1088/0004-637X/784/2/89

[74] A. Galli, P. Wurz, N.A. Schwadron, H. Kucharek, E. Mabj M. Bzowski, J.M. Sokoét,
M.A. Kubiak, H.O. Funsten, S.A. Fuselier, D.J. McComas,réghys. J821, 107 (2016).
DOI 10.3847/0004-637X/821/2/107

[75] N.V.Pogorelov, T. Matsuda, J. Geophys. Res. (Spacs.ph93 237 (1998). DOI 10.1029/
97JA02446

[76] R. Ratkiewicz, A. Barnes, G.A. Molvik, J.R. Spreiter,.SS Stahara, M. Vinokur,
S. Venkateswaran, Astron. Astroph$85, 363 (1998)

[77] M. Opher, E.C. Stone, P.C. Liewer, Astrophys. J. L6440, L71 (2006). DOI 10.1086/
503251

54



[78] P.A. Isenberg, T.G. Forbes, E. Mobius, Astrophys805 153 (2015). DOI 10.1088/
0004-637X/805/2/153

[79] C. Roken, J. Kleimann, H. Fichtner, Astrophys.805 173 (2015). DOI 10.1088/
0004-637X/805/2/173

[80] D.J. McComas, B.L. Barraclough, H.O. Funsten, J.T.I{Ags E. Santiago-Mufioz, R.M.
Skoug, B.E. Goldstein, M. Neugebauer, P. Riley, A. BaloghGé&ophys. Res. (Space
Phys.)105 10419 (2000). DOI 10.1029/1999JA000383

[81] J.M. Sokét, P. Swaczyna, M. Bzowski, M. Tokumaru, $dbays.290, 2589 (2015). DOI
10.1007/s11207-015-0800-2

[82] D.J. McComas, R.W. Ebert, H.A. Elliott, B.E. GoldsteihT. Gosling, N.A. Schwadron,
R.M. Skoug, Geophys. Res. Le85, L18103 (2008). DOI 10.1029/2008GL034896

[83] G. Le Chat, K. Issautier, N. Meyer-Vernet, Solar Ph89, 197 (2012). DOI 10.1007/
s$11207-012-9967-y

[84] R.W. Ebert, D.J. McComas, H.A. Elliott, R.J. Forsythl.J5osling, Journal of Geophysical
Research (Space Physidg4, A01109 (2009). DOI 10.1029/2008JA013631

[85] N.V. Pogorelov, S.T. Suess, S.N. Borovikov, R.W. EpErtl. McComas, G.P. Zank, Astro-
phys. J.772, 2 (2013). DOI 10.1088/0004-637X/772/1/2

[86] H. Washimi, G.P. Zank, Q. Hu, T. Tanaka, K. Munakata, Hindgawa, MNRAS!16, 1475
(2011). DOI 10.1111/}.1365-2966.2011.19144.x

[87] N.V. Pogorelov, S.N. Borovikov, G.P. Zank, L.F. BurlagR.A. Decker, E.C. Stone, Astro-
phys. J. Lett750, L4 (2012). DOI 10.1088/2041-8205/750/1/L4

[88] S.M. Krimigis, E.C. Roelof, R.B. Decker, M.E. Hill, Nate474, 359 (2011). DOI 10.1038/
naturel0115

[89] R.B. Decker, S.M. Krimigis, E.C. Roelof, M.E. Hill, Nate489, 124 (2012). DOI 10.1038/
naturel1441

[90] K. Scherer, H.J. Fahr, Annales Geophysicagé 1303 (2003). DOl 10.5194/
angeo-21-1303-2003

[91] N.V. Pogorelov, S.N. Borovikov, G.P. Zank, T. Ogino,tAaphys. J696, 1478 (2009). DOI
10.1088/0004-637X/696/2/1478

[92] T. Tanaka, H. Washimi, J. Geophys. Res. (Space Phgg,)12605 (1999). DOI 10.1029/
1999JA900011

[93] L.F. Burlaga, N.F. Ness, Astrophys.744, 51 (2012). DOI 10.1088/0004-637X/744/1/51

[94] M. Opher, J.F. Drake, M. Swisdak, K.M. Schoeffler, J.ciardson, R.B. Decker, G. Toth,
Astrophys. J734, 71 (2011). DOI 10.1088/0004-637X/734/1/71

55



[95] M. Opher, J.F. Drake, M. Velli, R.B. Decker, G. Toth, Agphys. J.751, 80 (2012). DOI
10.1088/0004-637X/751/2/80

[96] M. Bzowski, M.A. Kubiak, E. Mobius, P. Bochsler, T. Leard, D. Heirtzler, H. Kucharek,
J.M. Sokét, M. Htond, G.B. Crew, N.A. Schwadron, S.A. FuselD.J. McComas, Astro-
phys. J. Suppl198 12 (2012). DOI 10.1088/0067-0049/198/2/12

[97] E. Mobius, P. Bochsler, M. Bzowski, D. Heirtzler, M.Kubiak, H. Kucharek, M.A. Lee,
T. Leonard, N.A. Schwadron, X. Wu, S.A. Fuselier, G. Crew].DMcComas, L. Petersen,
L. Saul, D. Valovcin, R. Vanderspek, P. Wurz, Astrophys.Jp8. 198 11 (2012). DOI
10.1088/0067-0049/198/2/11

[98] D.J. McComas, M. Bzowski, P. Frisch, S.A. Fuselier, M.Kubiak, H. Kucharek,
T. Leonard, E. Mobius, N.A. Schwadron, J.M. Sok6t, P. Ssyvaa, M. Witte, Astro-
phys. J.801, 28 (2015). DOI 10.1088/0004-637X/801/1/28

[99] E.J.Zirnstein, J. Heerikhuisen, H.O. Funsten, G. tigéis, D.J. McComas, N.V. Pogorelov,
Astrophys. J. Lett818 L18 (2016). DOI 10.3847/2041-8205/818/1/L18

[100] J. Grygorczuk, A. Czechowski, S. Grzedzielski, Aptrgs. J. Lett789 L43 (2014). DOI
10.1088/2041-8205/789/2/L43

[101] H.O. Funsten, R. DeMaijistre, P.C. Frisch, J. Heerigbn, D.M. Higdon, P. Janzen, B.A.
Larsen, G. Livadiotis, D.J. McComas, E. Mobius, C.S. Red38. Reisenfeld, N.A.
Schwadron, E.J. Zirnstein, Astrophys7J6, 30 (2013). DOI 10.1088/0004-637X/776/1/30

[102] M. Strumik, S. Grzedzielski, A. Czechowski, W.M. M&cedR. Ratkiewicz, Astrophys. J.
Lett. 782 L7 (2014). DOI 10.1088/2041-8205/782/1/L7

[103] J.J. Mitchell, I1.H. Cairns, N.V. Pogorelov, G.P. Zanlournal of Geophysical Research
(Space Physics)13 A04102 (2008). DOI 10.1029/2006JA012173

[104] S.T. Suess, S. Nerney, J. Geophys. Res. (Space FbyH03 (1990). DOI 10.1029/
JA095iA05p06403

[105] S. Nerney, S.T. Suess, E.J. Schmabhl, Astron. Astref@b0 556 (1991)

[106] S. Nerney, S.T. Suess, E.J. Schmahl, J. Geophys. Beacé Phys98, 15 (1993). DOI
10.1029/93JA01177

[107] M.I. Pudovkin, V.S. Semenov, Annales de Geophysggiet23 (1977)
[108] M.I. Pudovkin, V.S. Semenov, Annales de Geophysig@iet29 (1977)

[109] N.V. Pogorelov, J. Heerikhuisen, G.P. Zank, S.N. Bdtov, P.C. Frisch, D.J. McComas,
Astrophys. J742, 104 (2011). DOI 10.1088/0004-637X/742/2/104

[110] S.N. Borovikov, N.V. Pogorelov, L.F. Burlaga, J.D.dRardson, Astrophys. J. Le@28
L21 (2011). DOI 10.1088/2041-8205/728/1/L.21

56



[111] M. Opher, J.F. Drake, Astrophys. J. L&78 L26 (2013). DOI 10.1088/2041-8205/778/2/
L26

[112] N.V. Pogorelov, S.N. Borovikov, i©utstanding Problems in Heliophysics: From Coro-
nal Heating to the Edge of the Heliosphefestronomical Society of the Pacific Conference
Seriesvol. 484, ed. by Q. Hu, G.P. Zank (201#Astronomical Society of the Pacific Con-
ference Seriesiol. 484, p. 174

[113] N.V. Pogorelov, J. Heerikhuisen, G.P. Zank, Astraphy. Lett.675 L41 (2008). DOI
10.1086/529547

[114] N.V. Pogorelov, J. Heerikhuisen, G.P. Zank, J.J. N&i§ I.H. Cairns, Advances in Space
Research4, 1337 (2009). DOI 10.1016/j.asr.2009.07.019

[115] M. Witte, Astron. Astrophys426, 835 (2004). DOI 10.1051/0004-6361:20035956

[116] M. Bzowski, P. Swaczyna, M.A. Kubiak, J.M. Sok6t, SPRuselier, A. Galli, D. Heirtzler,
H. Kucharek, T.W. Leonard, D.J. McComas, E. Mobius, N.Ah8adron, P. Wurz, Astro-
phys. J. Supp220, 28 (2015). DOI 10.1088/0067-0049/220/2/28

[117] R. Lallement, E. Quémerais, J.L. Bertaux, S. FeridnKoutroumpa, R. Pellinen, Science
307, 1447 (2005). DOI 10.1126/science.1107953

[118] R. Lallement, E. Quémerais, D. Koutroumpa, J.L. Bex S. Ferron, W. Schmidt, P. Lamy,
Twelfth International Solar Wind Conferen&@16 555 (2010). DOI 10.1063/1.3395925

[119] J. Heerikhuisen, N.V. Pogorelov, Astrophys738 29 (2011). DOI 10.1088/0004-637X/
738/1/29

[120] E.J. Zirnstein, J. Heerikhuisen, N.V. Pogorelov, .DMcComas, M.A. Dayeh, Astro-
phys. J804, 5 (2015). DOI 10.1088/0004-637X/804/1/5

[121] A. Sylla, H. Fichtner, Astrophys. 811, 150 (2015). DOI 10.1088/0004-637X/811/2/150

[122] W.S. Kurth, D.A. Gurnett, Journal of Geophysical Resé (Space Physic9)08 8027
(2003). DOI 10.1029/2003JA009860

[123] D.A. Gurnett, W.S. Kurth, I.H. Cairns, J. Mitchell, iahysics of the Inner Heliosheath
American Institute of Physics Conference Senes 858, ed. by J. Heerikhuisen, V. Florin-
ski, G.P. Zank, N.V. Pogorelov (2006)\merican Institute of Physics Conference Series
vol. 858, pp. 129-134. DOI 10.1063/1.2359317

[124] D.A. Gurnett, W.S. Kurth, E.C. Stone, A.C. CummingdyISKrimigis, R.B. Decker, N.F.
Ness, L.F. Burlaga, Astrophys.809, 121 (2015). DOI 10.1088/0004-637X/809/2/121

[125] V. Izmodenov, D. Alexashov, A. Myasnikov, A & A37, L35 (2005). DOI 10.1051/
0004-6361:200500132

[126] M. Opher, E.C. Stone, T.l. Gombosi, Scier®@e6 875 (2007). DOI 10.1126/science.
1139480

57



[127] N.V. Pogorelov, J. Heerikhuisen, J.J. Mitchell, 1.Bairns, G.P. Zank, Astrophys. J.
Lett. 695 L31 (2009). DOI 10.1088/0004-637X/695/1/L.31

[128] O.A. Katushkina, V.V. Izmodenov, D.B. Alexashov, MR 446 2929 (2015). DOI
10.1093/mnras/stu2218

[129] M. Bzowski, E. Mobius, S. Tarnopolski, V. Izmodendv, Gloeckler, Space Sci. Rel43
177 (2009). DOI 10.1007/s11214-008-9479-0

[130] N.V. Pogorelov, J. Heerikhuisen, G.P. Zank, S.N. Bdov, Space Sci. Revli43 31
(2009). DOI 10.1007/s11214-008-9429-x

[131] V. Izmodenov, Y. Malama, M.S. Ruderman, A & #29 1069 (2005). DOI 10.1051/
0004-6361:20041348

[132] M.I. Desai, F.A. Allegrini, M.A. Dayeh, B. De MajistréH. Funsten, J. Heerikhuisen, D.J.
McComas, N. Pogorelov, N.A. Schwadron, G.P. Zank, AstrepllyLett.749, L30 (2012).
DOI 10.1088/2041-8205/749/2/L.30

[133] M.l. Desai, F.A. Allegrini, M. Bzowski, M.A. Dayeh, HFunsten, S.A. Fuselier,
J. Heerikhuisen, M.A. Kubiak, D.J. McComas, N.V. Pogoreldi/A. Schwadron, J.M.
Sokoét, G.P. Zank, E.J. Zirnstein, Astrophys780 98 (2014). DOI 10.1088/0004-637X/
780/1/98

[134] R. Abbasi, Y. Abdou, T. Abu-Zayyad, M. Ackermann, J.gkas, J.A. Aguilar, M. Ahlers,
M.M. Allen, D. Altmann, K. Andeen, et al., Astrophys. 346, 33 (2012). DOI 10.1088/
0004-637X/746/1/33

[135] A.A. Abdo, B.T. Allen, T. Aune, et al., Astrophys. 698 2121 (2009). DOI 10.1088/
0004-637X/698/2/2121

[136] M. Amenomori, X.J. Bi, D. Chen, et al., Astrophys.711, 119 (2010). DOI 10.1088/
0004-637X/711/1/119

[137] G. Di Sciascio, R. luppa, Argo-Ybj Collaboration, Jdoal of Physics Conference Series
3755), 052008 (2012). DOI 10.1088/1742-6596/375/1/052008

[138] G. Guillian, J. Hosaka, K. Ishihara, et al., Phys. RBV5(6), 062003 (2007). DOI 10.1103/
PhysRevD.75.062003

[139] N.A. Schwadron, F.C. Adams, E.R. Christian, P. Désit Frisch, H.O. Funsten, J.R.
Jokipii, D.J. McComas, E. Moebius, G.P. Zank, ScieBd8 988 (2014). DOI 10.1126/
science.1245026

[140] S. Jaeger, H.J. Fahr, Solar Ph{/g8 193 (1998)

[141] V.V. Izmodenov, D.B. Alexashov, Astrophys. J. Supp20, 32 (2015). DOI 10.1088/
0067-0049/220/2/32

58



[142] H.L. Pauls, G.P. Zank, J. Geophys. Res. (Space Ph§8,)19779 (1997). DOI 10.1029/
97JA01716

[143] P.H. Roberts, Astrophys. 124, 430 (1956). DOI 10.1086/146238
[144] N.V. Pogorelov, G.P. Zank, T. Ogino, Astrophys614, 1007 (2004). DOI 10.1086/423798

[145] J.F. Drake, M. Swisdak, M. Opher, Astrophys. J. L8@8 L44 (2015). DOI 10.1088/
2041-8205/808/2/L44

[146] E.J. Zirnstein, J. Heerikhuisen, G.P. Zank, N.V. RFegw, D.J. McComas, M.A. Dayeh,
Astrophys. J. (2016)

[147] P. Desiati, A. Lazarian, Astrophys.762, 44 (2013). DOI 10.1088/0004-637X/762/1/44
[148] A.Lazarian, P. Desiati, Astrophys. 722 188 (2010). DOI 10.1088/0004-637X/722/1/188

[149] V.V. Izmodenov, D.B. Alexashov, Astronomy Lette29, 58 (2003). DOI 10.1134/1.
1537379

[150] V. Izmodenov, Y.G. Malama, G. Gloeckler, J. Geiss,réghys. J. Lett594, L59 (2003).
DOI 10.1086/378387

[151] K. Scherer, H. Fichtner, Astrophys.7B2 25 (2014). DOI 10.1088/0004-637X/782/1/25

[152] K. Scherer, H. Fichtner, H.J. Fahr, M. Bzowski, S.B8rreira, Astron. Astrophy$63
A69 (2014). DOI 10.1051/0004-6361/201321151

[153] H.J. Fahr, D. Rucihski, Space Sci. R8V, 407 (2001)

[154] F. Alouani-Bibi, M. Opher, D. Alexashov, V. Izmodeno. Toth, Astrophys. J7/34, 45
(2011). DOI 10.1088/0004-637X/734/1/45

[155] H.J. Fahr, T. Kausch, H. Scherer, Astron. AstropB#, 268 (2000)

[156] M. Gruntman, J. Geophys. Res. (Space Phy2), 6119 (2015). DOI 10.1002/
2015JA021539

[157] D. Rucinski, H.J. Fahr, Astron. Astrophy&24, 290 (1989)

[158] A.C. Cummings, E.C. Stone, C.D. Steenberg, Astrophy&/8 194 (2002). DOI 10.1086/
342427

[159] J.L. Linsky, B.E. Wood, Astrophys. 463 254 (1996). DOI 10.1086/177238
[160] K.G. Gayley, G.P. Zank, H.L. Pauls, P.C. Frisch, D.Eelty/ Astrophys. J487, 259 (1997)

[161] B.E. Wood, V.V. Izmodenov, J.L. Linsky, D. Alexasho&strophys. J659, 1784 (2007).
DOI 10.1086/512482

[162] B.E. Wood, V.V. Izmodenov, Y.G. Malama, Space Sci. Re&\8 21 (2009). DOI 10.1007/
$11214-008-9369-5

59



[163] B.E. Wood, V.V. Izmodenov, D.B. Alexashov, S. Redfidid Edelman, Astrophys. 380
108 (2014). DOI 10.1088/0004-637X/780/1/108

[164] O.A. Katushkina, V.V. lzmodenov, B.E. Wood, D.R. McMu, Astrophys. J.789 80
(2014). DOI 10.1088/0004-637X/789/1/80

[165] J.L. Linsky, B.E. Wood, ASTRA Proceedin@s43 (2014). DOI 10.5194/ap-1-43-2014

[166] H.R. Muller, G.P. Zank, Journal of Geophysical ReskaSpace Physics)09 A07104
(2004). DOI 10.1029/2003JA010269

[167] J.D. Slavin, P.C. Frisch, Astron. Astrophy491, 53 (2008). DOI 10.1051/0004-6361:
20078101

[168] L.F. Burlaga, N.F. Ness, J.W. Belcher, A. Szabo, Ps&nberg, M.A. Lee, J. Geophys. Res.
(Space Phys99, 21 (1994). DOI 10.1029/94JA01999

[169] J.D. Richardson, K.l. Paularena, A.J. Lazarus, J.®@lclger, Geophys. Res. Left2, 1469
(1995). DOI 10.1029/95GL01421

[170] R.B. Decker, S.M. Krimigis, E.C. Roelof, M.E. Hill, . Armstrong, G. Gloeckler, D.C.
Hamilton, L.J. Lanzerotti, Naturé54, 67 (2008). DOI 10.1038/nature07030

[171] R.B. Decker, S.M. Krimigis, E.C. Roelof, M.E. Hill, donal of Physics Conference Series
577(1), 012006 (2015). DOI 10.1088/1742-6596/577/1/012006

[172] P.A. Isenberg, J. Geophys. Res. (Space Ph9§,) 9965 (1986). DOI 10.1029/
JA091iA09p09965

[173] J.D. Richardson, Geophys. Res. L88, L23104 (2008). DOI 10.1029/2008GL036168

[174] J.D. Richardson, J.C. Kasper, C. Wang, J.W. Belchel, lbazarus, Naturé54, 63 (2008).
DOI 10.1038/nature07024

[175] G.P. Zank, J. Heerikhuisen, N.V. Pogorelov, R. Busp®. McComas, Astrophys. 408
1092 (2010). DOI 10.1088/0004-637X/708/2/1092

[176] R.H. Burrows, G.P. Zank, G.M. Webb, L.F. Burlaga, N\Ness, Astrophys. J15 1109
(2010). DOI 10.1088/0004-637X/715/2/1109

[177] E.J. Zirnstein, J. Heerikhuisen, G.P. Zank, N.V. Retmy, D.J. McComas, M.l. Desai,
Astrophys. J783 129 (2014). DOI 10.1088/0004-637X/783/2/129

[178] V.B. Baranov, Y.G. Malama, J. Geophys. Res. (Spaces g, 15 (1993). DOI 10.1029/
93JA01171

[179] D.J. McComas, D. Alexashov, M. Bzowski, H. Fahr, J. Hdaiisen, V. Izmodenov, M.A.
Lee, E. Mbbius, N. Pogorelov, N.A. Schwadron, G.P. Zanke®e336, 1291 (2012). DOI
10.1126/science.1221054

60



[180] D.J. McComas, M. Bzowski, S.A. Fuselier, P.C. Friséh,Galli, V.V. Izmodenov, O.A.
Katushkina, M.A. Kubiak, M.A. Lee, T.W. Leonard, E. Mobjuk Park, N.A. Schwadron,
J.M. Sokdt, P. Swaczyna, B.E. Wood, P. Wurz, Astrophysupp® 220, 22 (2015). DOI
10.1088/0067-0049/220/2/22

[181] N.V. Pogorelov, G.P. Zank, T. Ogino, Astrophys644, 1299 (2006). DOI 10.1086/503703

[182] V. Florinski, N.V. Pogorelov, G.P. Zank, B.E. Wood, B>.Cox, Astrophys. J604, 700
(2004). DOI 10.1086/382017

[183] B. Zieger, M. Opher, N.A. Schwadron, D.J. McComas, GthT Geophys. Res. Le#0,
2923 (2013). DOI 10.1002/grl.50576

[184] G.P. Zank, J. Heerikhuisen, B.E. Wood, N.V. PogorglvZirnstein, D.J. McComas, As-
trophys. J763 20 (2013). DOI 10.1088/0004-637X/763/1/20

[185] T.R. Detman, D.S. Intriligator, M. Dryer, W. Sun, C.Beehr, J. Intriligator, Journal of
Geophysical Research (Space Physld€y A03105 (2011). DOI 10.1029/2010JA015803

[186] A.V. Usmanov, M.L. Goldstein, W.H. Matthaeus, Asthys. J.754, 40 (2012). DOI 10.
1088/0004-637X/754/1/40

[187] A.V. Usmanov, M.L. Goldstein, W.H. Matthaeus, Asthys. J.788 43 (2014). DOI 10.
1088/0004-637X/788/1/43

[188] K.V. Gamayunov, M. Zhang, N.V. Pogorelov, J. Heeriidam, H.K. Rassoul, Astro-
phys. J.757, 74 (2012). DOI 10.1088/0004-637X/757/1/74

[189] A.V. Usmanov, M.L. Goldstein, W.H. Matthaeus, Asthys. J.820 17 (2016). DOI 10.
3847/0004-637X/820/1/17

[190] H.J. Fahr, M. Siewert, |. Chashei, Astrophys. Spade 3tl, 265 (2012). DOI 10.1007/
$10509-012-1126-2

[191] H.J. Fahr, M. Siewert, Astron. Astrophys58 A41 (2013). DOI 10.1051/0004-6361/
201322262

[192] G.P. Zank, Geophys. Sci. (2016)
[193] G.M. Webb, Astron. Astrophy427, 97 (1983)

[194] A. ShalchiNonlinear Cosmic Ray Diffusion Theorigsstronomy and Astrophysics Library
(Springer, Berlin Heidelberg, Volume 362. ISBN 978-3-822308-0, 2009)

[195] E.N. Parker, Planet. Space St3, 9 (1965)

[196] M.S. Potgieter, Living Reviews in Solar Physiog 3 (2013). DOI 10.12942/Irsp-2013-3

[197] R. SchlickeiserCosmic Ray Astrophysicéstronomy and Astrophysics Library (Springer,
Berlin. ISBN 3-540-66465-3, 2002)

61



[198] W.R. Webber, F.B. McDonald, Geophys. Res. L4#.1665 (2013). DOI 10.1002/grl.50383

[199] R. Manuel, S.E.S. Ferreira, M.S. Potgieter, Astraphly799, 223 (2015). DOI 10.1088/
0004-637X/799/2/223

[200] E.C. Stone, A.C. Cummings, F.B. McDonald, B.C. Hel&kN. Lal, W.R. Webber, Science
341, 150 (2013). DOI 10.1126/science.1236408

[201] R.D. Strauss, M.S. Potgieter, Advances in Space Refsé8, 1015 (2014). DOI 10.1016/
j.asr.2014.01.004

[202] K. Scherer, H. Fichtner, R.D. Strauss, S.E.S. Fayéit.S. Potgieter, H.J. Fahr, Astrophys.
J.735 128 (2011). DOI 10.1088/0004-637X/735/2/128

[203] R.D. Strauss, M.S. Potgieter, S.E.S. Ferreira, HhtiRier, K. Scherer, Astrophys. J. Lett.
765,118 (2013). DOI 10.1088/2041-8205/765/1/L.18

[204] X. Guo, V. Florinski, Astrophys. ¥93 18 (2014). DOI 10.1088/0004-637X/793/1/18

[205] X. Luo, M. Zhang, M. Potgieter, X. Feng, N. Pogorelowstfophys. J808 (2015). DOI
10.1088/0004-637X/808/1/82

[206] R.D. Strauss, M.S. Potgieter, |. Busching, A. Kopstraphys. J735 83 (2011). DOI
10.1088/0004-637X/735/2/83

[207] U.W. Langner, M.S. Potgieter, H. Fichtner, T. BorrmaAstrophys. J640, 1119 (2006).
DOI 10.1086/500162

[208] L.A. Fisk, J. Geophys. Re&01, 15547 (1996)

[209] O. Sternal, N.E. Engelbrecht, R.A. Burger, S.E.Sr&ies, H. Fichtner, B. Heber, A. Kopp,
M.S. Potgieter, K. Scherer, Astrophys741, 23 (2011). DOI 10.1088/0004-637X/741/1/23

[210] F. Effenberger, H. Fichtner, K. Scherer, S. Barra, I@irdann, R.D. Strauss, Astrophys. J.
750, 108 (2012). DOI 10.1088/0004-637X/750/2/108

[211] N.E. Engelbrecht, R.A. Burger, Astrophys.7¥.2, 46 (2013). DOI 10.1088/0004-637X/
772/1/46

[212] T. Wiengarten, S. Oughton, E. Engelbrecht, H. FichtdeKleimann, K. Scherer, ArXiv
e-prints (2016)

[213] V. Florinski, N.V. Pogorelov, Astrophys. 301, 642 (2009). DOI 10.1088/0004-637X/701/
1/642

[214] M.D. Ngobeni, M.S. Potgieter, Advances in Space Re$ez8, 1634 (2014). DOI 10.1016/
j-asr.2014.03.004

[215] U.W. Langner, M.S. Potgieter, Adv. Space R&%.144 (2004). DOI 10.1016/j.asr.2003.01.
031

62



[216] W.R. Webber, A.C. Cummings, E.C. Stone, F.B. McDonBldLal, B. Heikkila, Journal of
Geophysical Research (Space Physld€) A07106 (2005). DOI 10.1029/2005JA011123

[217] V. Florinski, Advances in Space Reseadd) 308 (2011). DOI 10.1016/j.asr.2011.03.023

[218] G.S. Nkosi, M.S. Potgieter, W.R. Webber, Advancespac Research8, 1480 (2011).
DOI 10.1016/j.asr.2011.06.017

[219] M.S. Potgieter, R.R. Nndanganeni, Astrophys. Spate345 33 (2013). DOI 10.1007/
$10509-013-1365-x

[220] X. Luo, M. Zhang, H.K. Rassoul, N.V. Pogorelov, J. Hekuisen, Astrophys. JI64, 85
(2013). DOI 10.1088/0004-637X/764/1/85

[221] V. Florinski, F. Alouani-Bibi, J. Kota, X. Guo, Astrdyys. J.754, 31 (2012). DOI 10.1088/
0004-637X/754/1/31

[222] W.R. Webber, D.S. Intriligator, ArXiv e-prints (2015

[223] S.M. Krimigis, R.B. Decker, E.C. Roelof, M.E. Hill, . Armstrong, G. Gloeckler, D.C.
Hamilton, L.J. Lanzerotti, Scien@41, 144 (2013). DOI 10.1126/science.1235721

[224] J. Skilling, Astrophys. J170, 265 (1971). DOI 10.1086/151210

[225] R.D. Strauss, H. Fichtner, Astron. Astroph$32, L3 (2014). DOI 10.1051/0004-6361/
201424842

[226] W. Droge, Y.Y. Kartavykh, B. Klecker, G.A. Kovaltsp@strophs. J709 912 (2010). DOI
10.1088/0004-637X/709/2/912

[227] R.D. Strauss, H. Fichtner, M.S. Potgieter, J. le RoUX,uo, ???? p. in press (2015)
[228] M.A. Lee, Astrophys. J. Sup58 38 (2005). DOI 10.1086/428753
[229] J.R. Jokipii, Astrophs. 146, 480 (1966). DOI 10.1086/148912

[230] V. Florinski, J.R. Jokipii, F. Alouani-Bibi, J.A. le ®ux, Astrophs. J. LetZ76, L37 (2013).
DOI 10.1088/2041-8205/776/2/L37

[231] R.D. Strauss, J.A. le Roux, N.E. Engelbrecht, D. Rioff@. Dunzlaff, Astrophys. 825, 43
(2016). DOI 10.3847/0004-637X/825/1/43

[232] V. Florinski, E.C. Stone, A.C. Cummings, J.A. le Roéstrophys. J803 47 (2015). DOI
10.1088/0004-637X/803/1/47

[233] J.W. Armstrong, R. Woo, Astron. Astrophyi93 415 (1981)

[234] J.W. Armstrong, B.J. Rickett, S.R. Spangler, Astiyghl.443 209 (1995). DOI 10.1086/
175515

[235] A. Verdini, M. Velli, Astrophys. J662, 669 (2007). DOI 10.1086/510710

63



[236] A. Lazarian, Space Sci. Rel43 357 (2009). DOI 10.1007/s11214-008-9460-y

[237] A. Chepurnov, A. Lazarian, Astrophys.7L0, 853 (2010). DOI 10.1088/0004-637X/710/
1/853

[238] J.P.J. Coleman, Astrophys.1h3 371 (1968). DOI 10.1086/149674

[239] R.J. Leamon, C.W. Smith, N.F. Ness, W.H. Matthaeuk, M/ong, J. Geophys. Res. (Space
Phys.)103 4775 (1998). DOI 10.1029/97JA03394

[240] R. Bruno, V. Carbone, Living Reviews in Solar Phys2¢g (2005)
[241] C.F. McKee, J.P. Ostriker, Astrophys218 148 (1977). DOI 10.1086/155667

[242] F. Nakamura, C.F. McKee, R.I. Klein, R.T. Fisher, Agthys. J. Suppl164, 477 (2006).
DOI 10.1086/501530

[243] R.S. Klessen, P. Hennebelle, Astron. AstropBzf) A17 (2010). DOI 10.1051/0004-6361
[244] J.A. Sellwood, S.A. Balbus, Astrophys511, 660 (1999). DOI 10.1086/306728

[245] A.G. Kritsuk, M.L. Norman, Astrophys. J. Le&69 L127 (2002). DOI 10.1086/340785
[246] H. Koyama, S. i. Inutsuka, Astrophys. J. L&64, L97 (2002). DOI 10.1086/338978
[247] F. Nakamura, Z.Y. Li, Astrophys. 862, 395 (2007). DOI 10.1086/517515

[248] H.K. Moffatt, Magnetic field generation in electrically conducting flui{d978)

[249] P. Dmitruk, W.H. Matthaeus, L.J. Milano, S. OughtohyBics of Plasma8, 2377 (2001).
DOI 10.1063/1.1344563

[250] R. Schlickeiser, ifEnergy Conversion and Particle Acceleration in the Solardda, Lec-
ture Notes in Physics, Berlin Springer Verlagpl. 612, ed. by L. Klein (2003)lecture
Notes in Physics, Berlin Springer Verlagl. 612, pp. 230-260

[251] E.T. Vishniac, A. Lazarian, J. Cho, ifurbulence and Magnetic Fields in Astrophysics
Lecture Notes in Physics, Berlin Springer Verlagl. 614, ed. by E. Falgarone & T. Passot
(2003),Lecture Notes in Physics, Berlin Springer Verlagl. 614, pp. 376-401

[252] S.R. Cranmer, A.A. van Ballegooijen, Astrophys. Jpflul56, 265 (2005). DOI 10.1086/
426507

[253] M.S. LongairHigh Energy Astrophysid2010)
[254] A. Lazarian, E.T. Vishniac, Astrophys.517, 700 (1999). DOI 10.1086/307233

[255] R. Narayan, M.V. Medvedev, MNRA$43 1007 (2003). DOI 10.1046/j.1365-8711.2003.
06747.x

[256] A. Lazarian, Astrophys. J. Le845, L25 (2006). DOI 10.1086/505796

64



[257] S. Oughton, P. Dmitruk, W.H. Matthaeus, Tairbulence and Magnetic Fields in Astro-
physics Lecture Notes in Physics, Berlin Springer Verlagl. 614, ed. by E. Falgarone &
T. Passot (2003},ecture Notes in Physics, Berlin Springer Verlagl. 614, pp. 28-55

[258] D. Montgomery, L. Turner, Physics of Flui@d, 825 (1981). DOI 10.1063/1.863455

[259] W.H. Matthaeus, D.C. Montgomery, M.L. Goldstein, Bital Review Letter$1, 1484
(1983). DOI 10.1103/PhysRevLett.51.1484

[260] J.V. Shebalin, W.H. Matthaeus, D. Montgomery, Jouafi#lasma Physic29, 525 (1983).
DOI 10.1017/S0022377800000933

[261] J.C. Higdon, Astrophys. 285 109 (1984). DOI 10.1086/162481
[262] P. Goldreich, S. Sridhar, Astrophys4B8 763 (1995). DOI 10.1086/175121

[263] H. Yan, A. Lazarian, Physical Review LetteB9, 281102 (2002). DOI 10.1103/
PhysRevLett.89.281102

[264] J. Cho, A. Lazarian, Physical Review Lett€38(24), 245001 (2002). DOI 10.1103/
PhysRevLett.88.245001

[265] J. Cho, A. Lazarian, MNRAS45, 325 (2003). DOI 10.1046/}.1365-8711.2003.06941.x
[266] Y. Lithwick, P. Goldreich, Astrophys. 562 279 (2001). DOI 10.1086/323470

[267] E.N. ParkerCosmical magnetic fields: Their origin and their activiiyd79)

[268] E.N. Parker, Astrophys. 162, 665 (1970). DOI 10.1086/150697

[269] R.V.E. Lovelace, Natur262, 649 (1976). DOI 10.1038/262649a0

[270] E.R. Priest, T.G. Forbes, Ann. Rev. Astron. Astropiyg 313 (2002). DOI 10.1007/
s001590100013

[271] D.E. Innes, B. Inhester, W.I. Axford, K. Wilhelm, Na&386, 811 (1997). DOI 10.1038/
386811a0

[272] T. Yokoyama, K. Shibata, NatuB¥5 42 (1995). DOI 10.1038/375042a0

[273] S. Masuda, T. Kosugi, H. Hara, S. Tsuneta, Y. Ogawartuié 371, 495 (1994). DOI
10.1038/371495a0

[274] M.A. Shay, J.F. Drake, R.E. Denton, D. Biskamp, J. @g@pRes. (Space Phy403 9165
(1998). DOI 10.1029/97JA03528

[275] J.F. Drake, Naturd10, 525 (2001)

[276] J.F. Drake, M. Swisdak, K.M. Schoeffler, B.N. Rogers, Kbbayashi, Geophys. Res.
Lett. 33, L13105 (2006). DOI 10.1029/2006GL025957

65



[277] W. Daughton, J. Scudder, H. Karimabadi, Physics o$iks13(7), 072101 (2006). DOI
10.1063/1.2218817

[278] Y.M. Huang, A. Bhattacharjee, Astrophys818 20 (2016). DOI 10.3847/0004-637X/818/
1/20

[279] G. Kowal, A. Lazarian, E.T. Vishniac, K. Otmianowskéazur, Astrophys. J700, 63
(2009). DOI 10.1088/0004-637X

[280] G. Kowal, A. Lazarian, E.T. Vishniac, K. Otmianowskéazur, Nonlinear Processes in Geo-
physicsl9, 297 (2012). DOI 10.5194/npg-19-297-2012

[281] M. Takamoto, T. Inoue, A. Lazarian, Astrophys. 815 16 (2015). DOI 10.1088/
0004-637X/815/1/16

[282] G. Eyink, E. Vishniac, C. Lalescu, H. Aluie, K. Kanov, Rurger, R. Burns, C. Meneveau,
A. Szalay, Natur&97, 466 (2013). DOI 10.1038/nature12128

[283] C.C. Lalescu, Y.K. Shi, G.L. Eyink, T.D. Drivas, E.TisWiniac, A. Lazarian, Physical Re-
view Letters1152), 025001 (2015). DOI 10.1103/PhysRevLett.115.025001

[284] A. Lazarian, G. Kowal, M. Takamoto, E.M. de Gouveia [Paho, J. Cho, iPAstrophysics
and Space Science Librgrstrophysics and Space Science Libravgl. 427, ed. by
W. Gonzalez, E. Parker (2016)strophysics and Space Science Librargl. 427, p. 409.
DOI 10.1007/978-3-319-26432-5%11

[285] G.L. Eyink, Astrophys. 307, 137 (2015). DOI 10.1088/0004-637X/807/2/137

[286] A. Lazarian, E.T. Vishniac, J. Cho, Astrophys603 180 (2004). DOI 10.1086/381383
[287] W.H. Matthaeus, S.L. Lamkin, Physics of Flui2l® 303 (1985). DOI 10.1063/1.865147
[288] W.H. Matthaeus, S.L. Lamkin, Physics of Flui2ig 2513 (1986). DOI 10.1063/1.866004
[289] E.M. de Gouveia Dal Pino, A. Lazarian, ArXiv Astrophgs e-prints (2003)

[290] E.M. de Gouveia Dal Pino, A. Lazarian, Astron. Astrgphi41, 845 (2005). DOI 10.1051/
0004-6361:20042590

[291] A. Lazarian, ArXiv Astrophysics e-prints (2005)
[292] A. Lazarian, P. Desiati, Astrophys.7R2, 188 (2010). DOI 10.1088/0004-637X

[293] G. Kowal, E.M. de Gouveia Dal Pino, A. Lazarian, The agthysical Journa¥35 102
(2011)

[294] G. Kowal, E.M. de Gouveia Dal Pino, A. Lazarian, ArXiypeints (2012)
[295] A. Lazarian, M. Opher, Astrophys. 703 8 (2009). DOI 10.1088/0004-637X
[296] H. Yan, A. Lazarian, Astrophys. 814, 757 (2004). DOI 10.1086/423733

66



[297] G. Brunetti, A. Lazarian, MNRAS78 245 (2007). DOI 10.1111/j.1365-2966.2007.11771.
X

[298] B.D.G. Chandran, Physical Review Lett8& 4656 (2000). DOI 10.1103/PhysRevLett.85.
4656

[299] A. Lazarian, Space Sci. Rel81, 1 (2014). DOI 10.1007/s11214-013-0031-5
[300] B.T. Draine Physics of the Interstellar and Intergalactic Medi(2911)
[301] S. Perri, G. Zimbardo, Astrophys.7b0, 87 (2012). DOI 10.1088/0004-637X/750/2/87

[302] G. Zimbardo, E. Amato, A. Bovet, F. Effenberger, A. &asH. Fichtner, 1. Furno,
K. Gustafson, P. Ricci, S. Perri, Journal of Plasma Phy&l¢8), 495810601 (2015). DOI
10.1017/S0022377815001117

67



	1 Introduction
	2 Constraints on the model boundary conditions from observations
	3 What is the proper definition of the heliopause and where is it located?
	4 What is the correlation between the IBEX, SOHO, and Voyager observations?
	5 Plasma and magnetic field modeling in the context of observational data
	5.1 Interplay between charge exchange, ISMF draping, and time-dependence
	5.2 Magnetic field in the inner heliosheath and beyond
	5.3 The possibility of a data-driven model of the outer heliosphere
	5.4 The heliotail

	6 Significance of the multi-species structure of the LISM
	6.1 The effect of helium charge exchange
	6.2 Modeling a pickup ion mediated plasma
	6.3 Multi-component model
	6.3.1 Single-fluid model


	7 Energetic Particles
	7.1 What is the propagation tensor in the heliosheath?
	7.2 How can the ACR and GCR anisotropies be explained?
	7.3 What is the pitch-angle dependence of perpendicular diffusion?

	8 Facing the turbulent nature of of the media
	8.1 Importance of turbulence
	8.2 Magnetic reconnection in turbulent media and particle acceleration
	8.3 Scattering and Second order Fermi acceleration by turbulence
	8.4 Perpendicular superdiffusion of cosmic rays

	9 Résumé

