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This paper describes a reflectivity forward operator developed for the validation and assimilation of W-band
radar data into regional Arome (Applications de la Recherche a I'Opérationnel a Méso-Echelle) class Numerical
Weather Prediction models. The forward operator is consistent with the Arome ICE3 one-moment microphysical
scheme and is devised for vertically pointing radars. A new neighbourhood validation method, called the Most
Resembling Column (MRC) method, is designed to disentangle spatial location model errors from errors in the
forward operator. This novel method is used to validate the forward operator using data collected in diverse
conditions by the airborne cloud radar RASTA (Radar Airborne System Tool for Atmosphere) during a two-
month period over a region of the Mediterranean. The MRC method is then applied to retrieve the optimal
effective shapes (i.e. the mean axis ratios) of the predicted graupel, snow and pristine ice, by minimising the
standard deviation between observations and simulations. The optimal mean axis ratio is approximately 0.7 for
snow and 0.8 for graupel. It is shown that treating snow and graupel particles as oblate spheroids with axis ratios
close to their optimal values leads to good agreement between the observations and simulations of the ice levels.
Conversely, there is a large bias if snow and graupel particles are considered to be either spherical or overly
flattened. The results also indicate that pristine ice can be approximated by a sphere, but this conclusion should
be taken cautiously since the amount of pristine ice particles is probably overestimated in the ICE3 microphysical

scheme.
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1. Introduction and weather via their influence on the global radiation budget

(Stephens 2005). The need to observe and characterize the vertical

Clouds are one of the main driving elements in the global water o
distribution and variability of clouds at a global scale was the

cycle. They play a key role in the Earth’s energy balance, climate

Accepted Article

This article has been accepted for publication and undergone full peer review but has not
been through the copyediting, typesetting, pagination and proofreading process, which
may lead to differences between this version and the Version of Record. Please cite this
article as doi: 10.1002/qj.3210

This article is protected by copyright. All rights reserved.



starting point of a new generation of Earth observation system®cipitation. To prepare for the future operational use of these
including cloud radars. By acquiring the vertical profiles of cloudext-generation radars, data from W-band radar aboard research
properties, millimetre-wavelength radars can fill the gap betweaincraft are available from several field campaigns (Delanoé
traditional meteorological centimetre radars (Lhermitte 1988t al. 2013; Fontaineet al. 2014; Protatet al. 2016). These
Kollias et al.2007), which are insensitive to the smallest particleajrborne radars have the advantage of collecting a large dataset
and lidars, which are strongly attenuated by optically thick cloud$ measurements over land and sea at very fine scales.
(especially liquid clouds). In addition, compared to low-frequency The first step towards the use of cloud radar observations
radars, millimetre-wavelength radars can be deployed much mese model validation and data assimilation is to design a proper
easily aboard spacecraft and aircraft because they require smatigthod to compare models with observations. There are two
antennas to provide high spatial resolution measurements.  different approaches to achieve such comparisons: either the
Cloud radars either operate in the Ka-band~aB35 GHz, observations are inverted into model variables (Delanoé and

oh in the W-band, at~ 95 GHz (Moranet al. 1998; Kollias Hogan 2008, Protatt al. 2014) or a forward operator is used to

C

et al. 2007; Horie et al. 2000; Li et al. 2001; Wolde and transform the model variables into synthetic observations (Haynes
Pazmany 2005; Delanogét al. 2013; Hageret al. 2014). Even et al. 2007; Bodas-Salcedet al. 2008; Di Micheleet al. 2012).
tAough they are more attenuated by heavy precipitation, W-badtcertainties are easier to assess and control in the forward

ars are more sensitive to thin clouds than Ka-band radarsgpproach (Reittezt al.2011). Consequently, in the past few years,

icl

iven emitted power (Leinonegt al. 2015). In addition, W- several cloud radar forward operators have been developed for

{

band radars are much smaller because the antenna size decré¢agdel validation and/or data assimilation. Many of them have

I

with the wavelength. W-band radars are recognised as econohgen applied to NWP models with coarse horizontal resolutions
pecially frequency-modulated ones Delaratéal. (2016)), (Bodas-Salcedet al.2008; Di Micheleet al. 2012,~ 40 km).

lightweight and compact instruments that accurately characterize/ery few studies have been devoted to kilometre-scale models

A

clouds and light precipitation (Kolliast al. 2007). with more elaborate microphysical schemes. Iguwettal. (2012)
ince its launch in 2006, the W-band Cloud Profiling Rad&mulated shipborne and spaceborne W-band radar reflectivity

R) on-board the CloudSat spacecraft (Steptetrad. 2002) Using the Japan Meteorological Agency Nonhydrostatic Model

d

s led to significant improvements in our understanding of th&MA-NHM) with a horizontal grid of 3 km. The simulated

G

echanisms linking clouds to climate at global scales. Followirigflectivities were compared against observations for bin and bulk

{

s success, the EarthCARE satellite mission (lllingwaattal. microphysical schemes in a relatively small number of cases

15) is scheduled to be launched in 2019 with a Dopp|ét|hree precipitation events). This study highlighted the difficulty

P

Profiling Radar, which will have a 7-dB higher sensitivit@f disentangling the differences due to spatial and temporal

to its lower altitude. In addition, the high sensitivity oMismatches between model forecasts and observations from the

¢

-band radars to cloud microphysical properties makes théifferences due to the different microphysical schemes. These

C

ta extremely appealing for microphysical parameterizati€firors increase with the spatial resolution. Uncertainties also arise

idation and data assimilation in regional Numerical Weath&pm the forward operator formulation. The relationship between

®

rediction (NWP) models. However, due to the low revisit timéhe reflectivity and the model variables is not straightforward,
polar-orbiting satellites, their data are of limited value fogspecially at high frequency, because the reflectivity is sensitive

km-scale short-range forecasting systems. Nonetheless, re¢eiie representation of the hydrometeors (Di Mictetlal. 2012)

A

technological breakthroughs might lead to a deployment @hd, therefore, to the approximations made in the microphysical
ground-based W-band radar networks. For example, the BAS$gheme.
radar (Delanoét al. 2016) is a lower-cost radar that can provide The primary objective of this paper is to present a cloud

high-quality measurements of phenomena such as fog and lighdar reflectivity forward operator designed for model validation
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and data assimilation at kilometre scales3 km). The current 2.1. RASTA radar

study covers a two-month period with the airborne cloud radar

. . The airborne cloud radar RASTA is a monostatic Doppler multi-
RASTA (Radar Airborne System Tool for Atmosphere) (Bouniol

. . beam antenna system operating at 95 GHz (Bousiblal.
et al. 2008, Protatet al. 2009, Delanoéet al. 2013). This

) ) 2008, Protatet al. 2009, Delanoéet al. 2013). The aircraft
airborne radar can cover large distances over land and sea

. . . i . platform used is the French Falcon 20 research aircraft from the
while having a higher resolution than spaceborne instruments.

. " ) SAFIRE unit (Service des Avions Frangais Instrumentés pour
It is also less sensitive than spaceborne instruments to multiple

. . - . la Recherche en Environnement). This unique instrument allows
scattering and nonuniform beam filling due to its much smaller

. . . . __the documentation of the microphysical properties and the three
footprint. Even though it was primarily designed for an aircraft

) . . - components of hydrometeor velocities quasi-continuously in time
configuration, this forward operator is directly adaptable to

. . . and at a vertical resolution of 60 m (the pulse width is 400 ns).
ground-based radars. The forward operator is consistent with the

. . . . . RASTA has six Cassegrain antennas: three antennas pointin
@crophysmal scheme used in the high-resolution NWP model 9 P 9

_ . . . .. _in three non-collinear directions above and below the aircraft.
rome (Applications de la Recherche a I'Opérationnel a Méso-

H . s . . |:or each of these six antennas, the integration time is 250 ms.
helle) but can in principle be applied to any kilometre-scale

L . . ngjerefore, as the radar switches from one antenna to another, the
del. To distinguish errors in the operator (e.g. the shape an

éilme resolution for each antenna is 1.5 s, which is approximately

° diflectric properties) from the spatial location errors in the mod

. o .equivalent to 300 m because the horizontal speed of the Falcon 20
| ﬁpovel neighbourhood validation method, the Most Resembllna P

. imately 200 m's'.
Column (MRC) method, was developed to evaluate and Ca“brésteapproxma i m

. . . The horizontal resolution is also very high because the antenna
ard operators designed for vertically pointing radars.

beamwidth equals 0.6° and 0.8° for the nadir-pointing and zenith-
his paper is organized as follows. In Sectianthe airborne o ) N
pointing antennas, respectively. The pulse repetition frequency
|

ud radar RASTA and the NWP model Arome-WMed are ) ) )
equals 10 kHz, and therefore the maximum unambiguous distance

described. The cloud radar forward operator is detailed in Section ) ) ) )
is 15 km. More details on the RASTA configuration during

\The MRC method devised to validate forward operators is then )
HyMeX can be found in Bousquet al. (2016).

sented in Sectiod. Finally, this new method is applied to ) o
This study focuses on the reflectivity measured by the

ibrate the radiative properties in the forward operator and to o o
zenith- and nadir-pointing antennas. The nadir-pointing antenna

ssess the vertical consistency of the model simulations. o N ) o
is slightly more sensitive than the zenith-pointing antenna. The

dBZ for the nadir-pointing antenna ane26 dBZ for the zenith-

Q minimum detectable reflectivity at 1 km is approximateh27

Cloud radar data and model simulations pointing antenna. This sensitivity is similar to that of CloudSat

(—30 dBZ, Mitrescuet al. 2008).

W-band radars can provide valuable information concerning
is study takes advantage of the data collected by the airborne
cloud microphysical properties and light-to-moderate precipita-
ud radar RASTA during the HyMeX first Special Observing
tion (Kollias et al. 2007). Nonetheless, the signal can be strongly
eriod (SOP1), which took place from 5 September to 5

attenuated by heavy precipitation.
vember 2012 over a region of the Mediterranean (Ducrocq
et al. 2014). The RASTA radar is first described in Sectibi, )
2.2. Period of study and radar data
and details about the data collected by RASTA during the SOP1
are then given in Sectioh.2 The mesoscale Numerical WeatheThe main goal of the HyMeX first Special Observing Period

Prediction (NWP) model AROME-WMed is presented in SectiofBOP1) was to document the heavy precipitation events and flash

2.3 floods that regularly affect northwestern Mediterranean coastal
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areas. During the two-month campaign, approximately 20 rainfallith Arome-WMed, which assimilates more observations
events were documented in France, Italy and Spain (Ducrdtgn the real-time version. The first reanalysis fields of
et al. 2014). Specifically, the RASTA radar aboard the FalcoArome-WMed are available from the HyMeX database
20 collected data during 18 flights in and around mesosc#@oi:10.6096/HYMEX.REANALYSIS_AROME_WMED_V1.2014.02.10).
convective systems. The Arome-WMed domain is displayed Figure 1
Data were collected over land (nine flights) and over sea (SiXArome-WMed ran at a horizontal resolution of 2.5 kn2.5 km
flights). In three additional flights, the Falcon 20 flew over mixegith 60 vertical levels ranging from approximately 10 m above
areas. In some of these flights, data were also collected O¥ebund level to 1 hPa. In the model, the deep convection is
mountains. The entire area covered by the Falcon 20 during fgjicitly resolved and the microphysical processes are governed
SOP1 is represented by the black linegigure 1 by the ICE3 one-moment bulk microphysical scheme (Pinty
For the SOP1, the nadir antenna was calibrated using the ocgag Jabouille 1998). Six water species are predicted by Arome-
face return technique (lat al. 2005). The data used for thewmed (water vapour, rain, cloud liquid droplets, snow, pristine
alibration were collected during one of the Megha-Tropiqu§se and graupel). For each hydrometeor spegiethe Particle
Iéld campaigns that took place over the Indian Ocean in 20&}7e Distributions (PSDs) are expressed as generalized gamma
ntaineet al. 2014). The same calibration constant is usegistributions multiplied by their total number concentrations.
fof the SOP1 because the system configurations are similar. Tipy pSDs depend on the maximum particle diameters (expressed

libration accuracy is approximately 1 dB. in metres) and on the hydrometeor contenfs (expressed in

To characterise the set of observed vertical profiles durigg m—3). The general expression is given by

-

ticl

two-month campaign, a convective index was defined using
vertical velocity measured by RASTA. A vertical column is

assumed to be convective if there are at least eight pixels (abovgv‘( D) Qj
J

e DY T e D)), @)
v
the melting layer) either with a vertical velocity greater than !

—1 —1 .
m s © (updraft) or lower than-3 m s~ (downdraft). Using where
index, 14.3% of the observed vertical columns can be defined
convective (17,531 out of 122,403). This proportion is small
0 A = ( M;T(vs)
;=

X;—bj
X
i i i ,No, = CjN;7.
cause the more convective regions were avoided to ensure the a;jC;T (,,j + EL) J
Qj

Hety of the aircraft crew. The rest of the data were collected
ither in stratiform areas (72.6%) or in clear sky (13.1%). The parametersy; and v; define the shape parameters of
refore, the data collected by RASTA during the SOP1 offéte PSDs. The densities are calculated according to the mass—
@vide variety of conditions (stratiform, convective and clear skgljameter relationshipn;(D) = a;D%. The coefficients of the

over land, sea and mountainous regions. PSDs and the mass—diameter relationships are givéalite 1

Q As shown inTable 1 the cloud liquid droplet concentration
.3.  The Arome-WMed NWP model . . ) 83
is three times higher over land than over sgal0°m~" versus
rome-WMed (Fourriéet al. 2015) is a configuration of the ! - 10®m~3). Indeed, cloud droplet concentration increases with
merical weather prediction system Arome (Se#ty al. @erosol number concentration and, therefore, is higher over land
2011) that was specially designed for the SOPI. Aromtlan over sea (Squires 1958; Gultepe and Isaac 2004). For
ed, which covers the entire northwestern Mediterrane®F0W, graupel and rain, the PSDs are reduced to exponential
Basin, ran in real time during the SOP1 to plan the airborséstributions.

operations in advance, especially in the mesoscale convectivdhe Arome-WMed initial conditions are provided by the 00

systems. Here we used the first reanalysis of the SOBIC analysis. The three-dimensional variational (3DVar) data

This article is protected by copyright. All rights reserved.
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Figure 1. The Falcon 20 flight paths (black lines) during the HyMeX first Special Observing Period over the Arome-WMed domain. The altitude above sea level (in
ﬁtres) is represented by the colour shades.

[

le 1. Coefficients of Particle Size Distributions and mass—diameter relationships as defined in ICE3 for snow, graupel, cloud liquid water, cloud pristine ice

and rain.

H Type aj  Vj Cj [ijiB] Xj a; [kg mibj] bj
rain 1 1 8-10° -1 2w =524 3
pristine ice 3 3 C(diagnosed) 0 0.82 2.5
graupel (wet and dry) 1 1 5-10° -05 19.6 2.8
snow 1 1 5 1 0.02 1.9
cloud liquid dropletoverland 1 3 3-10® 0 524 3
cloud liquid droplet over sea 3 11-108 0 524 3

ed A

imilation system of Arome-WMed (Brousseaual. 2014) gradually modified and are considered updated once the spin-up

ingests observations from a wide variety of instruments evenytighe is completed~£ 1 hour).

[

ours (e.g. satellite, GPS, reflectivity and radial velocity from

r ground-based radars of the French network ARAMIS asd Description of the forward operator

P

diosonde).
The cloud radar forward operator described here can be used for

C

The work performed here is the first step towards therborne and ground-based radars operating in the W-band. It is
similation of RASTA data into the Arome model. Thereforesuitable for a vertically pointing antenna but is adaptable to any

ly the 3-hour forecasts starting at 00 UTC, 03 UTC, etc., aother pointing angle. The forward operator was designed for a

o

ompared with the RASTA observations because they will kdometre-scale NWP model with a bulk microphysical scheme.
ed as the background for the analysis. Accordingly, the time lkg input parameters are temperature, pressure, relative humidity

between the model forecasts and observations will be less tlam the hydrometeor contents of the five hydrometeor species

A

+ 1.5 hours. This is a good compromise between the analygisin, snow, graupel, cloud liquid water and pristine ice) predicted
which contains uncertainties in the hydrometeors, and a londmr the model. It returns the simulated reflectivity for the nadir-
forecast, for which errors could become too large. Indeed, becaaséd zenith-pointing antennas at each range gate. The attenuation

the hydrometeors are not included in the control variable, they asealso simulated.

This article is protected by copyright. All rights reserved.



3.1. Radar equation Equation 3 attenuation due to rainfall is very strong and can

be of the order of tens of dB in heavy precipitation, completely

For each of the five types of hydrometegrof particle size gyinguishing the signal. Conversely, ice particles have a smaller

distribution N;, the reflectivity (in mmi m~3) is computed by impact on the total attenuatior (1 dB km).

integrating the backscattering cross sectgiD) (in m?) over ] ] ) o
It is assumed that multiple scattering effects are negligible.

all the particle diameter® (in metres). At each gate at a distance ) ) )
For spaceborne radar, multiple scattering effects may impact

R (in metres) from the plane, the total reflectivity is then obtained o ) ) ) o
the reflectivity, especially during heavy convective precipitation

after summing over all types of hydrometeors (rain, pristine ice, ] ]
events (Battaglit al. 2010; Bouniolet al. 2008). These effects

snow, graupel and cloud liquid water). The reflectivity, expressed ) ) )
are less pronounced for airborne radars because their footprints

in logarithmic scale (dBZ) because the dynamic of the signal is
are much smaller than those of spaceborne radars (Battdglla

very large, is given by ) . ) )
2007). Therefore, multiple scattering effects are not simulated in
the cloud radar forward operator. Nonuniform beam filling effects

are also not simulated because the model resolution is coarser than

le

)\4

_ 18

(R) the observational resolution.

5 Dmax
Z/ aj(D)Nj(D,Mj(R))dD>, 2 Radar sensitivity decreases with increasing range from the
Jj=1

min

1C

radar. To ensure consistency with the observations, the minimum

t

Where (in metres) is the radar wavelength (3.15 mm for thdetectable reflectivity is also simulated at each range gate.

I

ud radar RASTA)M; is the hydrometeor content (in kgh), N; and M; are given by the ICE3 microphysical scheme.
w|? is the dielectric factor of the liquid water, which equaldhe single scattering and hydrometeor dielectric properties need

0.75 at 95 GHz at 10° C, aridR) is the total two-way attenuation to be specified by making some assumptions in addition to the

A

mputed along the path from the plane altitud@sTa to the microphysical scheme. The T-matrix method (Mishcheekal.
range gate. 1996) is used to compute the radar back-scattering cross section,

The attenuation is obtained according to o, and the extinction coefficientie;.

d

5

R Dmax
) = exp 72/ Z/ Ce;(D)N;(D, M;(R))dDdR | ,
hRASTA j:l Dmin

te

(3) 3.2. Single scattering properties

where C.;(D) is the extinction coefficient. Here, the

R

lying factor 2 accounts for the two-way paths. Attenuatiofaindrops tend to have an oblate spheroidal shape when they fall

by moist air and hydrometeors is accounted for. through the atmosphere. This shape is defined by the ratio of

C

Attenuation by moist air can be important at the frequengite maximum diameter along the vertical axis to the maximum

sidered here, especially in the lowest layers of the atmosph@igmeter along the horizontal axis. Augetsal. (2016) conducted

¢

1dB km™" below an altitude of 1.5 km). Therefore, the effecy sensitivity study for a ground-based precipitation radar forward

C

the total attenuation is stronger for a ground-based radgerator using the same ICE3 microphysical scheme over the
cause the attenuation caused by moist air in the lowest laysP1. They found that the formulation from Braneeal. (2002)
propagates to the other gates along the two-way path. The Ligags best suited to model the raindrop shape. Therefore, this
(1985) model is used to compute the attenuation by moist air. formulation is used in our cloud radar forward operator. The axis
At this frequency, even if the reflectivity (lBquation 2 due to ratio » depends on the equivalent-volume drop diamélgy (in
cloud liquid water is quite low, the effect on the total attenuatiomm) and is forced to 1 for diameters smaller than 0.5 mm. This

(in Equation 3 can be strong (Di Micheleet al. 2012). In formulation is given by

This article is protected by copyright. All rights reserved.



3.3. Hydrometeor dielectric characteristics

We decided to select the same hydrometeor dielectric charac-
r = 09951 +0.02510Deq _0'03644ng teristics used in the polarimetric forward operator of Augros
+0.005303DZ, — 0.0002492Dz5.  (4) et al, (2016), which was also designed for ICE3 but for ground-
based centimetre-wavelength radars. Indeed, to be consistent with
The cloud liquid water particles can be considered t0 Bg&ome the mass—diameter relationships; (= a; D% ) are taken

spherical, and Mie theory can be used to compute the singlgy, the ICE3 bulk one-moment microphysical scheme. The

scattering properties. Indeed, for a water content of 1¢ nthe coefficientsa; andb; are given inTable 1
diameter is less than 0.1 mm, which is more than 10 times smallefzo, small diameters. the densities of the three ice species

than the wavelength (3.15 mm). Therefore, for cloud liquid watefyraupel, snow and pristine ice) can exceed that of pure ice

we use the T-matrix method with axis ratio equal to 1, which '@12 g m‘3). To avoid this unphysical effect, when their densities

eguivalent to using the Mie theory. exceed that of pure ice, the corresponding axis ratio is set to one

The T-matrix method can also be used for snow, graupel agdy the density is set equal to the value of pure ice. For a spherical
ristine ice. Ice crystals exhibit many different complex shap@fape, this occurs for diameters smaller than 0.1 mm for snow,
inynature (Korolevet al. 2000), and these differences depeng um for cloud primary pristine ice and 0.16m for graupel.
their past evolution and the environment (Bailey and Hallefhe gielectric constant is calculated using the Debye model for
“04)' Therefore, a large number of scattering methods haygwater and cloud liquid water. For pristine ice, snow and dry
b

en developed to compute their single scattering proPerti@ﬁaupel, the Maxwell-Garnett (MG) formulation is employed

Far example, the Discrete Dipole Approximation (DDA, Draingith ice inclusions in an air matrix.

¢

|

1

and Flatau 1994) has been widely used to model specific icen |cg3, graupel is the only ice species that can have a wet
rystal shapes (Hong 2007,Di Miches¢ al. 2012). This method growth mode. Therefore, a bright band was modelled when there
requires high computation memory, especially for large particlggas wet graupel, following the work of Augres al. (2016). The
reover, the model is unable to predict the particle shapggectric function is calculated according to Matrosov (2008) and
'g. either dendrites, rosettes or columns for crystals), so @pends on the fraction of liquid watgy, (F., = #M’Where
@sumption has to be made concerning the particle shapes.@sand M, are the hydrometeor contents of rain and graupel,
the case of raindrops, an alternative is to use a spheroig@pectively). The dielectric function is then obtained via a linear
H)del to define an effective shape and to employ the T-matg@¥mpination of the MG rule for inclusions of water in a dry
thod. As particles fall through the atmosphere, they tend gpaypel matrix,., and the MG rule for inclusions of graupel in a
te around the viewing angle. When the T-matrix methQlater matrixe,,,. It must be borne in mind that the melting snow
@Jsed, these oscillations are taken into account by using a MagRes undergo structural changes (ie, shape) during the melting
C jis ratio, whose value is higher than the real one. Choosing@cess (Kinteat al. 2015; Mitraet al. 1990). Therefore, we have

an axis ratio instead of modelling the oscillations (i€, Specifyss confidence in forward modelling the melting layer than the

uaming angle and its distribution) allows the use of a smallgg|qd and warm phases.
umber of free parameters and saves computation time. The

ective shape of the particle plays a critical role in computingéA' T-matrix lookup tables
the backscattering cross section and the extinction coefficient,Timsave computation time when the T-matrix method is employed,
particular for nadir/zenith-pointing millimetre-wavelength radar§-matrix lookup tables are used for each species. Because this
(Hogan et al. 2012). Therefore, in SectioA.2, a variational simulator was developed for vertically pointing radars, the lookup

method is applied to retrieve the optimal axis ratio for the threables are calculated for an elevation angle of 90°(the incident

ice species: snow, graupel and pristine ice. wave is perpendicular to the long axis of the spheroid).

This article is protected by copyright. All rights reserved.



The scattering coefficients depend on the temperatuvgthin the forward operator. This section explores how spatial
hydrometeor content and liquid water fraction. Therefore, eaahd temporal mismatch issues can be overcome to calibrate and
table contains the scattering coefficients for a given range of thesdidate the forward operator.

parameters (se&able 2. Hydrometeor contents vary over an ) o
Over the last few years, a large number of spatial verification
interval from10~7 kg m~3 to 10~2 kg m~3. To model the bright _ _ _
methods have been designed to take into account spatial and
band, the liquid water fraction only varies for the wet graupel ) ] o ]
temporal mismatches in the verification of model forecasts (Casati
when the temperature is betweemn0°C and+10°C. ) )
et al. 2008; Gillelandet al. 2009). For example, neighbourhood

An axis ratio equal to 1 is equivalent to using the Mie theory. .
methods (Roberts and Lean 2008; Amoekal. 2015) can be used

Therefore, when particles are considered to be spherical, we use ) ) ) ) o
to assess the skill of high-resolution models in predicting clouds

the T-matrix method with an axis ratio equal to 1, which is the o o ) ) ]
or precipitation occurring in a given spatial neighbourhood. Other

case for cloud liquid water. In addition, T-matrix lookup tables ) )
approaches, such as object-based methods (Rdved. 2006),

re calculated for axis ratios ranging from 0.4 to 1 for pristine ) ) ]
are well suited to study how capable a model is of capturing

e and snow and from 0.5 to 1 for graupel. The T-matrix code o
overall structures. However, these verification methods are two-

es not converge for wet graupel when the axis ratio is smaller ) ) ) ) )
dimensional and a three-dimensional (3D) method is required

G

]

than 0.5.
here because the synthetic observations are simulated in vertical

1¢

A columns.
4.1 Validation of the radar forward operator

Other methods can be used to verify 3D forecast fields.
The forward operator is now validated using RASTA observations
Typically, simulations and observations can be compared via their
and the 3-hour Arome-WMed forecasts. To take the spatial
Contoured Frequency by Altitude Diagram (CFAD, Yuter and
shifts between the observations and simulations into account

Houze 1995) within a given area (see for example Igwthal.
en validating the forward operator, a novel neighbourhood

2012). CFADs represent the distribution of the reflectivity as a
validation method, called the MRC method, was conceived. This

function of the altitude. This is an effective way to obtain a
thod is described in Sectighl In Section4.2, a variational

statistical view of how the ‘model + forward operator’ can capture
thod is applied to estimate the effective shapes that best fit the

cloud vertical structures. If a full 3D structure is observed in a
ervations for the three ice species (graupel, snow and cloud

sufficiently large area, the mismatched structures are more likely

Art

d

ristine ice). Further comparisons are then shown in Seetign
to be captured by the model and expressed in the CFAD. However,

fe

0 assess the vertical consistency of the results.
vertical cloud information is only available along the flight track

P

he Most Resembling Column (MRC) method for the cloud radar RASTA. Therefore, some structures can be

missed in the RASTA observation dataset even though they are

-

1. Description of the method simulated by the model. The Method for Object-Based Diagnostic

] ] Evaluation (MODE, Daviset al. 2006), recently adapted for a
e aim of the MRC method is to help assess the degree of

) ) 3D geometry by Milleret al. (2014), also requires a full 3D
realism of the forward operator and calibrate the properties

) . o ) description of distinct cloud objects in both the observations and
side the operator. Traditional verification metrics that compare

] ) ) ) the simulations, which is not the case with the airborne cloud radar
ulated fields directly at observation points present several

RASTA.

GO

challenges (Eberet al. 2013), especially for high-resolution

A

NWP models. Grid-to-grid comparisons require a perfect matchin our case, each observed vertical profile along the aircraft
between forecasts and observations, which is rarely the case. Suatk should ideally be compared with the most resembling
a comparison would result in a bias, whose origin cannot be fulrtical column simulated in the forecast field. None of the 3D

attributed either to a spatial mismatch or to a lack of realismalidation methods listed above are suitable for that purpose.
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Table 2. Minimum, step and maximum values for the diamé&tetemperaturd” and fraction liquid watef, used to compute the T-matrix lookup tables for
each hydrometeor species.

Type D [mm] T[] Fw [%)]

rain 0.1;0.5;8 -20;1;40 100
cloud liquid water  0.005;0.01;1.5 -30;1;40 100
pristine ice 0.01;0.01;7.0 -70;1;10 O

dry graupel 0.05;0.15;10.0 -70;1;10 O

wet graupel 0.1;0.2;9.5 -10;1;10 0;10;100
snow 0.1;0.05;20 -70;10;1 O

The neighbourhood validation technique developed here sgherical (ie, axis ratie = 1). For raindrops, the axis ratio defined
derived from the one-dimensional (1D) Bayesian retrieval methgdsubsection 3.2 used.
employed in the first step of the 1D+3DVar assimilation processFigure 2highlights the benefit of using the MRC neighbour-

ed to assimilate radar reflectivity in the Arome model (Caumadmbod method described above. Structures are much closer to the

G

al. 2010; Wattrelotet al. 2014). The methodology behindobservations in the retrieved profiles than in the co-located ones.
MRC method is also similar to the Barket al. (2011) For example, at 13 UTC, while there are neither clouds nor

c@nstruction algorithm, in which a 3D cloud scene is constructedecipitation below an altitude of 6 km, the co-located simulated

cl

rom passive satellite imagery and collocated 2D verticgkofiles exhibit cloud structures at those levels. These structures

1

files of cloud properties. For each observed vertical profilese no longer present in the retrieved profiles (bottom panel) at

[

model-equivalent vertical profiles are simulated within a givespproximately 13 UTC. Meanwhile, at 13:25 UTC, the MRC

I

ighbourhood around the observed location. The attenuatimpthod allows for the retrieval of the cloud structures that are
computed by positioning the aircraft at its altitude in alnissing in the co-located profiles.

considered vertical profiles. The simulated column for which the Therefore, using the MRC method, spatial mismatches can

A

standard deviation between the observations and simulation®désovercome. Each observed vertical profile is compared with

nimal is selected to validate and calibrate the forward operattite most resembling simulated vertical profile in a given

d,

imising the standard deviation instead of minimising the Rosieighbourhood. There is only one parameter that needs to be set

ean Square Error (RMSE), which was used in the 1D Bayesianthis method: the size of the neighbourhood area used when

C

rieval of Caumonet al. (2010) and the 3D cloud-constructionsearching for the most resembling simulated vertical profile. This

orithm of Barkeet al.(2011), allows circumventing part of theis addressed in the next section.

!

del and observation biases.
4.1.2. Neighbourhood simulation domain size

P

n illustration of the MRC method is given iRigure 2for a For the sake of simplicity, the neighbourhood simulation domain

¢

ortion of the flight of 29 September 2012. For each observiegddefined by a square centred on the observation point. Because

C

rtical profile along the Falcon 20 track, the most resemblirlge computation time increases with the size of the simulation

ulated vertical profile is chosen in a 160-km-wide squag®main, it is time-expensive to have domain sizes that are too

G

entred on each observation location. Vertical profiles are sholange. Another reason for not having too large a domain is that
every four observation time-steps. The top panel shows tte profiles will become less representative further away, as the

ohservations, the middle panel shows the co-located simulationsteorological environment can change o#et00 km scale. A

A

and the retrieved vertical profiles are shown in the bottom pangénsitivity study was performed to determine the optimal domain
The aircraft's altitude above sea level is indicated by the blasize for the entire period of the study.
line. The single scattering properties are computed using the T-The validation process was performed for all flights for

matrix method and assuming all ice species and cloud liquid waterighbourhoods ranging from 0 km (i.e. co-located with the
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RASTA observations (on the vertical model grid)
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igure 2. Observed vertical profiles along the aircraft track (top panel) during Flight 17 on 29 September 2012. The corresponding co-located simulated profiles are in
middle panel, and the retrieved simulated profiles are in the bottom panel. Time is on the x-axis and altitude is on the y-axis. The aircraft’s altitude above sea level is
indicated by the black line.

8

craft) to 160 km (i.e. a 320-km-wide square). This processdgviation decreases rapidly between 0 km and 150 km and then

repeated for all the observed vertical profiles available during tharts to tend towards a limit valuez(2 dB). With a 160-km-

A

3-hour time window centred on the forecast time. The comparisaide square, the standard deviation is reduced to less than 5%
was done as follows. RASTA reflectivities are discarded betweehits maximum value £ 8.45 dB). In addition, the error bars

m below and 250 m above the aircraft, which correspondsmain approximately constant when the width of the square is

ed.

o the minimal measuring range of the nadir- and zenith-pointit@rger than 160 km. This size is also also reasonable compared to
ennas. The vertical resolution of the model is coarser thigpical scales of mesoscale variability. Therefore, we decided to

vertical resolution of RASTA (60 versus 500 vertical levelsise a 160-km-wide square centred on each observation location

t

erefore, at each altitude level, the closest observation pdiot the rest of the study.

P

itude) is taken for the comparison, so that the RASTA

servations match the vertical model grid. 4.2. Fitting modelled ice hydrometeor axis ratios to

C

measurements
Figure 3shows the standard deviation between the observed

d retrieved vertical profiles as a function of the simulatiom Figure 2 the reflectivity appears to be underestimated by an

main size. The bootstrap confidence intervals were calculatgder of 10 dB in the ice levels (abowe 3.5 km). Such a bias

GC

sing the Bias-Corrected Accelerated Non-Parametric methiaals also been seen in other studies (Hogaal. 2012, Tyynela
a, see Efroret al. (1993) 14.3). This method requires et al. 2011) at the same frequency when Mie theory was used.

set of independent data. Therefore, vertical profiles were orliierefore, it has been suggested that sphericity may not be a

A

sampled every 30 observation time-steps for all flightsefery valid approximation to compute single scattering properties for
9 km). The results show that the standard deviation decreagesically pointing radars.
exponentially with the neighbourhood size. In addition, the error As explained in Sectior8.2 the three ice species can be

bars get smaller when the domain size increases. The standaadielled as oblate spheroids, each of them having their own axis
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1cle

ure 3. Mean standard deviation (dB) between the observed and retrieved vertical profiles as a function of the width of the neighbourhood simulation domain (in km)
all flights during the SOP1. The error bars represent the 90% bias-corrected and accelerated (BCa) bootstrap confidence intervalst(@e&¥X8)n(There are a
total of 3145 vertical columns.)

It

i0. The aim of this section is to estimate the axis ratios that bestt be appropriate because they are all defined differently in the

fit the observations for graupel, snow and pristine ice. Recall tH&E3 microphysical scheme.

A

the raindrop’s axis ratio is defined using the Branelesl. (2002) Therefore, we decided to estimate three different axis ratios
fagrmulation and that cloud liquid droplets are considered to lfer pristine ice ¢;), snow () and graupel ). It is assumed

erical. that wet graupel particles have the same axis ratio as dry

d

) ) ) ) ) graupel particles. For each triplet of axis ratios, simulations were
For ice species, many different values of the axis ratio can be

) ) _performed for all flights during the observing period. To isolate
und in the literature. Hogaet al. (2012) chose an average axis

] ) ) ) spatial location errors, they were compared to the observations
io of 0.6 but pointed out that this value may be influenced by

) ) using the MRC method described in Sectiéri with a 160-
type of cloud and by their past evolution. Korolev and Isaac

] S ) ) ] ) ) km-wide box centred on each observation position along the
studied the distribution of ice particle axis ratios with a set

6 ) o _aircraft track. The optimal triplet of axis ratios was then retrieved
0° aircraft images collected in midlatitude and polar stratiform

. by minimising the standard deviation between observations and
ouds. Depending on the temperature, the average aspect ratio

) ) ] simulations. For each combination of axis ratios, the standard
ice particles was found to range from 0.6 to 0.8. This range

deviation between all observed and simulated vertical columns

Ife

. o

values is also consistent with the study of Garrettal.

) ] ] ] was calculated. The standard deviation reaches its minimum for
015) in which the median measured aspect ratio ranged from

] o an optimum triplet of axis ratios of:
to 0.85 depending on the extent of riming (e.g. aggregates,

CC

moderately rimed and graupel categories). In addition, Matrosov * Craupel axis ratioy = 0.8;

(2015) estimated ice particle axis ratios from Depolarization ° SNOWaxisratios =0.7;

Ratio measurements over mountains of approximatelyt052 * Pristine ice axis ratio; = 1.
depending on the mass—diameter relationship. All these studie$n addition, Figure 4shows the standard deviation (on the y-

suggest that choosing a single axis ratio for all ice species woualkis) between observations and simulations as a function of one
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the three ice species axis ratios (snow axis ratiin Figure4a, By contrast, Figuredc indicates that the optimal value for
graupel axis ratia-g in Figure4b and pristine ice axis ratio; the pristine ice axis ratio; is near 1. Indeed, regardless of
in Figure4c) when the corresponding two other ice species axise values of the graupel and snow axis ratios, the standard
ratios are fixed to a given value. Snow axis ratjois the free deviation decreases with increasing pristine ice axis ratio. This
variable (on the x-axis) in Figuréa, graupel axis ratia-g is the result was unexpected because pristine ice exhibits many different
free variable in Figuréb and pristine ice axis ratig; is the free shapes in nature (Korolev and Isaac 2003), such as rosettes or
variable in Figuredc. For these three Figures, data points are iplate-like shapes (Liu 2008), for which the mean axis ratio is
blue when the corresponding two other ice species are optimerpected to be smaller. To quantify the relative contributions
the axis ratios of, in red when they equal to 1 and in green whehthe three ice species to the minimisatidfigure 5presents
they are low. The bootstrap confidence interval is also shown ftve mean vertical profiles of snow (snowflake markers), graupel
each standard deviation. (circle markers) and pristine ice (square markers) reflectivity over
the columns which have been retrieved via the MRC method when

hese figures demonstrate the sensitivity of the simulations to

o ) ice particles are considered spheroidal with their optimal axis ratio
combination of they, rs andr; properties. Indeed, regardless

values.Figure 5shows that graupel is the ice species that mostly

le

the value of the snow axis ratio in Figure4a, if the pristine
contributes to the minimisation between altitudes of 3 km to 5-

C.

ice and graupel are considered flatteneg=€ 0.5 andr; = 0.4,

) o 6 km. Above an altitude of 6 km, the minimisation is mainly
en data points), the standard deviation is much larger than

. . ] ~dominated by snow. Pristine ice only starts to dominate over snow
en they are considered to be either spherical (red data points)

above an altitude of about 9 km. Therefore, pristine ice is only

{1

rywith their optimal axis ratio values{ = 0.8 andr; = 1, blue

L

) ) ) likely to dominate the radar signal in the upper parts of the clouds,
data points). The same conclusion can be drawn from Figdkes

o ) where the reflectivity is overestimated (d&igure 2for instance),
and 4c where the variation is shown as a function of the graupel

o ) ) ) probably because the microphysical scheme ICE3 produces too
) and pristine ice«;) axis ratios, respectively. Therefore, even

_ o ) ) . _ much pristine ice. So the optimal pristine ice axis ratio is probably
if the reflectivity is underestimated with the spherical assumption,

S ) ) ) _overestimatedr{ = 1 for a spherical particle) so as to give a lower
approximation is still more appropriate than using axis ratios

reflectivity in the upper parts of the clouds.

A

t are too low.

d

c

hen pristine ice and graupel are considered spherical (red c ———
Hints in Figure4a), above (below) a snow axis ratig of 0.6, the 10 : : Z:;)L\:vpel 1
flectivity is underestimated (overestimated), which explains w .
ndard deviation increases when the snow axis ratio devi: g
um this value ofrs. Even though it is slightly less pronouncec % °
en the graupel and pristine ice optimal axis ratio values < 4
uSed ¢4 = 0.8 andr; = 1, blue data points), a minimum standarc
eviation is also obtained for a snow axis raticequal to 0.7. ’ 7
0 00.0 0.‘5 110 1‘.5 2.‘0 2.5
The same behaviour is seen in Figdite where the variation Reflectivity (Mean) [mm6/m3] le-15

hown as a function of the graupel axis ratig)( An optimal ] ] o o
Figure 5. Mean vertical profiles of snow, graupel and pristine ice reflectivity (in

: - 5.m~2) over all the vertical columns which have been retrieved via the MRC
vglue ofrg is reached and the effect is more pronounced Wh%ﬁlhod when when ice particles are considered spheroidal with their optimal

L . . X alues of axis ratiosrg = 0.8, 7s = 0.7, ri = 1). Snow is represented by the
the snow and pristine ice are considered to be spherical (red datlakes, graupel by the circles and pristine ice by the squares.)

points). In addition, when both axis ratios are optimal £ 0.8
andr; = 1, blue data points), the standard deviation is minimal The bootstrap confidence intervals in Figudss 4b and 4c

for a graupel axis ratio equal to 0.8. are sometimes as large as the difference between the standard
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ure 4. Mean standard deviation (on the y-axis) between observations and simulations as a function of one the three ice species:axis Fagjose@da, r, in Figure
ndr; in Figure4c) when the corresponding two other ice species axis ratios are fixed to a given value. Snow axisisatie free variable (on the x-axis) in Figure
graupel is the free variable in Figu#é and pristine ice is the free variable in Figute For these three Figures, data points are in blue when the corresponding two
her ice species are optimum the axis ratios of, in red when they equal to 1 and in green when they are low. The error bars represent the 90% bias-corrected and accelerated
(B€a) bootstrap confidence intervals (see Efbal. 1993).

d Article

fe

iations for two different successive evaluated axis ratios. Thesach more complex because a total of at least six free parameters

e values can be attributed to the wide variety of data collect@duld have to be estimated (one axis ratio plus one dependency

R

STA over all the flights. Applying the method to only ondor each ice species).

flight can lead to a different triplet of axis ratios. For example,

or the IOP6 flight (24 October 2012), the optimum ftriplet of | this study, the retrieved axis ratios for snow and graupel
s ratios was 0.8 for graupel, 0.6 for snow and 1 for pristinge slightly higher than those usually reported. Indeed, Fontaine
- In this specific case, the observed reflectivity exceeded &0y, (2014) found a mean value of approximately 0.6 and the

Z in a vertical layer more than 5-km wide with a model snoyyerva| of values reported by Matrosov (2015) was approximately

e

G

ntent of up to 0.6 g m’. The lower optimum snow axis ratio o 5+ 0.2 depending on the mass—diameter relationship. The axis
obtained in this case can be explained by the largest partilg§os used by Putnaet al. (2017) are closer to our values (0.75
that, therefore, have lower axis ratios (Hogeinal. 2012). To  for snow and graupel); however, they model the oscillations of the
represent this property, a dependence on the reflectivity valuggfticles around the viewing angle. In our study, the oscillations
the hydrometeor content could be taken into account to determi}@ not modelled: however, they are implicitly taken into account

the optimum axis ratios. However, the retrieval would becomgs mean axis ratio values that are higher than the real ones.
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On average, using the retrieved optimum triplet of axis rati@pproximately 3 km, most of the reflectivity lies betweemo
enhances the simulated reflectivity. This is demonstrated dBZ and 10 dBZ in both the observations (Fig88@ and the
Figures 6 and 7 in which time—height cross sections of thesimulations (Figure8b and 8c). Above the bright band~ 3.5
reflectivity are shown for RASTA observations (top panelkm), the reflectivity is primarily distributed near 10 dBZ in the
spherical simulations (middle panel) and spheroidal simulatioobservations, near 8 dBZ in the simulations when all ice species
(bottom panel) using the optimal values of the axis ratios. Tlage considered spherical and near 10 dBZ when their effective
IOP6 flight (9 September 2012) is presentedrigure 6 and the axis ratios are optimum. Therefore, even though there is a bias
IOP16 flight (26 October 2012) is presentedrigure 7 In these in the upper ice levels, the structures are close to each other in
two cases, the vertical profiles of the reflectivity are closer twoth the observations and the simulations. This good agreement is
the observations when snow and graupel are simulated as obtate to the MRC method, in which each observed vertical profile
spheroids when their effective axis ratios are optimum (bottoism compared to the most resembling simulated one within the

nel). Similar results are obtained for all flights during theimulation domain.

-

serving period; for all cases, itis found that there is much betterrhe CFADs are closer to the observations when the ice species

]

agreement between the observations and simulations when ghe modelled with their optimal axis ratio values (Fig8t than

optimum effective axis ratios are chosen in the forward operaighen they are assumed to be spherical (Figue First, the

¢

to,compute the single scattering properties. distribution of the reflectivity as a function of altitude has a more

1

continuous shape from the liquid water levels (belevB.5 km)

[

Model-Observation comparison
to the ice levels (above 3.5 km). Second, with the optimal axis

I

nithis section, vertical profiles of the reflectivity simulated withiatio values, most of the data are distributed around a value of
optimum triplet of axis ratios are compared with those &-10 dBZ in the ice levels (above 3.5 km), which is nearly

the observations. To take into account spatial location errors, the same as in the observations. By contrast, with the spherical

A

MRC method is used and observations are compared to the nagproximation, the data are mostly distributed around 7-8 dBZ at
embling simulated column found within a 160-km-wide bothese levels.
tred on each observation location. This comparison demonstrates more realistic structures when

the optimum triplet of axis ratios is used in the cloud radar
1. Contoured Frequency by Altitude Diagram (CFAD)

cd

forward operator to compute the model-equivalent profiles of the

[

ntoured Frequency by Altitude Diagrams (CFADs, Yuter ari@flectivity. Compared to the observations, the bright band is still

uze 1995) are shown for the observations (Fiaeand for overestimated. This can be attributed to the overly simplified

§

flectivity either simulated using the spherical assumpti@gsumptions in the modelling of the bright band in the forward
gure 8¢) or using the optimum triplet of axis ratios (Figureoperator and in the microphysical scheme.

. The CFADs were computed in bins of 1 dBZ for the

lectivity and 500 m for the altitude. The number of points i 3 5 Mean vertical profiles

ch reflectivity bin at each altitude level is represented by colour

(CC

ades. Figure 9 shows vertical profiles of the bias (left panel) and
For each observed vertical profile, the most resembling colurtite standard deviation (right panel) between the simulations and

is pot necessarily the same when the MRC method is applied to tieservations for all flights. Simulations were carried out on all

A

spheroidal simulations or to the spherical simulations. In all caséights every four time-steps~( 1.2 km), resulting in a total of
the best profiles (i.e. the most resembling profiles) are selected23,539 vertical columns. The curves are depicted in green when
In general, the CFADs indicate that the model and observatithre three ice species have small axis ratigs£ 0.5, rs = 0.4 and

distributions have similar structures. Indeed, below an altitude gf= 0.4), in red when the three are spherical and in blue when
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Observations (on the vertical model grid)
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ure 6. Time—height cross section during IOP6 (24 September 2012). RASTA observations are represented in the top panel, spherical simulations in the middle panel
d spheroidal{;, = 0.8, r, = 0.7 andr; = 1) simulations in the bottom panel. Altitude (in km) is on the y-axis and time (in UTC) is on the x-axis. The aircraft's
itude above sea level is represented by the blue line.
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Observations (on the vertical model grid)

Figure 7. Same as$-igure 6for IOP16 (26 October 2012).
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they all have their optimal axis ratio values, (= 0.8, rs = 0.7 The vertical profile of the biasF{gure 9 left panel) exhibits
andr; = 1). a negative bias when the ice particles are spherical (red curve);

this is reduced when the ice particles have smaller axis ratios
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optimal triplet of axis ratiosr¢ = 0.8, 7 = 0.7 andr; = 1) and (b) when ice particles are considered sphericakt 1, r, = 1 andr; = 1)

@ure 8. Cumulated distribution of the (b, ¢) simulated and (a) observed reflectivity as a function of altitude. Simulations were carried out on all flights every 6 s (a) with

ueen and blue curves). This is consistent with the tenderttypugh there are primarily raindrops and cloud liquid droplets at

smaller axis ratios to increase the reflectivity for verticallthese altitude levels. In all the simulations, raindrops are defined as

Hinting radars. This underestimation of the mean reflectivigblate spheroids, with axis ratios defined in EquatddBrandes

A

en particles are considered spherical corroborates the previetual.(2002) formulation), and cloud liquid droplets are considered
for the time—vertical cross sections of the reflectivitp be spherical. Therefore, the differences between the curves are
@gure 6andFigure 7 and the CFADsKigure 3. attributed to the fact that changes in the ice particle shapes also

In addition, the vertical profile of the standard deviatioaffect the extinction coefficient in the ice levels and, therefore, the

C

gure 9 right panel) show that the simulations performed witkntirety of the vertical profiles of the reflectivity.

the optimum triplet of axis ratios are the best at each altitude
In Figure 9RASTA values at the noise level are also included in

*

om 3.5 km to 12 km. Indeed, the standard deviation is quite

the calculation, which explains why we only have a bias of about
ge for the spherical triplet of axis ratios. The standard deviation

1 dB with the spherical simulations.
decreases when the snow and graupel axis ratios decrease towards
their optimum values of 0.7 and 0.8, respectively. Finally, when When the radar reflectivity is only dominated by pristine ice in
all axis ratios decrease towards smaller values (green cuntég upper part of the clouds (above an altitude-afO km), even
the standard deviation increases again. Below an altitude tbbugh when the smallest pristine ice axis ratio is used-{ie; 1)

approximately 3.5 km, the curves are slightly different evethe reflectivity is overestimated. This indicates other biases in the
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ure 9. Vertical profiles of the bias and the standard deviation (from left to right) between the simulations and observations for all flights during the observing period
= 23, 539). Simulations were carried out with the optimal triplet of axis ratiog € 0.8, rs = 0.7 andr; = 1, blue curve), with small axis ratios-{ = 0.5,
r4— 0.4 andr; = 0.4, green curve) and with all ice species considered spherical (red curve).

I

3 microphysical scheme which tends to produce too muoéflectivity at each range gate from the radar and accounts for

pristine ice. hydrometeors and water vapour attenuation.

ote that there is a clear benefit of using the triplet of axis ) ) )
The forward operator is consistent with the ICE3 one-moment

ios that have been retrieved globally by minimising the standard ) ] ]
microphysical scheme used in Arome. The T-matrix method

viation. Indeed, the simulations carried out with the retrieved . ] )
is employed to compute the single scattering properties. The

iplet of axis ratios Figure 9 blue curve) have a smaller standard ] o )
| g effective shape of the particle is either approximated by a sphere
viation at each altitude level than the simulations carried out

or by an oblate spheroid defined by its axis ratio.
h either smaller axis ratiosF{gure 9 green curve) or a
spherical shapeFfjgure 9 red curve). In addition, there is a The forward operator was validated using data collected in
@uction in the bias in the ice levels (from 3.5 km to 12 km). diverse conditions by the airborne cloud radar RASTA during
a two-month period over a region of the Mediterranean. To

Discussion and Conclusions disentangle spatial location errors in the model from errors in

c ! the forward operator, a novel neighbourhood validation method,
is paper describes a reflectivity forward operator that w#se Most Resembling Column (MRC) method, was designed to
veloped for the validation and the assimilation of cloud radealidate and calibrate the operator. This method allows us to

data into Arome-class high-resolution NWP models. It wasompare each observed vertical profile with the most resembling
designed in particular for vertically pointing W-band radars. Tr@mulated profile in a given neighbourhood. A 160-km-wide

forward operator takes as input the hydrometeor contents (rasguare simulation domain centred on the observation location was
cloud liquid droplet, pristine ice, graupel and snow), relativehown to be sufficient to reduce the effects of spatial mismatches.

humidity, pressure and temperature. It returns the simulat€dis new method can be used for any forward operator designed
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for instruments measuring the vertical distribution of clouds and Prior studies pointed out that spheroids are not an ideal model
precipitation (aboard spacecraft or ground-based). for snowflakes (Steiret al. 2015; Tyynelaet al. 2011). As an

) ] _ alternative, more complex methods, such as the DDA, can be
The MRC method was then applied to retrieve the optimal

) ) ) ) ) used to account for non-sphericity (see for example Di Michele
effective shapes (i.e. the mean axis ratios) of the predicted graupel,

o o ~ et al. 2012, Iguchiet al. 2012). However, this study shows that
snow and pristine ice, by minimising the standard deviation

) ) ) treating ice particles as oblate spheroids leads to good agreement
between observations and simulations. Even though clouds do not

) o ) o ) between observations and model simulations when the axis ratios
contain a significant quantity of spherical ice particles (Korolev

o o are properly specified. The same conclusion as stated by Hogan
and Isaac 2003), the results indicate that pristine ice can be

) o ) et al. (2012) can be drawn: choosing a mean axis ratio to model
approximated by a sphere. This discrepancy can be explained by a

o ) ) ] an effective shape is an efficient and convenient approximation at
bias in the ICE3 microphysical scheme which tends to produce too

o o this frequency for nadir/zenith-pointing radars.
much pristine ice. Therefore, to compensate this bias, the best fit

. . . . The reflectivity forward operator developed here can be used
s ratio is the one which gives the lowest reflectivity tig= 1 y P P

. . . . . ﬁs a validation tool, for example to assess the benefits of a two-
ﬂour case). This spherical retrieval would not necessarily be the

Ioment microphysical scheme over a one-moment microphysical

scheme. This will be possible in the near future because a new

. L . .m
me if the amount of pristine ice produced by the microphysica
Gneme were more realistic. The optimum mean axis ratio IS

. . . - i hysical sch LIMA, ital. 201
o Mprommately 0.8 for graupel and 0.7 for snow. S|mulat|or;[¥v0 moment microphysical scheme ( see \éeal. 2016)

. . . . . is being implemented in Arome. This forward operator is also
ried out with these optimal values were improved for all ice

. .. thefi h imilati f W- i
leyels (from 3.5 km to 12 km). The spherical approxmaﬂo% e first step towards the assimilation o band radar data into

. . . L. kilometre-scale NWP models. Currently, this type of data is not
leads to an underestimation of the simulated reflectivity by an y P

. . . ., assimilated in these models.
order of approximately 10 dB. Conversely, if the ice particles

It

A

too flattened (i.e. having plate-like shapes), the reflectivity is
overestimated. Therefore, the axis ratios should be chosen toffs&nowledgement

se to their optimal values to obtain good agreement between

. . . This work is a contribution to the HyMeX program supported
servations and simulations.
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