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A B S T R A C T

We describe and document the physics packages in the legacy NASA/Ames Mars Global Climate Model, present
simulations of the seasonal water cycle and how it compares with observations, assess the role of radiatively
active clouds on the water cycle and planetary eddies, and discuss the strengths and weakness of the model and
the implication for future efforts. The physics packages we describe include the treatment of surface properties,
the ground temperature model, planetary boundary layer scheme, sublimation physics, cloud microphysics, the
use of a moment method for tracer transport, a semi-interactive dust tracking scheme, and a two-stream ra-
diative transfer code based on correlated-k's. With virtually no tuning of the water cycle and assuming the north
polar residual water ice cap is the only source of water we find the model gives a reasonably good simulation of
the present seasonal water cycle. No persistent clouds form over the residual cap, seasonal variations in column
vapor abundances are similar to those observed, the aphelion cloud belt has about the right opacity, and surface
and air temperatures are in reasonably good agreement with observations. The radiative effect of clouds does not
significantly alter the seasonal and spatial variation of the moisture fields, though the clouds are thicker and the
atmosphere somewhat wetter. As others have found cloud radiative forcing amplifies the mean meridional
circulation, transient baroclinic eddies, and global thermal tides. However, it also changes the characteristics of
forced stationary waves in ways that are not straightforward to understand. The main weakness of the model, we
believe, is sluggish vertical mixing. Water is not transported high enough in the model and as a consequence the
water cycle is too dry, the aphelion cloud belt is too low, and the mean meridional circulation is too shallow.
These, we feel, could be remedied by some combination of non-local mixing, deep mountain-induced circula-
tions, better horizontal and vertical resolution, and/or gravity wave drag. Efforts are now underway to study
these issues as we are transitioning away from our legacy code to one with a more modern dynamical core.

1. Introduction

The main goal of this paper is to document the status of the NASA/
Ames Legacy Mars Global Climate Model (GCM)present and interpret
selected results from it, and provide a reference for future investigations
using it and/or its physics packages. The legacy code is supported by
the Mars Climate Modeling Center at NASA's Ames Research Center. As
we are transitioning away from the legacy code to a variety of more
modern cores having greater speed and better conservation properties,

our focus here is on a description of the physics packages it has and the
results they produce. These packages are being modularized for in-
corporation into the newer cores and will eventually be made available
to the general public. It is timely therefore to document these algo-
rithms and discuss how well they capture the present climate system.
The physics packages of greatest interest are those that relate to the

water cycle. The water cycle is a fundamental component of the present
climate system and modeling it requires algorithms that simulate the
exchange of water between the surface and atmosphere, transport
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around the planet, the microphysics of cloud formation and dissipation,
and the radiative effects of clouds on diabatic heating rates. Interaction
with airborne dust, a critical thermal drive for the global circulation
and a source of ice nuclei (IN), and the seasonal growth and retreat of
the CO2 polar caps must also be included.
During the past decade we put considerable effort to developing,

testing, analyzing, and improving the algorithms that simulate these
processes. We now have high confidence in their robustness and a good
understanding of how they work. This is not to say that the model is bug
free, that the physics it includes is correct and complete, or that we fully
understand everything it produces; models and their developers never
achieve such lofty goals. They only strive for them. Instead, it is to say
that we are ready to describe what we have and explain why we think it
produces what it does.
In writing this paper two philosophical principles guide us. First,

while other groups have developed GCMs to simulate the Martian water
cycle (e.g., Richardson and Wilson, 2002; Montmessin et al., 2004;
Madeleine et al., 2012; Urata and Toon, 2013; Navarro et al., 2014;
Steele et al., 2014; Lee et al., 2018; Daerden et al., 2018; Neary and
Daerden, 2018; Smith et al., 2018; Musiolik et al., 2018) the level of
detail provided for documentation varies widely from group to group
creating uncertainty when making comparisons or assessing physical
processes. In this paper we fully document our model in order to clearly
communicate what we have and to lay the foundation for under-
standing why it produces what it does. Mars GCMs have become quite
sophisticated over the years yet many of the details of their physics
packages remain inadequately described. Second, we make no attempt
to tune the water cycle in the model. Instead we take care to be sure the
model is forced properly and then seek to understand how well it si-
mulates the water cycle with what we consider to be state-of-the-art
algorithms. We make no ad-hoc assumptions about cloud particle sizes
or surface properties, for example, in order to improve the simulations.
Thus, we state our assumptions and parameter choices then show the
model results discussing its strengths and weaknesses. Where it suc-
ceeds we highlight the reason; where it doesn't we assess the problem.
Our intent with this full disclosure approach is to lay the groundwork
for future improvements based on sound physical principles.
Our criterion for a successful water cycle simulation is to achieve an

annually-equilibrated state with a cloud free atmosphere over the North
Polar Residual Cap (NPRC) during summer, a decent aphelion cloud
belt (ACB), reasonably good vapor and cloud column abundances, and
the right surface and air temperatures. The reason for these choices is
that they are well observed first-order characteristics of the water cycle
that any model should reproduce. The observations by which we judge
the model come primarily from the Thermal Emission Spectrometer
(TES) on Mars Global Surveyor, and the Mars Climate Sounder (MCS),
Compact Reconnaissance Imaging Spectrometer for Mars (CRISM), and
Mars Color Imager (MARCI) on Mars Reconnaissance Orbiter. While the
path to achieving a good comparison with these data sets comes mainly
from the algorithms and physics described below, we also found that
time splitting cloud microphysical processes, implementing a quasi-in-
teractive dust vertical distribution scheme, and using a self-consistent
VIS/IR dust opacity ratio were crucial to meeting the success criterion
mentioned above.
After describing the model and its physics packages in Section 2 we

show how it compares with observations in Section 3 and then assess
the role of cloud radiative effects in Section 4. As previous groups have
shown, the radiative effects of clouds are significant and cannot be
ignored as they have a major impact on the thermal structure of the
atmosphere and the mean meridional circulation in particular (e.g.,
Wilson et al., 2008; Madeleine et al., 2012; Navarro et al., 2014; Kahre
et al., 2015). The global thermal tides (Hinson and Wilson, 2004;
Kleinböhl et al., 2013; Wilson et al., 2014; Wilson and Guzewich, 2014)
and transient baroclinic eddies (Wilson, 2011; Mulholland et al., 2016;
Pottier et al., 2017) are also affected by radiatively active clouds and we
assess their effect on these components of the global circulation as well.

We take this work a step further and also examine the role of cloud
forcing on forced stationary waves, which have not received much at-
tention in the literature. In Section 5 we discuss some weaknesses of the
model: overall the simulated water cycle is too dry, the ACB is too low,
and high-altitude polar winter clouds too thin. We argue that these
deficiencies are related to weak vertical transport, a common theme
that emerges from these discussions. And finally, in Section 6, we
summarize our efforts and make some concluding remarks about future
efforts.

2. Model description

2.1. Overview

We refer to the model described here as version GCM_2.3. This
version uses the latitude/longitude “C” grid dynamical core developed
at Goddard Space Flight Center (Suarez and Takacs, 1995). As men-
tioned in the Introduction we are transitioning to more modern cores.
For this paper, however, we use our legacy core to provide a benchmark
for comparison. The transport scheme that came with this core was
inaccurate and highly diffusive. We therefore replaced it with a Van
Leer scheme to mitigate those deficiencies, as well as to minimize the
prediction of negative mixing ratios, and allow for the zonal advection
of tracers across more than one grid box in a given time step. In the
simulations presented here, we run at 5° latitude by 6° longitude with
24 vertical layers whose thickness increases from ~ 10m at the lowest
layer, to ~5 km at the model top (8× 10−6 Pa, or ~90 km).
The model transports a radiatively active dust particle size dis-

tribution but we constrain the predicted fields to reproduce observed
opacities. At the surface we run with Mars Orbiter Laser Altimeter
(MOLA) topography (Smith et al., 1999) and Oregon State University
(OSU) soil properties (Tyler and Barnes, 2014) smoothed to the grid
resolution. At high latitudes we include the effects of subsurface water
ice on ground conduction by having a soil component overlie a pure
water ice component in our subsurface module. The depth to the ice in
each hemisphere is chosen to produce a good fit to the Viking Landers
surface pressure data (Haberle et al., 2008). Gravity wave forcing is
ignored in this version of the model.
For the water cycle, we assume that the surface deposits of water ice

in the NPRC are the only source of atmospheric water. Hence, for now
we neglect a possible adsorbing regolith. The distribution of ice is de-
termined by the value of the grid-box averaged thermal inertia. We
ignore the permanent CO2 ice South Polar Residual Cap (SPRC) and
thus have no permanent sinks for water. A standard stability dependent
turbulent parameterization determines the flux of water off the NPRC
where it is vertically mixed into the atmosphere by our level-2
boundary layer scheme and transported by model resolved winds.
Water vapor nucleates onto the transported dust particles, then grows
and settles using algorithms in our cloud microphysics package. The
clouds are radiatively active with optical properties dependent on
predicted sizes and dust content.

2.2. Surface properties

The albedo, thermal inertia, and topography that serve as the
model's lower boundary condition are shown in Fig. 2.1. The albedo
and thermal inertia data are taken from Putzig and Mellon (2007) with
modifications to the north polar region poleward of 60°N by the OSU
Mesoscale Modeling group. As described in Tyler and Barnes (2014),
these modifications tune the albedo, thermal inertia, and deep soil
temperatures to give a good match to surface temperatures. However,
we note that our soil model, described below, does not tune deep soil
temperatures so that further adjustments are needed. We discuss this in
the next section. The topography in the model is based on the 1/16th
degree MOLA data (Smith et al., 1999) averaged to our 5°× 6° grid and
then applying a 9-point weighted smoother.
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As the NPRC is the only source of water in the model, we assume
somewhat arbitrarily that ice is present in this region where the thermal
inertia in the OSU maps exceeds 550 SI units. We choose thermal inertia
as a proxy for ice because it represents properties averaged over a
deeper layer than the albedo, and because dark regions can also be icy.
Nevertheless, there is a good correlation between albedo and thermal
inertia. The resulting boundaries are shown in Fig. 2.2. Between 82.5°N
and 87.5°N ice is present at all longitudes with this prescription, while
between 77.5°N and 82.5°N it exists only between −30° and +75°
longitudes. In the 75°N band it is an outlier mainly in the +130° to
+180° longitude sector. The total area of ice using this prescription is
1.03×1012 m2. This is comparable to the area estimated by Navarro

et al. (2014) using temperature as a proxy for ice. While this is about
37% less than that for uniform coverage poleward of 80°N, an as-
sumption often used in early modeling efforts (e.g., Haberle and
Jakosky, 1990; Richardson and Wilson, 2002), the water cycle does not
dry out proportionately because the outliers at 75°N are warmer and
sublimate more water vapor which offsets the size effect. Outside the
NPRC we do not account for the radiative effects of transient surface
ice. This would require making an assumption about the dependence of
albedo on ice thickness, which is complicated due to the wide variation
of rock abundances and surface properties. For simplicity, therefore, we
use the bare ground albedo regardless of the presence or absence of
surface ice.

Fig. 2.1. Model surface boundary conditions: albedo (top), thermal inertia (middle), and topography (bottom). Thermal inertia units are SI: J m−2 K−1 s-1/2.
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In the present version of the model we do not include the cold
trapping effect of the SPRC. The SPRC is mainly frozen CO2 such that
any water vapor brought into contact with it will be permanently re-
moved from the system. However, the magnitude of this sink is small
compared to the supply from the NPRC and thus it has little effect on
the global water cycle (see Montmessin et al., 2017 and references
therein). Since we do not model this permanent sink, and since surface
ice does not build up anywhere outside the NPRC, our equilibrated
water cycle should be closed. Water lost from the NPRC during summer

should be returned during winter. In practice, however, water is not
precisely conserved in the model as there is a small net loss that
amounts to about 1–2% per Mars year. We believe this loss is due to
many factors (e.g., time differencing, smoothing, using separate time-
scales for dynamics and physics updates, etc.) but it is small enough not
to affect our conclusions about the physical processes we've im-
plemented in the model.

2.3. Ground temperature model

Temperatures within the ground are calculated by solving a gen-
eralized heat conduction equation with net surface energy fluxes for the
top boundary condition and zero heat flux for the bottom boundary
condition. The surface heat balance, which consists of radiative and
convective fluxes, is satisfied using a Newton-Raphson iterative scheme
to converge on a self-consistent solution for surface temperatures.
Ground properties – density, heat capacity, and thermal conductivity –
are allowed to vary with depth. The conduction equation is solved
numerically using simple forward in time and centered in space finite
differences. We presently run with 40 layers of variable thickness with
the top layer thickness equal to ¼ of the diurnal skin depth and sub-
sequent layers increasing in thickness by a factor of 1.2. Nominally, we
take the diurnal skin depth to be 6 cm, which corresponds to a surface
thermal inertia of 336 SI units, typical of Martian soils.
At the beginning of each run, we set temperatures within the ground

to the annually averaged surface temperature of a run from an earlier
version of the model. In practice, this introduces errors in the con-
duction term since the surface heat balance of the present run is not the
same as the earlier run. However, since we run for many Mars years the
error in surface temperatures due to deep soil conduction errors are
small since the profiles down to an annual skin depth have had enough
time to approach equilibrium.
There are two basic components of our ground temperature model:

soil and ice. In each hemisphere ice is close to the surface at high la-
titudes and has a significant effect on heat conduction (e.g., Haberle
et al., 2008). In the model, poleward of a longitudinally dependent
specified latitude we assume ice is present in the ground below a depth
of 5.45 cm in the northern hemisphere and 8.05 cm in the southern
hemisphere. The longitudinally dependent latitude is based on Odys-
sey's Gamma Ray Spectroscopy observations of ground ice (Boynton
et al., 2002; Feldman et al., 2004; Prettyman et al., 2004) and averages
about 55° in each hemisphere. We assume that the ice in the southern
hemisphere has a thermal conductivity representative of pure ice, while
we arbitrarily lowered the conductivity of ice in the northern hemi-
sphere to obtain a good match with observed surface temperatures in
the NPRC region. Overlying the ice in both hemispheres is soil having
the thermal inertia shown in Fig. 2.1. The properties of these compo-
nents are listed in Table 2.1. The motivation for this two-component
approach is to run with reasonable CO2 ice emissivities, which would
otherwise need to be lowered to unrealistic values to match to CO2
cycle (see Haberle et al., 2008 for details).

2.4. PBL scheme

Our planetary boundary layer scheme (PBL) is based on the level 2

Fig. 2.2. Model albedo (top) and thermal inertia (bottom) of the NPRC region.
Outlined grid boxes denote regions where the thermal inertia is above 550 SI
units. These regions are sources for water in the model.

Table 2.1
Soil and ice properties in the ground temperature model.

Density (kgm−3) Specific heat (J kg−1 K−1) Thermal conductivity (Wm−1 K−1) Thermal inertia SI

Soil 1500 627.9 Variablea Variableb

SH Ice 1782 1404 2.00 2237
NH Ice 1782 1404 0.48 1100

a Calculated from thermal inertia in Fig. 2.1 using specified soil density and specific heat.
b Based on Fig. 2.1.
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hierarchy of the Mellor and Yamada (1982) classification. We refer the
reader to Haberle et al. (1993a) for its adaptation to Mars and to
Haberle et al. (1999) for its implementation into the GCM. Briefly,
turbulent mixing within the PBL takes place by diffusion with the dif-
fusion coefficients dependent on the local bulk Richardson number.
These coefficients are based on mixing length theory with stability
functions taken from Arya (2001). Surface heat and momentum fluxes
are parameterized from Monin-Obhukov similarity theory with the drag
coefficients also dependent on the Richardson number using the for-
mulations described in Savijärvi (1995) and Hourdin et al. (1995). For
numerical stability we smooth the wind shear for the Richardson
number calculation over a 3–6 h time scale. Because the scheme is
diffusive, static instabilities can still develop in the presence of strong
radiative forcing such as occurs during the day in tropical locations.
While the model can run in such cases, for this work we perform a
convective adjustment when the atmosphere is unstable to prevent
unstable temperature profiles.

2.5. Sublimation physics

Surface ice deposits, both seasonal and permanent, are the only non-
atmospheric reservoirs of water considered in the model at this time.
Although the presence of an adsorbing regolith (Böttger et al., 2005)
and hydrated surface materials (Martin-Torres et al., 2015) are re-
servoirs that could be exchanging water with the atmosphere on diurnal
and seasonal time scales, we ignore their potential contributions in this
work.
There are many prescriptions for calculating sublimation from sur-

face ice deposits in the literature, but no clear indication of which ap-
proach is best. For Mars, the situation is further complicated by the fact
that water vapor can significantly alter the air density and create a
buoyancy driven flux that does not rely on mechanically or thermally
driven turbulence (e.g., Ingersoll, 1970; Hecht, 2002). To keep things
simple, we use a standard bulk transfer equation such as that described
by Brutsaert (1982). Specifically,

=E u c q q( )dh sat (1)

where E is the upward sublimation flux, ρ is the air density, u⁎ is the
friction velocity, cdh is a drag coefficient defined as.

= ( )c F k( )
ln

dh h z
z

1/2

0 (2)

q is the water vapor mass mixing ratio, and qsat is the saturation mass
mixing ratio. Fh is a bulk Richardson Number (Rib) dependent coeffi-
cient = Rib(1 64 )1

2, k is von Karman's constant (0.4), and z and zo are
the height of the midpoint of the first layer (~5m), and roughness
length respectively. Sensitivity studies with the model showed a weak
dependence of friction velocities on surface roughness so for ice-free
surfaces we adopt a constant value of zo= 1 cm. For ice-covered sur-
faces (both CO2 or water) we assume a smoother surface and use
zo= 0.01 cm. However, for sublimation this is clearly an over-
simplification that needs more careful consideration in the future. The
density, friction velocity, and water vapor mixing ratio are evaluated
from variables predicted at the midpoint of the lowest layer, while the
saturation mixing ratio is evaluated using the predicted surface tem-
perature. Note that the use of Eq. (1) allows for both upward and
downward fluxes.
The potential sublimation rate as a function of surface temperature

for conditions typical of the NPRC based on our bulk transfer approach
is shown in Fig. 2.3. For the range of surface temperatures expected for
the NPRC (~200–250 K) during the peak sublimation season (Ls ~120°)
the maximum sublimation rate varies between near zero and
700 μm sol-1. The dependence on surface temperature is highly non-
linear in this regime, which emphasizes the importance of accurate si-
mulations of surface temperature. However, since we do not include

sublimation by buoyancy-driven free convection, we may be under-
estimating the sublimation flux. Several previous studies have included
both buoyancy-driven free convection and forced convection in calcu-
lating the sublimation flux (e.g., Haberle and Jakosky, 1990; Williams
et al., 2008; Dundas and Byrne, 2010). This is a source of uncertainty in
our simulations.

2.6. Cloud microphysics

The cloud microphysics scheme includes the processes of nuclea-
tion, growth, and gravitational settling of water ice particles. Discussion
of these processes for Mars, and expressions used to calculate them are
given in Michelangeli et al. (1993), Colaprete et al. (1999), Montmessin
et al. (2002, 2004), Määttänen et al. (2005), and Jacobson (2005).

2.6.1. Nucleation
Nucleation is the process where water vapor molecules first cluster

into an icy nucleus. When that nucleus reaches a critical size, further
growth reduces the free energy of the system thereby enabling con-
tinued growth by condensation. This can occur homogeneously (the
molecules cluster among themselves), or heterogeneously (they form on
insoluble IN). Considering the relative inefficiency of homogeneous
nucleation (a saturation ratio> 1000 is required to initiate it, see
Montmessin et al., 2002; Määttänen et al., 2005), we only consider
heterogeneous nucleation as dust particles in the Martian atmosphere
should provide an ample supply of IN. This assumption is supported by
laboratory experiments on Martian dust analogs, which indicate a good
compatibility of dust for hosting water IN (Iraci et al., 2010).
The nucleation rate, i.e. the number of particles reaching the critical

size for growth per unit time, is a complicated function of the IN radius
a, temperature T, contact angle m, and the number density of water
molecules nH2O. It is given by.

= ( )n a R m S
ZkTr n a

F m n m
F

kT
( , , , )

4 ( )

,
expH O

a
r us

2 2

0

2

(3)

where Z is the Zeldovitch factor, k is the Boltzman constant, r∗ is the
critical germ radius, nH2O is the number of water molecules per unit
volume, F is a function of the contact angle and ratio of a/r∗, and nus and
m0 are the jump frequency and weight of a water molecule, respec-
tively. The change in free energy, δF, includes the molecular desorption
energy and the molecular energy of surface diffusion. (See Montmessin
et al. (2002), Pruppacher and Klett (1997), Keesee (1989), and Zent and
Quinn (1997), and Seki and Hasegawa (1983) for details.)

Fig. 2.3. Temperature dependence of the sublimation rate (μm sol−1) for sev-
eral relative humidities (RH).
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Nucleation does not begin until the atmosphere is saturated with
respect to ice, i.e., until the super saturation S= s−1 exceeds a critical
value Scrit, where s= e/es with e being the vapor pressure and es being
the saturation vapor pressure at temperature T. Typically, Scrit ~ 1 in
the case of an infinite flat substrate. However, the finite and usually
spherical shape of dust particles induces a curvature effect (also known
as the Kelvin effect) that adds a surface tension energy barrier to nu-
cleation. Typically, dust particles with radii smaller than 0.01–0.1 μm
are unable to overcome the curvature effect, making nucleation as
difficult as in the homogeneous case. In our simulations, we allow the
model to self-consistently determine the dust particle (IN) sizes, air
temperature, and the number density of water molecules, but we spe-
cify the contact angle to be constant and fixed at 0.975, which is the
value estimated by Michelangeli et al. (1993) for pre-activated dust
particles (i.e., those that have previously had ice formed on them).
Although there is some indication from laboratory work that the con-
tact angle is temperature dependent (Iraci et al., 2010), we did not
obtain good results with a temperature dependent contact angle so we
leave it as a constant in this work.
The nucleation rate is very sensitive to many of the dependent

variables. The sensitivity to temperature, for example, is shown in
Fig. 2.4. In this example, the nucleation rates are integrated over a log-
normal particle size distribution with an effective radius and variance
of 1.5 μm and 0.1, respectively. As Fig. 2.4 clearly illustrates, nucleation
rates change by orders of magnitude for small changes in temperature
and super saturation. At 180 K, a typical temperature in the ACB, nu-
cleation rates increase by almost six orders of magnitude for super sa-
turations ranging from 1.16 to 1.2 and by five orders of magnitude for a
10 K increase in temperature at a super saturation of 1.16. The hy-
persensitivity of nucleation rates and the very short time scales (sec-
onds) they operate on pose a significant challenge for models, which we
discuss later in Section 2.11.

2.6.2. Growth
Once particles are nucleated, growth occurs by molecular and

thermal diffusion of water vapor through a background CO2 gas. We
neglect coagulation as the cloud particle concentrations we predict are
too small for this to be important. We also neglect the surface kinetics
effect whereby vapor molecules diffuse across the crystal surface before
reaching a stable site (MacKenzie and Haynes, 1992). Experimental
data for this mechanism are lacking for Mars environmental conditions,
though we recognize that this could be important effect. The growth
rate of an ice crystal of radius r is thus given by

=
+

r dr
dt

s s
R R

eq

d h (4)

where seq is the equilibrium saturation ratio accounting for the curva-
ture (Kelvin) effect,

=s
m

kT r
exp

2
eq

vi H O

i

2

(5)

and Rd and Rh are “resistances” given by

=R
kT

D m e T( )d
i

H O s2 (6)

=R
L
KT

L m
kT

1h
i i i H O2

(7)

In these equations, σvi = 0.001(141.0–0.15 T) is the temperature-
dependent surface tension of the ice/vapor interface, ρi is the density of
ice, D' is a corrected diffusion coefficient, mH2O is the molecular weight
of a water molecule, es(T) is the saturation vapor pressure at tempera-
ture T, Li is the latent heat of sublimation (vapor to ice), and K is the
thermal conductivity of air (CO2 gas).
The flux of water vapor to ice crystals depends on the nature of the

flow, which can be characterized in terms of the Knudsen number, Kn

(the ratio of the mean free path to crystal size). In the continuum re-
gime, Kn < 1, the flow is diffusive; in the kinetic regime, Kn > 1,
molecules follow ballistic trajectories. For Mars, both regimes exist with
the kinetic regime dominating at higher altitudes. To account for these
differences we modify the molecular diffusion coefficient.
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by dividing it by a factor (1+ λKn) where

=
+

+1
K

K
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n

n (9)

In Eq. (8) p is pressure, na is Avogadro's number, and rCO2 and rH2O
are the radii of a CO2 and water molecule, respectively. Hence, D' in Eq.
(6) is =D/(1+ λKn).
Growth rates are most sensitive to temperature and we show this

sensitivity in Fig. 2.5 for a 1.5 μm particle at 100 Pa, a typical altitude in
the ACB. For all temperatures the greatest sensitivity is at low super

Fig. 2.4. Nucleation rate (number of particles per second) for 1 μm particles as a function of saturation ratio for several different temperatures.
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saturations (< 1.05). A 10 K temperature change either way at 180 K
changes the growth rate by about an order of magnitude. In this ex-
ample, a 1.5 μm droplet would double its size in about 25min at 180 K
and 1.1 super saturation.

2.6.3. Sedimentation
Sedimentation is based on the standard Stokes-Cunningham re-

lationships for particle fall velocity (vf) with the slip correction for the
thin Martian atmosphere and is given by.

= +v
gr

K
2

9
(1 )f

p

a
n

2

(10)

where g is gravity, ρp is the particle density, ϑa is the dynamic viscosity
of air, and.

= +
K

1.246 0.42 exp 0.87
n (11)

is the Cunningham slip-flow correction. We reduce this fall velocity by
an amount equivalent to the vertical turbulent mixing computed in the
planetary boundary layer algorithm. The settling fluxes are then com-
puted and their divergences are used to advance the fields using either
an explicit or an implicit time integration depending on the fall velocity
(if the particles fall through more than one layer in a single time step we
use the implicit scheme).
For reference, we show the settling times for dust and ice particles in

Fig. 2.6. For a given size, dust particles fall faster than ice because of
their greater density. A 1.5 μm ice particle takes about a quarter of a sol
to fall 1 km at 10 Pa while a dust particle falls that far in only a couple
of hours. Closer to the surface these fall times increase considerably
being about 10 sols at 500 Pa for ice and about half that for dust.
Overall, the settling times (h) are longer than the growth times (min),
which are longer than the nucleation times (s). Thus, there is a wide
range of microphysical time scales that must be considered.

2.6.4. Implementation
As described in the following Sections 2.7 and 2.8 we use a log-

normal based moment scheme for atmospheric tracers where the tracer
mass and number mixing ratios are the transported quantities. Except
for nucleation, all cloud microphysical processes are calculated using
representative radii computed from these mixing ratios. Nucleation
rates, however, are calculated in particle size space. The free-dust (i.e.,
available IN) mass and number mixing ratios are converted into a log-
normal size distribution and divided into an arbitrary number of size

bins ranging from 0.1 to 100 μm. Separate 1-D tests show that 4 size
bins are adequate for computing total nucleation rates as more size bins
did not significantly change the results. The altered size distribution is
then converted back into a mass and number mixing ratio, which are
then transported at the next time step.

2.7. Atmospheric tracers

For trace gases, such as water vapor, transport is accomplished di-
rectly through the transport algorithms, which solve a mass conserving
continuity equation with the modifications described in the Section
2.11. For size-dependent aerosols, such as dust and/or water ice par-
ticles, we have studied two methods: a bin method and a moment
method. In the bin method tracers are discretized into size bins and
each bin is transported separately. In the moment method a size dis-
tribution is assumed and its moments (mean, variance, etc.,) represent
the actual distribution (e.g., Rodin, 2002). The bin method is generally
more accurate and self-consistent provided the size distribution is
adequately resolved. The moment method, however, is much more
computationally efficient. The choice of which method to use is appli-
cation specific. We have previously used the bin method to study dust
particle size evolution (Kahre et al., 2008). Here we employ the mo-
ment method.
We assume that size-dependent aerosols have a log-normal dis-

tribution

=n r dr
r
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where n(r)dr is the number of particles per unit volume with radii be-
tween r and r+ dr, ro is the median radius, and σο is the standard de-
viation. It then follows that the number of particles N between rmin and
rmax is
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where No is the total number of particles. Thus, the values of ro, σo, and
No fully describe a log-normal distribution. However, ro can also be
expressed in terms of the mass M0 of particles per unit volume

=M N r exp4
3

(4.5 )o o o o
3 2

(14)

where ρ is the particle's density. Solving for ro gives

Fig. 2.5. Growth rate (μm s−1) for 1 μm particles at the 100 Pa pressure level as
a function of saturation ratio for several different temperatures.

Fig. 2.6. Dust and ice particle fall times from several different pressure levels as
a function of particle size. Y-axis gives the time (in sols) to fall 1 km.
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which means that M0, σο, and N0 can also fully describe a log-normal
distribution. We further simplify this approach by specifying σο for each
species: 0.63676 for dust particles and 0.30870 for ice particles. These
choices give an effective variance of 0.5 and 0.1 for dust and ice, re-
spectively.
Thus, we carry two quantities for each tracer of interest: mass M0

and number density N0. In practice, we transport these as mixing ratios
defined as the ratio of the mass (number) of aerosol to the mass of air.
At present we carry six tracers: a dust mass and number mixing ratio, a
water ice mass and number mixing ratio, a water vapor mass mixing
ratio, and a dust core mass mixing ratio. The latter allows us to keep
track of dust incorporated into ice particles and does not require a
number mixing ratio since in the absence of homogeneous nucleation, a
process we neglect in this work, the number of dust cores is equal to the
number of ice particles. We do not need to carry a water vapor number
mixing ratio since water vapor is not a size-dependent tracer.

2.8. Particle radii and bin/moment tests

Another computational advantage of the moment scheme is that
physical processes, such as gravitational settling or growth, can be
computed using a single particle size rather than integrating over a
distribution, provided it is appropriately weighted. In practice, how-
ever, derivation of weighted radii is not always straightforward due to
the complexity of the functions to be weighted. This is especially true
for sedimentation and growth whose actual dependence on radius is
quite complicated and for which analytical derivations are not possible
without making simplifying assumptions. These simplifications in-
troduce errors, of course, and we assess these below. Table 2.2 lists the
moment radii we use for various size-dependent physical processes in
the model.
For sedimentation we derive the weighted mass and number radius,

rsed,m and rsed,n respectively (see Table 2.2), by neglecting the weak
particle size dependence of the Cunningham-slip flow correction factor
in Eq. (11). We then compare the sedimentation fluxes calculated from
Eq. (10) using rsed,m and rsed,n with those computed from a bin model
having more than enough bins to resolve the size distribution. But first
we show in Fig. 2.7 that> 100 bins are required for an accurate si-
mulation of the sedimentation flux, which obviously makes this ap-
proach infeasible for a GCM. However the errors introduced by the
moment method, shown in Fig. 2.8, are quite small when compared to
asymptotic bin solutions. They are essentially zero except for particles
in the ~5–150 μm size range. In this range the errors grow and then
decrease because the Cunningham slip flow correction has a transition
regime for intermediate sized particles. The location of this transition
varies with altitude through the Knudsen number. For the expected
range of particle sizes and pressures, however, maximum errors are
always< 2% and are thus quite tolerable.
Errors for growth rates, on the other hand, are more substantial. We

derive the appropriate radius for the growth rate (Eq. (4)) by noting
that dr/dt ~r−1. This assumption leads to the volume mean radius (rv
in Table 2.2) as the appropriate choice. In reality the diffusive re-
sistance, Rd in Eq. (6), has a very complicated dependence on particle
size (because of its dependence on the Knudsen Number) that renders
this simple assumption not strictly valid. This can be seen in Fig. 2.9
where the asymptotic bin solutions, which still require> 100 bins for
accuracy, are notably less than those from the moment method. For the
size ranges of interest (1–50 μm), the errors are about 50% (Fig. 2.10).
We discuss the implications of this error in Section 5.1.

Table 2.2
Radii for the moment scheme.

Process Symbol Formula

Nucleation ro ( ) exp( 1.5 )Mo
No o

3
4

1
3 2

Growtha rv ro exp (1.5σo2)
Sedimentation rsed, m

rsed, n
ro exp (4.5σo2)
ro exp (1.5σo2)

Opacity (total geometric cross-section) rs ro exp (σo2)
Scattering properties reff ro exp (2.5σo2)

a Number growth rates are not necessary since growth does not change the
number of particles.

Fig. 2.7. Mass and number sedimentation fluxes at 10 Pa and a temperature of
180 K as a function of the number of bins. Median radius= 1.58 μm, effective
variance= 0.5.

Fig. 2.8. Moment method errors for sedimentation as a function of median
particle size. Effective variance= 0.5, P=10 Pa, T=180 K.
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2.9. Dust opacity maps

The most important diabatic forcing term for Mars GCMs is radia-
tive heating by suspended dust particles. There are many approaches
for handling this term ranging from simply specifying the column dust
optical depth (e.g., Haberle et al., 1993b; Forget et al., 1998;
Richardson and Wilson, 2002) to allowing the model to lift dust off the
surface and be transported by the predicted large-scale wind field

(Newman et al., 2002a, 2002b; Basu et al., 2004; Kahre et al., 2006,
2008). Ideally, the latter approach is best but it does not yet lead to
accurate simulations of the dust cycle (e.g., Kahre et al., 2017).
In this work we implement a hybrid approach that is designed to

track observed column opacities and therefore provide realistic lati-
tude/longitude spatial variations in the forcing, yet permit radiative/
dynamical interactions, which are so critical for determining the depth
and vertical distribution of the dust. The observed opacities are taken
from the daily gridded 9.3 μm absorption maps constructed by
Montabone et al. (2015). These maps, which are available at http://
www-mars.lmd.jussieu.fr/mars/dust_climatology/index.html, were
constructed from a variety of data sets (TES, THEMIS, MCS) using an
iterative procedure weighted in space, time, and retrieval quality. They
cover ten Mars Years from MY 24–33. The daily maps are produced on
3°× 3° latitude/longitude grids, which we bin into a 5°× 6° grid in
space, and a 6° Ls bin in time. Thus, for a single year we have 60 maps of
the observed 9.3 μm opacity at 5°× 6° resolution. During a simulation
we track these maps assuming the opacity varies linearly in Ls from one
map to the next.
The results presented here are based on the MY 24 map which,

because TES began operations around Ls 100°, is a hybrid of averages
from MY 25–26 for Ls 0 to ~100° and observations from MY 24 from Ls
~100 to 360°. This was a year without a global dust storm and is
therefore representative of a “typical” Mars year, though we note there
are still non-trivial variations from year to year (e.g., Kass et al., 2016).
Our tracking algorithm compares the model-predicted column dust
visible opacity at each grid point with that from the dust map (con-
verted to a visible opacity as described below). If the predicted opacity
is less than the map opacity we lift dust from the surface into the lowest
model layer at a rate equivalent to increasing the column opacity by 0.2
per sol. The lifting is distributed over a log-normal size distribution
with an effective mean particle size and variance of 2.0 μm and 0.5,
respectively. Tests show that this lifted size distribution gives global
mean effective particle sizes of ~1.5 μm which is consistent with those
derived by Wolff et al. (2009). And the predicted column 9.3 μm opa-
cities are very similar to the observed map (Fig. 2.11).
The lifted dust is radiatively active, serves as IN for the cloud mi-

crophysics scheme, and is transported by model winds. Thus, once in
the atmosphere the dust fields are self-consistently determined,
avoiding the need to specify a vertical distribution. Given that our dust
fields track the 9.3 μm dust absorption feature and our radiation code is
keyed to a visible extinction optical depth, we multiply our simulated
9.3 μm opacity by Qext(vis)/Qabs(IR), where Qext(vis) is the extinction
efficiency for our solar band between 0.4 and 0.8 μm, and Qabs(IR) is
the absorption efficiency for our infrared dust band between 8 and
12 μm. In general, the extinction parameters are size and band depen-
dent and are computed as described in Section 2.10. However, for a size
distribution with an effective radius of 1.5 μm and variance of 0.5, Qext
(vis)/Qabs(IR)= 3.67, which is much larger than our earlier estimated
value of 2.75.

2.10. Radiative heating/cooling rates

Radiative heating/cooling rates are calculated from fluxes gener-
ated from a two-stream solution to the radiative transfer equation. The
two-stream solution is generalized for solar and infrared radiation as
described in Toon et al. (1989) and is based on the δ-Eddington ap-
proximation at visible wavelengths and the hemispheric mean ap-
proximation at infrared wavelengths. Water vapor and CO2 are the only
radiatively active gases and their opacities are calculated from corre-
lated-k distributions. Dust and water ice clouds are radiatively active
aerosols whose optical properties depend on their predicted effective
particle sizes and in the case of ice clouds, the fraction of dust in their
cores.
We run with 12 spectral bands: 7 in the visible (0.24–4.5 μm), and 5

in the infrared (4.5–250 μm). Table 2.3 lists the band boundaries and

Fig. 2.9. Top: Bin method growth rates as a function of the number of bins.
Dashed line is the moment method. Bottom: Bin method error compared to its
asymptotic solution. Median radius= 1.58 μm, effective variance= 0.5,
P=10 Pa, T=180 K.

Fig. 2.10. Moment method growth rate errors as a function of median particle
size. Errors are compared to asymptotic bin solutions. Effective variance= 0.5,
P=10 Pa, T=180 K.
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solar fluxes. For the latter, we use fluxes from the 1985 Wehrli Standard
Extraterrestrial Solar Irradiance Spectrum. The full spectrum can be
downloaded from http://rredc.nrel.gov/solar/spectra/am0/. A black-
body at 5780 K produces an integrated flux over these intervals of 1359
Wm−2 at 1 AU compared to 1355 Wm−2 for the observed sun. In all
spectral intervals the correlated-k's are generated for a binary mixture
of CO2 and water vapor from a line-by-line code using the HITEMP data
base from HITRAN for CO2, and a version of the Schwenke data base for
H2O (to include lines too weak to appear in HITRAN). The lines are
assumed to be Lorentzian throughout and are truncated according to.

=W W P
P T

296
o

o (16)

where W is the truncation width, Wo=25 cm−1, P is pressure in at-
mospheres, Po is a reference pressure (=1 atm), and T is temperature.
W is never less than Wo, so the lines are never truncated at< 25 cm−1.
The absorption coefficients are sorted, reordered in g space (cumulative
probability space), and stored in a look-up table on a 7× 11×10
temperature (T), pressure (P), and water vapor volume mixing ratio
(QH2O) grid with T= (50, 100, 150, …, 350) K, P= (10−4, 10−3, …,
106) Pa, and QH2O= (10−7, 10−6, …, 10−1, 0.2,0.3,0.4). Actual values
are linearly interpolated from this table (linear in log space for pres-
sure). An example of k-distributions produced in this manner for the 15-

Fig. 2.11. Top: Observed zonal mean column IR dust opacity for a climatologically determined MY24. (Values after Ls 110° are from MY24; before Ls 110° they are
averaged from MY25–27. See Montabone et al., 2015). Bottom: Simulated zonal mean column IR dust opacity using the tracking scheme described in the text.

Table 2.3
GCM spectral intervals and solar fluxes.

No GCM Band Wavelength Interval (μm) Solar Flux @ 1 AU (Wm−2) for a BB Sun @ 5780 K Obs Solar Flux @ 1 AU (Wm−2)/comment

1 Vis - 7 0.24–0.40 158 118
2 Vis - 6 0.40–0.80 630 643
3 Vis - 5 0.80–1.31 349 348
4 Vis - 4 1.31–1.86 123 148
5 Vis - 3 1.86–2.48 51 52
6 Vis - 2 2.48–3.24 24 29
7 Vis - 1 3.24–4.50 14 17
8 IR - 5 4.50–8.00 7.7 - neglected
9 (dust band) IR - 4 8.00–12.0 1.3 - neglected
10 (15-μm CO2 band) IR - 3 12.0–24.0 0.9 - neglected
11 IR - 2 24.0–60.0 0 - neglected
12 IR - 1 60.0–1000 0 - neglected
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μm CO2 band is shown in Fig. 2.12.
Scattering properties for aerosols (Qext, Qscat, and g) are computed

off line with a core/mantle Mie code and are also stored in a look-up
table. As shown in Fig. 2.13 we use the Warren (1984) refractive indices
of water ice and the Wolff et al. (2009) indices for dust. For each
spectral interval, the Planck-weighted (215 K in IR; 6000 K in VIS)
properties are computed for 20 mono-disperse populations with sizes
ranging from 0.1 to 50 μm, and for 15 cloud/dust volume ratios ranging
from 0.1 to 0.99. The spectral dependence of the dust and cloud single
scattering albedo for several particle sizes is shown in Fig. 2.14. At each
heating rate time step in the GCM we compute the effective particle size
from the current mass and number mixing ratios, construct the corre-
sponding particle size distribution, transform it into bin space, and
weight the scattering properties by the total cross-sectional area in each
bin. These are then summed over all size bins and divided by the total

cross-sectional area to obtain the final scattering properties used in the
two-stream code. An example of the fluxes and heating rates is shown in
Figs. 2.15 and 2.16, respectively.

2.11. Numerical changes and code structure

2.11.1. Modifications to C grid transport scheme
The Van Leer I scheme with slopes limitations is utilized in the

dynamical core to account for tracer advection due to model resolved
winds (Hourdin and Armengaud, 1999). The Van Leer I formulation is a
finite-volume scheme that solves the flux form of the continuity equa-
tion to calculate the tracer flux across grid box boundaries. The subgrid-
scale mass spatial distribution in each grid box is estimated by a first
order polynomial (a slope) and is computed by finite differences of the
tracer distribution in each spatial dimension (zonal, latitudinal and
vertical). In order to ensure monotonicity, slopes are limited by the
requirement that the entire tracer mass in a given grid box does not
exceed the average value of the two adjacent grid boxes and that the
sign of the slope in a grid box is the same as the slope in the two ad-
jacent grid boxes.
Boundary flux calculations are performed sequentially in the three

directions, with the two horizontal directions calculated before the
vertical direction. The order of calculations for the zonal and latitudinal
horizontal directions alternate back and forth each time the tracer
transport scheme is called in the dynamical core.
An addition was implemented to the transport scheme in the zonal

direction to account for advection of a tracer over more than one grid
box in one time step. This situation tends to occur at high latitudes due

Fig. 2.12. Cumulative distribution of the k-coefficients in the 15-μm CO2 band.

Fig. 2.13. Wavelength dependence of the real (top) and imaginary (bottom)
refractive indices for dust (Wolff et al., 2009) and ice (Warren, 1984).

Fig. 2.14. Wavelength dependence of the single scattering albedo for dust (top)
and cloud (bottom) for several effective particle sizes. Cloud particles consist of
a dust core with an icy mantle. The ratio of core radius to total particle radius is
0.1.
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to converging meridians. This modification utilizes the fact that the
tracer mass flux across a boundary can be exactly calculated if the mass
transfer due to wind is exactly equal to the mass of the upstream grid
box. Specifically, the total tracer flux across a boundary when the wind
at that boundary is strong enough to evacuate the upstream grid box
plus some of the second upstream grid box is the sum of the tracer mass
in the completely evacuated grid box and the slope scheme-computed
flux from the second upstream grid box.

2.11.2. π-weighted potential temperature tendencies
The Goddard C-grid dynamical core formulates tendencies in terms

of π-weighted dependent variables, where π= ps− pt, with ps being a
variable surface pressure and pt a constant “tropopause” pressure.
Because of this, subtle issues arise when the model is applied to planets
with condensing atmospheres that if not properly addressed can lead to
the introduction of spurious energy sources or sinks. Most importantly
the diabatic heating term in the thermodynamic energy equation,
which is cast in terms of potential temperature θ rather than physical
temperature T, needs to account for changes in surface pressure to
properly conserve energy. In the π-weighted formalism of the dyna-
mical core this term can be expanded to show that

Fig. 2.15. Visible and infrared fluxes for several values of the dust optical depth in an isothermal atmosphere at 200 K with a near overhead sun. Top: upward fluxes.
Bottom: downward fluxes.

Fig. 2.16. Visible (left) and infrared (right) heating rates corresponding to Fig. 2.15.
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where t is time, p is pressure, p0 a constant reference pressure, and
κ= R/cp where R is the molar gas constant and cp is the specific heat at
constant pressure, and t is time.
In our model, diabatic heating rates are computed in terms of the

physical temperature such that (∂T/∂t)diabatic in Eq. (17) is the total
diabatic heating rate due to radiation, turbulence, convection, and la-
tent heat release.
In non-condensing atmospheres, like Earth's, the first and last terms

are zero and the p-weighted diabatic heating term for potential tem-
perature is simply the physical temperature tendency multiplied by
some pressure factors. However, in a condensing atmosphere neglect of
these terms generates spurious results. For example, it is easy to show
that these terms reduce to

=
t p

p
t t

[1 ]
(18)

Since κ is< 1, in a condensing atmosphere where ∂π/∂t < 0 the
sum of these two terms is negative. Thus, neglecting them will lead to
spurious warming. The converse is true for sublimation when surface
pressures are increasing.
To illustrate how important these terms are we show in Fig. 2.17

temperature profiles over the south polar cap during southern winter
solstice from full 3-D GCM simulations with and without them included
in the diabatic tendency equation. Without them temperatures are
much warmer than with them, particularly in the lower atmosphere,
which can be as much as 10 K warmer than the case including them.
Early versions of our model did not include these terms and our polar
temperatures were therefore too warm compared to observations. In-
cluding them, however, brings our polar temperatures in much better
agreement with observations.

2.11.3. Diabatic calculations
The non-conservative tendencies based on the physics described

above are calculated in a sequence of subroutines within the model.
These tendencies include diabatic heating, frictional momentum
changes, and tracer mixing ratio sources and sinks. The calculated
tendencies are passed into the model driver routine, which updates all

fields simultaneously due to both dynamical and physical processes. A
flow diagram illustrating the basic physics modules and sequence of
operations is shown in Fig. 2.18. Table 2.4 provides a brief description.
The sequence of operations is designed to maximize efficiency and

minimize computing time. While the physics module is called every
dynamical time step, nominally 2min, only ground temperatures are
updated at this frequency since they respond quickly to changes in the
solar flux. While updating ground temperatures we allow for sun angle
changes in the direct beam but hold the diffuse solar component and the
downward IR constant at the value from the last physics pass. Updates
using the full physics package are done every 8 dynamical time steps,
though this is an adjustable parameter. For this case, ground tem-
peratures are updated every 2min, while those for all remaining fields
are updated every 16min.
We compute tendencies as the difference between the final and in-

itial values divided by the length of a physics time step. Before a full
pass through the physics module we store the initial values, update
them sequentially in the order shown in Fig. 2.18, and then calculate
tendencies at the end. The ordering of updates is somewhat intuitive in
that radiation destabilizes the atmosphere, for example, and mixing is
the response. Our PBL mixing scheme is diffusive in nature and hence
does not completely eliminate instabilities. Thus, the last process in a
full pass is convective adjustment. While we can run without convective
adjustment, we have left it in until we can fully assess its impact.
This ordering of the physics modules has been the basis of our code

since it was originally designed in the 1970's. The major new update is
the insertion of the Cloud Microphysics module after the call to the
Planetary Boundary Layer module. Importantly, the Cloud
Microphysics module is embedded in a time splitting loop with ~ 30 s
time steps to better represent the fast time scales of nucleation and
growth. While models using implicit schemes can avoid such time-
splitting loops (Lee et al., 2018) it is necessary for explicit schemes such
as ours. Offline tests show that the number of nucleated dust particles
produced in a NPRC like environment asymptotes with time to a single
value for time steps approaching 10 s or less, and that the 30 s result is
within a factor of two of that solution. This is consistent with the
findings of Shaposhnikov et al. (2018) on the need for small time steps
to accurately compute the nucleated population. Thus, with 30 s time
steps we may still be overestimating somewhat the number of nucleated
dust particles, but as explained below the result we seek – a relatively
cloud free atmosphere over the NPRC – is still achieved. We also note
that an important aspect of this time splitting loop is that we in-
crementally change the water vapor and temperature fields simulta-
neously with nucleation and growth. This helps avoid the large super
saturations and near complete nucleation of the free dust population
that leads to optically thick clouds over the NPRC.

2.11.4. Effect of time splitting
Achieving a cloud free atmosphere over the NPRC during summer

has been a particularly vexing problem to solve. Clouds are not ob-
served over the cap at this time of year (e.g., Wang and Ingersoll, 2002;
Smith, 2002), yet early versions of our model with the full microphysics
package and radiatively active clouds consistently predicted optically
thick low lying clouds (fogs) over the cap that dried out the water cycle
to unrealistic levels (see Haberle et al., 2011). Being close to the sur-
face, the clouds reflected more sunlight back to space than they emitted
to the surface in the infrared. Consequently, the surface cooled, eva-
poration declined, and the water cycle dried out.
Models with much simpler cloud schemes that do not simulate nu-

cleation and growth can also have problems with thick polar clouds
(see, for example, the “no microphysics” simulation in Navarro et al.,
2014) which can be mitigated to some extent by arbitrarily limiting the
number of IN available for cloud formation (Madeleine et al., 2012;
Tyler and Barnes, 2014) or allowing high super saturations to develop
before clouds can form (Urata and Toon, 2013). This suggests that there
is something about the nucleation and growth process that is at the root

Fig. 2.17. Zonally averaged temperature profiles at 85°S and Ls 90° for a si-
mulation with (solid) and without (dashed) the changes described in Section
2.11.2.
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of the problem.
Navarro et al. (2014) found that the time step for nucleation and

growth plays a critical role on the nature of polar clouds. With 15min
time steps (that used for advancing the dynamical fields) the predicted
cloud particle sizes were too small and hence optically thicker than they
should be. In their model this led to local cooling which increased the
super saturation and nucleated more particles leading to a positive
feedback between cloud formation and temperature that ultimately
produced unrealistic opacities. While it is not clear if the clouds in their
“microphysics” model using 15min time steps dried or moistened the
water cycle they concluded that time steps on the order of ~1min or
less are needed to keep the polar atmosphere cloud free. How this was
achieved was not explicitly stated, but is presumably related to particle
size and suppression of the feedback mechanism.
Our analysis illuminates the nature of the problem as it applies to

our model. During summer when the NPRC is exposed high super sa-
turations develop in near surface air as the surface warms and sub-
limation rates rise. These high super saturations generate high

nucleation rates that nucleate most of the available free dust if the time
step is too large, such as a physics time step (16min). Thus, the
moisture available for cloud growth is spread out over a large popu-
lation of IN and consequently the ice particles are small and not easily
removed by gravitational sedimentation. These small particles are also
bright and low, leading to a reduction in the downward solar flux
without a compensating increase in the downward IR. The net effect is
to cool the cap and dry out the water cycle. Use of smaller time steps for
nucleation and growth (i.e., the time splitting described above) miti-
gates this problem, but not necessarily because it suppress the feedback
mechanism described by Navarro et al. (2014). In our model, the polar
atmosphere clears because of removal by sedimentation and we suspect
this was the case in Navarro et al. (2014) as well. Smaller time steps
nucleate fewer particles, which grow larger and fall out faster. They
also allow growth to reduce super saturation and hence lower nuclea-
tion rates (Shaposhnikov et al., 2018). As shown in Figs. 2.19 and 2.20,
with time splitting and 30 s time steps the lower polar atmosphere is
warmer, relatively cloud free, and the atmosphere holds much more

Fig. 2.18. Flow diagram for the diabatic calculations.

Table 2.4
Physics modules.

Module Description Comment

Partial radiation Update the absorbed solar flux at the surface. Direct beam term is updated. Diffuse solar component and downward IR are
constant over a physics time step using value from previous time step.

Surface temperature and CO2
condensation/sublimation

Calculate ground temperatures and update amount of
CO2 frost on the ground.

Solves a soil conduction equation with a full surface heat balance for the top
boundary condition, and zero flux for the bottom boundary condition.

Atmospheric CO2 condensation Calculate atmospheric CO2 condensation. Based on latent heat needed to maintain frost point temperature. Condensed
CO2 deposited instantaneously on the ground.

Full radiation Calculate solar and infrared heating/cooling rates. Fluxes derived from a 2-stream model with opacities from correlated-k s.
Planetary boundary layer Calculate surface heat, momentum, dust, and

moisture fluxes, and atmospheric mixing.
Uses the level-2 scheme of Mellor and Yamada (1982).

Cloud microphysics Update dust injection, calculate sedimentation,
nucleation and growth rates.

Embedded in a time-splitting loop.

Convective adjustment Perform a convective adjustment of the temperature,
tracer, and momentum fields if needed.

Assumes dry adiabatic lapse rate and uniform mixing.
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water; without it the lower atmosphere is too cold, too cloudy, and too
dry. Thus, the reason the polar atmosphere is cloud free when using
small time steps in our model is because the cloud particles that do form
are removed quickly by gravitational settling.

It is worth pointing out here that the effect of polar clouds on the
water cycle critically depends on the altitude they form. In our model,
the clouds generally form close to the surface where they have a cooling
and drying effect. However, in some of our simulations with different

Fig. 2.19. Time average 12-μm column cloud opacity (top row) and vapor abundance (pr-μm, bottom row) fields for early northern summer. Left column is without
time splitting, right column is with time splitting. In both cases the clouds are radiatively active.

Fig. 2.20. Zonal mean cloud mixing ratio (left) and temperature (right) profiles at 85° N and Ls 120° with and without time splitting.
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experimental conditions clouds can form at higher colder levels causing
surface temperatures to rise. Other groups have obtained similar results
(Madeleine et al., 2012; Urata and Toon, 2013). Its significance here is
that it creates a positive feedback between cloud formation and surface
temperatures that moistens the water cycle. Thus, summertime polar
clouds can dry or moisten the water cycle depending on their altitude.
While this may be an academic point for present day Mars since there
are no significant summer polar clouds, either high or low, it may play
an important role in past climates with different orbital conditions (e.g.,
Haberle et al., 2012; Madeleine et al., 2014; Kahre et al., 2018).

2.11.5. Run options
There are a variety of run options to consider when running the

model. In addition to starting from a resting isothermal atmosphere
(cold start) the model can also start from a previous spun up state
(warm start). Various logic flags in the input file eliminate the need to

recompile for specific conditions such as including the radiative effects
of clouds and water vapor, the latent heat effects of water vapor phase
changes, the existence of an ice albedo feedback, and whether dust in
the atmosphere is specified, radiatively active, self-consistently de-
termined, or tracks a dust map. The model also includes options for the
wind stress lifting schemes used in Kahre et al. (2006) and Newman
et al. (2002a, 2002b), and a dust devil lifting scheme based on Rennó
et al.'s (1998) work.

3. Simulated water cycle: comparison with observations

We now compare the results of our updated model with TES,
CRISM, MCS, and MARCI observations. Clouds are radiatively active,
time-splitting is on, the dust fields track MY24 (see Fig. 2.11), and the
vertical distribution is self-consistently determined. Water vapor ra-
diative effects and latent heating are off as these have very little impact

Fig. 3.1. Seasonal and latitudinal variation of zonal mean 2 PM 12-μm column cloud opacities and vapor abundances. Model results are shown in the top row, TES
observations in the bottom row. White (black) regions in cloud (vapor) maps denote no retrieved data.

Fig. 3.2. Seasonal and latitudinal variation of the depth of zonal mean surface ice. Contours saturate above 75° N because of the presence of the NPRC (an infinite
reservoir).

R.M. Haberle, et al. Icarus 333 (2019) 130–164

145



on the results. We sample year 10 of a simulation warm-started from a
2-year spin up run. The water cycle seasonally repeats after ~5 Mars
years and a check of an extension out to year 20 shows little change.

3.1. Moisture fields

For the moisture fields we begin by comparing the model with TES
MY26 observations, which is the only complete year of TES water ob-
servations without a global dust storm. Simulated zonal mean column
cloud and moisture fields and those from these TES observations are
shown in Fig. 3.1. Most importantly, the north polar region in the model
is cloud-free during early summer. This was a major problem with our
previous simulations that is now mitigated with time splitting for

nucleation and growth. Keeping the north polar region cloud free
during summer while producing a decent ACB was a major goal of our
modeling effort and for that we have largely succeeded.
Overall the model provides a reasonably good simulation of the

latitudinal and seasonal variation of the moisture fields. When the CO2
cap disappears and the NPRC is exposed during late spring, water
sublimes into the atmosphere and column vapor abundances increase.
As the season progresses much of this water is transported southward
where it moistens the tropics and reaches well into the southern
hemisphere. Much of this water condenses onto the south seasonal CO2
ice cap (Fig. 3.2) where it steadily accumulates near the edge of the cap
as it retreats during southern spring. This accumulation is a con-
sequence of the cap edge “sea breeze” like circulation, which transports
water ice exposed during retreat back onto the cap as it sublimates into
the atmosphere. Ultimately all of this rolled up water ice is released into
the atmosphere when the CO2 cap finally disappears around Ls 270°
which gives rise to the peak in column vapor abundances near the south
pole at this time. This basic pattern of a peak in column vapor abun-
dance in the north polar region during summer, followed by equator-
ward transport into the southern hemisphere through the fall, and a
peak in south polar vapor abundance near the winter solstice defines
the present water cycle and the model well captures these features.
However, the northern summer peak (~40 pr-μm) is less than ob-

served (~60 pr-μm) while the southern peak (~40 pr-μm) is greater
than observed (~30 pr-μm). It may be that the model overestimates
horizontal transport between hemispheres during northern summer.
Rapid extraction of water from the NPRC and cold-trapping it in the
south seasonal CO2 cap would lower peak abundances in the north and
raise them in the south. Thus, the model may be too vigorous with
inter-hemispheric mixing, which is on the order of weeks or less in our
model. The timing of the southern hemisphere peak is also somewhat
early compared to the observations and of shorter duration. The Mars-
GEMS model produces similar results when compared with CRISM data
(Smith et al., 2018). This may be related to a number of factors in-
cluding not having an albedo dependence on non-polar surface ice, the
presence of desorbing regolith, not properly simulating the retreating
CO2 ice cap, or excessive rapid mixing.
It is also clear that the model is too dry. As shown in Fig. 3.3, which

also includes the CRISM data from Smith et al. (2018), global abun-
dances in the model are almost a factor of two less than in the ob-
servations and most of the dryness is attributed to the lower latitudes
between± 45°. Poleward of 45° in each hemisphere the comparison is
better. It is unclear why the northern high latitude CRISM water
abundances are systematically less than TES making it difficult to assess
the realism of the model results in this latitude sector. Nevertheless, the
double peak in model water abundances, which we attribute to the
warming effect of transient high clouds in the model, is not seen in
either data set. Tropical dryness during late summer and early fall was
also a concern in the Laboratoire de Météorologie Dynamique (LMD)
model of Navarro et al. (2014) in spite of the fact that their global
abundances were closer to observed abundances (obviously, their
summertime peaks were greater than observed). Navarro et al. (2014)
attribute their tropical dryness to a vigorous Hadley circulation pumped
up by the radiative effects of clouds. This may play a role in our model
as well and is consistent with the above suggestion that inter-hemi-
spheric mixing is too strong. However, it cannot be the cause of global
dryness. We take up the issue of model dryness later in Section 5.1.

3.2. Aphelion cloud belt

The ACB column abundances are well simulated in the model. Peak
12-μm opacities in Fig. 3.1 are about 0.15 in both model and ob-
servations. The peak in both cases is shifted off the equator at ~10°N
and occurs shortly after summer solstice. As is observed there are vir-
tually no clouds present north of 30°N in the model during this season,
and the observed extension of the ACB into the southern hemisphere is

Fig. 3.3. Seasonal variation of total water vapor abundances in selected lati-
tude bands. Open diamond symbols are TES MY26 observations; plus symbols
are CRISM MY29 observations; thin solid lines are from the model. Averages are
area weighted. MY26 differs from the hybrid MY24 dust forcing we use in that
it had a late winter regional dust storm (see Kass et al., 2016) that coincides
with the apparent dip in water abundance around Ls 320°. MY29 dust forcing
was similar to MY24 in that there was no global dust storm, but there are some
differences in the timing and intensity of the regional storms (see Kass et al.,
2016).
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also well simulated. The only feature of the model ACB that is not
evident in the observations is the brief springtime gap in cloudiness
around Ls 30°. As we show later this gap contributes to cooler midlevel
temperatures than observed.
MARCI UV observations provide a unique view of the horizontal

structure of the ACB. As shown in Fig. 3.4 the model ACB is broadly
similar to MARCI observations. Clouds in the model are most prevalent
in the volcanic provinces of Tharsis (−60°E to −120°E) and Elysium
(120°E to 180°E) as they are in the MARCI observations. However, the
model clouds are too diffuse and lack the sharp definition seen in the
MARCI observations. This is almost certainly a resolution issue – both
horizontal and vertical. At 5°× 6° lat/lon resolution the model cannot
adequately resolve the slope flows associated with the volcanoes that
help produce those clouds. And our coarse vertical resolution may also
be a factor. Another feature in the MARCI observations that stands out
is the clouds in Hellas. These clouds are not seen by TES because the
surface is too cold for reliable water ice cloud retrievals. However, the
model does simulate them and we take up in detail the nature of these
clouds in a separate paper (Kahre et al., 2019).
The vertical structure of the ACB at Ls 90° is compared to MCS

extinction observations in Fig. 3.5. Some caution is required with these
comparisons since MCS retrievals degrade as the line-of-sight opacity
becomes optically thick (Kleinböhl et al., 2009). However, some com-
parisons are useful. In the upper part of the ACB, for example, where
the MCS retrievals are robust the overall extinctions between the model
and observations are similar, which is consistent with the generally
good agreement with TES column abundances. However, the observed
ACB is somewhat broader in latitude than in the model. And while MCS
cannot see the base of the clouds because of the large line-of-sight
opacities in the lower atmosphere, it does see the cloud tops, which are
higher than in our simulation. This is best illustrated in the bottom
panel of Fig. 3.5 where the observed cloud tops are near the 20 Pa level
while modeled tops are closer to the 50 Pa level. This is an important
discrepancy, which we discuss further in Section 5.2.
The simulated effective particle sizes in the ACB typically have radii

in the several μm range and vary only minimally during the season.
There is some indication in the observations that particle sizes may
actually decrease with time as the ACB builds during spring and early
summer. Fig. 3.6 shows the UV and IR column opacities at 15°N self-
consistently derived from the model as a function of season along with

Fig. 3.4. Time average UV column cloud opacities during early northern summer from MARCI observations (top) and the model (bottom).
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those derived for the same latitude from MARCI UV extinction mea-
surements and MGS TES IR absorption observations. For the season of
interest, Ls 30–120°, the model simulates well the time variation of
observed UV opacities but is systematically too low in the IR. More
importantly, the ratio of UV extinction to IR absorption in the model
generally has the opposite trend as in the observations. The model ratio
decreases somewhat during this season while it increases rather sharply
in the observations. The most logical explanation for this trend in the
observations is a decreasing effective particle size, whereas in the
model they are not changing significantly or increasing slightly. A de-
crease in particle size is counter-intuitive and we have not yet found a
good explanation for this behavior. An obvious possibility, adding dust
to the atmosphere to nucleate more particles, does not change the

model results (Klassen et al., 2017) and is in any case opposite the
overall downward trend in atmospheric dust loading observed at this
season (see Fig. 2.11). More work is needed to better understand this
puzzling behavior.

3.3. Polar hoods

The realism of the simulated polar hoods shown in Fig. 3.1 is dif-
ficult to fully assess because of the difficulty with observing over a cold
surface. However, it does appear that in both hemispheres the polar
hoods form too early and are thicker than observed by TES. This could
indicate a potential role for an adsorbing regolith, which would store
some of the water locked up in the polar hoods. The polar hoods in the
model also have an annular structure in that their maximum thickness
during winter solstice is found near the cap edge (see Fig. 4.1 below)
with relatively cloud free regions at very high latitudes near the pole.
While TES nadir observations cannot see into the deep polar interior
because of retrieval limitations, MCS limb observations do show clouds
in the polar interior during winter in both hemispheres. According to
Benson et al. (2010, 2011) they extend all the way to the pole
throughout winter in the northern hemisphere but only during late
winter and early spring in the southern hemisphere. How much they
extend toward the surface, however, is difficult to determine from MCS

Fig. 3.5. Time and zonal average water ice extinction during early northern
summer from the model (top) and MCS data (middle). White region in MCS plot
denotes no retrieved data. Bottom plot shows profiles at 15°N from MCS (solid
line) and the model (dashed line).

Fig. 3.6. Top: Seasonal variation of the UV and IR absorption optical depth at
15°N. Solid lines are from the model; red symbols are from the observations.
Bottom: Same, but for the ratio of UV to IR absorption opacity from the model
(black line) and observations (blue line). (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this
article.)
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data because of viewing limitations at low altitudes.
The annular nature of the north polar hood is a feature of our model

and can be seen in other models as well (Richardson and Wilson, 2002;
Navarro et al., 2014 and Pottier et al., 2017). In these models, max-
imum cloud abundances occur near the edge of the seasonal polar cap
with less cloudy regions at higher and lower latitudes. We further il-
lustrate this for our model in Fig. 3.7 where we plot extinction instead
of mixing ratio to more directly compare with MCS. Cloud extinction is
significant in MCS observations poleward of 75–80°N and at altitudes
above the 300–400 Pa level. While there is a poleward tilt with altitude
in the model, as is somewhat suggestive in the data, the model clouds
are not as opaque nor as high as seen by MCS, and there is virtually no
extinction in the model at 85°N at any altitude contrary to the ob-
servations. The model also does not produce the high-altitude tropical
clouds seen by MCS. While the extinctions we compute are based on
model derived particle sizes and extinction coefficients, which can be
different from those assumed for the MCS retrievals, we do not believe
this is the source of the discrepancy. Use of MCS conversion factors to
compute extinction from our cloud mass mixing ratio fields still shows
the model to be significantly deficient in high altitude tropical and

polar clouds. Thus, we believe the model is not simulating an important
observation that has implications for the transport and deposition of
water into the polar region. We discuss this further in Section 5.3.

4. Radiative effects of clouds

4.1. Water cycle

We assess the radiative effects of clouds by comparing in Fig. 4.1 our
standard run where clouds are radiatively active with an identical run
but where the clouds are radiatively passive. As can be seen the overall
cloud and moisture fields are very similar for the two cases. Thus, in our
model the effectiveness of time-splitting in reducing cloudiness over the
polar cap is the same for both passive and active cases. The active case
is somewhat wetter and cloudier than the passive case, but the patterns
and seasonal variations are quite similar. The slightly wetter nature of
the active simulation is due to a longer sublimation season and not to
any significant difference in NPRC surface temperatures. In the model
there are no clouds over the NPRC during summer for either simulation,
hence they have very little effect on the surface heat budget leading to

Fig. 3.7. Time and zonal average AM (left column) and PM (right column) water ice extinction as a function of latitude and pressure at Ls 275°. Top row is from MCS
observations; bottom row is from the model. White regions in MCS plots denote no retrieved data.
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similar surface temperatures and sublimation rates.
Instead, as can be seen from the appearance and disappearance of

north polar clouds in Fig. 4.1, CO2 frost on the surface disappears
earlier and forms later when the clouds are active. The earlier peak in
column vapor seen in Fig. 4.1 is consistent with this interpretation. The
radiative effect of clouds, when they are present, thickens the polar
hoods, reduces CO2 condensation during winter and hence, hastens
sublimation during spring. The hoods thicken because they more effi-
ciently cool to space by emission when radiatively active. But the
downward component of emission warms the surface even though they
are low and optically thick. This is because when they do form, which is
late in the season, the sun is already very low on the horizon so that the
small increase in reflected loss of solar radiation at the surface is not
sufficient to compensate for the increase in downward IR. The sharp
rise in surface temperatures just before Ls 150° (shown below in
Figs. 5.1 and 5.2) is indeed coincident with the appearance of clouds at
those latitudes. Thus, it is the radiative effect of the clouds on the CO2
cycle that moistens the water cycle and not higher surface tempera-
tures. The NPRC is exposed earlier and covered later which lengthens
the sublimation season and boosts the total input of moisture to the
atmosphere, though not by a large amount.
The relative similarity between the passive and active cases differs

from what Navarro et al. (2014) found with the LMD model. In their
model passive clouds led to a drier water cycle by about a factor of two.
They cite the radiative effects of clouds on surface temperatures before
Ls 90° and enhanced sublimation fluxes due to stronger winds asso-
ciated with stronger baroclinic eddies as the main reason for a wetter
water cycle with active clouds. Neither plays as prominent a role in our
simulations because of the near complete absence of clouds in both
cases.
Another point worth explaining is why the peak column vapor

abundances over the NPRC are so similar in the passive and active
cases, yet the peaks in the southern hemisphere are significantly

different. The similarity in the northern peaks implies that the equa-
torward transport out of the NPRC region is similar for the two cases
and the transport diagnostics shown in Fig. 4.2 confirm this. This makes
sense, of course, since in both cases these regions are relatively cloud
free. Thus, there is little change to local circulation patterns. However,
the water exported from the polar region is carried into the southern
hemisphere by circulation systems that are significantly altered by the
radiative effect of clouds. Yet even so, the change in the transport of
total water (vapor+ cloud) across the equator is small. Thus, the total
water pumped into the southern hemisphere is nearly the same in both
cases. The cause of the greater southern hemisphere peak in the active
case is therefore not enhanced cross equatorial transport that finds its
way into the south seasonal cap, but instead an increase in the fraction
of water transported across the equator that is deposited onto the cap.
In our model it is the stationary eddies that are mainly responsible

for the southward transport of total water into the south polar cap at
this season (see Fig. 4.2) and these are stronger with radiatively active
clouds. Steele et al. (2014) also found a prominent role for stationary
eddies in the southward transport of water at this season. These eddies
supply the moisture (mostly as vapor) needed to form the polar hood
clouds at mid southern latitudes. When clouds are radiatively active the
moisture supply is increased helping thicken the polar hoods. There
may even be a modest feedback in that active clouds enhance cooling
which strengthens the stationary eddies which supply more moisture
which thickens the clouds and further enhances the cooling. Sedi-
mentation from the polar hoods onto the seasonal cap, along with direct
vapor deposition, provides the source of water that ultimately is re-
leased to the atmosphere when the cap retreats. Both these deposition
mechanisms are enhanced when clouds are radiatively active. See
Kahre et al. (2018) for a more detailed discussion of the southward
transport of water at this season.
Another interesting aspect of our model is that while the total water

transport by all components of the circulation is southward at this

Fig. 4.1. Seasonal variation of the zonal mean column water vapor (top row) and 12-μm cloud opacity (bottom row). Left column is for passive clouds; right column
is for radiatively active clouds.
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season (see thick black line in top row of Fig. 4.2), near the equator the
zonal mean (Hadley) circulation transports total water northward at
this season. The traditional view is that the zonal mean circulation
transports total water into the southern hemisphere at this season (e.g.,
Haberle and Jakosky, 1990; Montmessin et al., 2017) and that this
should be enhanced when the clouds are radiatively active (e.g., Wilson
et al., 2008; Madeleine et al., 2012; Kahre et al., 2015). Indeed, the
mean meridional circulation does strengthen in the model when the
clouds are radiatively active (Fig. 4.3). However, it transports total
water northward not southward. As can be seen in Fig. 4.3, water vapor
is confined to the lower levels below the ACB where the return branch is
moving northward. The vertically integrated net transport of vapor is
therefore toward the north as indicated in Fig. 4.2. Steele et al. (2014)
obtain a similar result. Clouds, on the other hand, form in the ascending
branch near the top of the cell such that their net transport is toward the
south. For total water, the southward transport of cloud in the upper
branch is not sufficient to reverse the northward transport of vapor in
the lower branch and consequently the transport of total water by the
Hadley circulation is toward the north.
This is, of course, a model dependent result. It depends critically

upon where the clouds form with respect to the Hadley cell, how thick
they get, and how fast they settle out. Different assumptions about

cloud microphysics, radiative forcing, vertical mixing, etc., will produce
different results. Montmessin et al. (2017), for example, find a more
prominent role for the mean meridional circulation in the southward
transport of total water at this season, which may be due to these dif-
ferent assumptions. Higher thicker clouds would favor southward
transport. In our model, as discussed in Section 3, the ACB is lower than
observed so the reality of our transport diagnosis is uncertain.
The radiative effect of the ACB on midlevel temperatures is shown

in Fig. 4.4. During northern spring and summer, model temperatures
are too cold compared to TES when clouds are passive but agree well
with the observations for this period when clouds are active. The in-
crease in temperatures is due to the absorption of upwelling infrared
radiation by high relatively cold clouds overlying a warm surface
(Wilson et al., 2008). During northern fall and winter when clouds are
absent both cases agree well with observations suggesting that the self-
consistently determined vertical distribution of dust is well simulated
by the model at this time. The cooler model temperatures between Ls
30–90° in the active simulation are due to the absence of clouds. Clouds
in the model dissipate during this interval whereas in the observations
their opacities steadily increase (see Fig. 3.1). Since there is no in-
dication in Fig. 2.11 for any significant change in the dust loading at
this time this does not appear to be a factor. The disappearance may

Fig. 4.2. Transport diagnostics for the inert (left column) and active (right column) cases. Top row is total water transport, middle row is vapor only, and bottom row
is cloud only.
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instead be due to a reduction in the supply of moisture. At this season
the only moisture source in the model is seasonal ice incorporated into
the north polar CO2 cap that sublimes into the atmosphere as the cap
retreats. Perhaps too much of this subliming water is trapped in the
polar hoods, which are too thick in our model, thereby preventing it

from reaching the ACB. As this is the coldest time of year, small changes
in the moisture supply can have significant effects on cloud formation.

4.2. Planetary eddies

We have already mentioned the radiative effects of clouds on the
mean meridional circulation (see above) and others have discussed this
in greater detail (Wilson et al., 2008; Madeleine et al., 2012; Navarro
et al., 2014; Steele et al., 2014; Kahre et al., 2015). Thus, we focus here
briefly on the transient eddies, stationary waves, and thermal tides.
These are the planetary scale eddy components of the global circulation
whose characteristics are also sensitive to cloud forcing, and at least for
stationary waves this has been less explored in the literature.

4.2.1. Transient eddies
As found by Wilson (2011), Mulholland et al. (2016), and Pottier

et al. (2017) the transient eddies are much more vigorous when clouds
are radiatively active. As shown in Fig. 4.5 the day-to-day fluctuations
in daily averaged surface pressures increase with radiatively active
clouds. The increase can be as much as a factor of two at some seasons.
These fluctuations are mainly due to baroclinic eddies having periods of
2–8 sols and zonal wavenumbers 1–5 (see Barnes et al., 2017 for a
review). Radiatively active clouds can change the thermal structure and
associated zonal wind fields in a way that favors baroclinic instability.
An example is shown in Fig. 4.6 for the late northern winter season
when the eddies are particularly strong. In this case, cooling by the
polar hood clouds at northern midlatitudes increases the low-level
midlatitude temperature gradients and corresponding zonal wind shear,
conditions that favor increased growth rates for baroclinically unstable
waves (e.g., Barnes, 1984). Thus, the polar hood clouds play an im-
portant role in the general forcing of wintertime midlatitude transient
eddies.
We compare simulated transient eddy activity for the passive and

active cases with that from Viking Lander 2 data in Fig. 4.7. The curves
represent 10 Sol running means of the root mean square variance of
deviations of daily average pressure from a seasonal harmonic fit. For
most of the fall season the passive eddies are too weak compared to
observations while the active eddies are too strong. We believe this is
due to a polar hood that is too thick and therefore cools too much. As
Fig. 3.1 shows the simulated north polar hood is thicker than observed
for the period between Ls ~150–210° when the active eddies are too
strong. A similar story holds for late northern winter and early spring
between Ls ~350–50°. For both these seasons thinner polar hoods
would appear to provide a better match.

Fig. 4.3. Time and zonal mean mass stream function (dashed white lines,
108 kg s−1), cloud ice mass mixing ratio (solid red lines, 10−6 kg kg−1), and
water vapor mass mixing ratio (color shading) for the passive (left) and active
(right) cases at Ls 90°. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 4.4. Seasonal variation of zonal mean 2 PM 50 Pa temperatures from TES
(red plus symbols) and from the model inert cloud (dashed line) and active
cloud (solid line) cases. Bottom three curves refer to the right y-axis and re-
present zonal mean 12-μm cloud opacity from TES (blue plus symbols) and the
model (solid and dashed lines). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Fig. 4.5. Seasonal variation of model daily average surface pressures at the
Viking Lander 2 site for the inert (dashed line) and active (solid line) cases.
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For late northern fall and early winter, however, both cases show
less activity than the observations suggesting a more complicated story.
The late northern fall/early winter period is the so-called solsticial
pause season that is characterized by a significant decrease in near-
surface eddy activity. Free running GCMs, like ours, have simulated this
phenomena as early as the 1990s (Hourdin et al., 1995) and more re-
cently it appears in the reanalysis of TES data by Lewis et al. (2016)
suggesting that it is a real feature of the Martian global circulation.
Mulholland et al. (2016) and Lee et al. (2018) discuss the cause of the
pause and place a major role on the radiative effects of clouds. Evidence
for the existence of a pause in our model can be seen in Figs. 4.5 and
4.7. It is also readily apparent in the near-surface zonal mean eddy
temperature variance shown in Fig. 4.8. For both cases, eddy tem-
perature fluctuations are large during fall and late winter/spring in
both hemispheres, but comparatively small around the winter solstice.
With active clouds, however, eddy temperature amplitudes nearly
double and are in much better agreement with those from the Lewis
et al. (2016) reanalysis than those from the passive simulation.
In the active case, the increase in the temperature variance at

northern midlatitudes during fall is particularly interesting since it is
also accompanied by an equatorward shift in the maximum and an
overall broadening of the meridional scale of the eddies. At Ls 210°, for

Fig. 4.6. Left column: time and zonal average temperatures at Ls 330° for the inert simulation (top), active simulation (middle), and temperature difference (bottom).
Right column: same but for the zonal wind.

Fig. 4.7. Root mean square surface pressure variance at the Viking Lander 2
site. Model results are the grey lines: solid for the active case and dashed for the
inert case. Dark solid line is the observations. For each case, we fit a curve to the
annual cycle of daily means and compute a 10-sol running mean variance from
it.
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example, the 2 °K contour in the northern hemisphere extends from the
pole and nearly reaches the equator. Much of the boost in eddy activity
in our model comes from the enhancement in wavenumber 3 dis-
turbances (not shown). Wavenumber 3 is the predominant wavelength
of the equator-crossing “flushing” dust storms discussed by Wang et al.
(2003), Wang and Fisher (2009), Hinson and Wang (2010), and more
recently in Wang (2018). These storms have been linked to the trig-
gering of regional scale storms in the southern hemisphere. Equator
crossing northern hemisphere eddies have been detected in surface
pressure data from the Curiosity Rover (Haberle et al., 2019a) giving
further credence to the ideas proposed by these authors. Thus, the ra-
diative effects of clouds, and the polar hoods in particular, may also
play a significant role in the global dust cycle.
Finally, we briefly look how clouds alter the eddy heat and mo-

mentum fluxes. For some seasons, such as Ls 320°, there are only minor
differences which is consistent with the small change in pressure var-
iations at this season as shown in Fig. 4.5. For other seasons, such as Ls
30°, the differences are quite significant, though again this may be the
result of overly thick polar hoods. As shown in Fig. 4.9 synoptic period
variability is significantly enhanced in the active cloud case. Transient-
eddy poleward heat fluxes v T[ ] are enhanced in both hemispheres and

are more vertically extensive in the active case compared to the passive
case. Their magnitudes increase by a factor of four at mid northern
latitudes. The poleward momentum fluxes v u[ ] are also significantly
strengthened. As such, the baroclinic/barotropic eastward traveling
waves are much more vigorous and efficient in transporting heat, mo-
mentum and other scalar quantities (e.g., atmospheric tracers) within
middle latitudes. More detailed studies of their wave structures are
needed to better understand how these changes occur, but it is clear
that the radiative effect of clouds can have a major impact on transient
eddies and their role in the heat, momentum, and tracer budgets.

4.2.2. Stationary waves
In a separate paper we attribute a wave 2 feature in the north polar

hood during late winter to a forced stationary wave and assess how the
wind and moisture fields interact to produce it (Haberle et al., 2019b).
Here we focus on the effect of cloud forcing on the stationary eddies,
which is more complicated to unravel. We mentioned in Section 4.1
that radiatively active clouds increase the stationary eddy moisture
fluxes into the southern hemisphere during the wet season (see
Fig. 4.2). This transport occurs mainly near the surface where the ed-
dies are more tightly coupled to topography and changes to the wind

Fig. 4.8. Root mean-square eddy temperature variance near the surface (~1 km) for the inert (top) and active (bottom) cases.
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and moisture fields are subtle enough to modestly increase their cor-
relation. Regarding their deeper structures, however, the radiative ef-
fects of the clouds are also modest as both the passive and active cases
shown in Fig. 4.10 for early northern summer compare reasonably well
with Banfield et al.'s (2003) analysis of TES data. The latitudinal and
vertical structure of the model wave 1 and 2 amplitudes and phases, as
well as their magnitudes, are not strongly affected by cloud radiative
forcing and are similar to those in Banfield et al.'s analysis.
This is not the case for other seasons, however. During northern fall

equinox, for example, a period when we know the model polar hoods
are too thick in each hemisphere, radiatively active clouds can improve
model agreement with observations in some cases, and degrade it in
others. We illustrate this in Fig. 4.11. In both hemispheres the wave 1
response at upper levels improves with cloud forcing, though it is too
strong near the surface in the southern hemisphere. For wave 2 the

southern hemisphere response is clearly too strong and not deep en-
ough in the northern hemisphere. Thus, wave response does not appear
to be proportional to cloud thickness (which is about the same in each
hemisphere, see Fig. 3.1). Instead, the wave response is too strong in the
south and too weak in the north. There are other things to consider, of
course, such as wave guides and possible resonance (e.g., Hollingsworth
and Barnes, 1996) which go well beyond the scope of this paper. Suffice
it to say that the stationary wave response to cloud forcing is less ob-
vious than that for the transient eddies and would benefit from more
detailed follow-on studies.

4.2.3. Thermal tides
The thermal tides are a response to diurnally varying forcing and are

therefore sensitive to aerosol heating and cooling within the atmo-
sphere (see Barnes et al., 2017 for a review). The semi-diurnal tide is

Fig. 4.9. Transient eddy poleward heat flux (top row) and
momentum flux (bottom row) for the inert case (left
column) and active case (right column) during early
northern spring (Ls 30°). The contour intervals in top and
bottom panels are 3 Km s−1 and 5m−2 s−2, respectively.
Positive values are solid, negative values are dashed.

Fig. 4.10. Amplitudes and phases of stationary
planetary wave 1 (SPW1, top row) and wave 2
(SPW2, bottom row) for early northern summer
(Ls 105–135°). Columns denote inert (left), active
(middle), and observed (right) results.
Amplitudes are contoured at 1,2,4 and 8 K in-
tervals. Phases are color shaded from blue (0°
phase) to red (360° phase). Phases are in East
Longitude. (For interpretation of the references
to color in this figure legend, the reader is re-
ferred to the web version of this article.)
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dominated by the sun-synchronous (migrating) mode, which has long
vertical wavelengths and broad meridional scales such that it responds
efficiently to global forcing. Fig. 4.12 shows the seasonal variation of
the temperature amplitude of the westward migrating semi-diurnal tide
(SW2) at ~25 km. With radiatively active clouds SW2 is generally
larger than the passive case throughout the year indicating that cloud
forcing can significantly affect this component of the tide. The in-
creased amplitude in the active case is largest during northern summer
when the ACB is near its maximum thickness. Later in the season and
during early fall, the ACB dissipates but the dust loading increases and
the differences between the passive and active cases becomes very small
at this time. As the ACB belt begins to reappear later during northern
winter (see Fig. 3.1) SW2 in the active case again becomes stronger than
in the passive case.

The structure of this component is shown in Fig. 4.13. The semi-
diurnal tides are vertically propagating at all latitudes and hence their
amplitudes increase with height everywhere. While the increase in
amplitudes with active clouds is apparent, the magnitude of the in-
crease is modest with maximum values increasing from ~5 K in the
passive case to ~6 K in the active case. It is also worth noting that the
fields are not symmetric about the equator as there is a stronger re-
sponse in the southern hemisphere in both cases. The asymmetry is
related to the zonal-mean zonal wind fields, which have a jet structure
at mid southern latitudes at this season.
We can compare Fig. 4.13 with Fig. 3 in Kleinböhl et al. (2013) (not

shown here) who estimate SW2 from MCS cross-track scanning data.
While the patterns and overall structure are similar, their analysis
suggests a much stronger response by almost a factor of 3 compared to
the model. This is demonstrated in Fig. 4.14 where we compare model
and MCS profiles of the amplitude and phase of SW2 at 60°S. Maximum
observed amplitudes occur near the 0.3 Pa level as can also been seen in
the model. However, the observed amplitudes are ~14 K compared to
~6 K in the model. Above the 10 Pa level, where amplitudes begin to
increase, the phase of SW2 is much closer to observations when the
clouds are radiatively active and shows a shift toward earlier local times
with increasing altitude that is expected for a vertically propagating
mode. Below this level the amplitudes are too small to say much about
the phase.
We suspect that the weak amplitude of SW2 in the model at this

season is related to the fact that the ACB is too low. Even though the
model reasonably simulates the column cloud opacity at this season
(Fig. 3.1), clouds at a higher altitude will be colder which would in-
crease the radiative forcing. In Section 5.2 we discuss possible reasons
for the low ACB and some possible ways to raise it.

5. Discussion

5.1. Model dryness

The ultimate source of water in the model is the NPRC. If the sub-
limation from the NPRC is weak this could explain the model dryness.
Weak sublimation could be the result of low surface temperatures, a
short sublimation season, or an underestimate of the area of the NPRC.
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Fig. 4.11. Same as Fig. 4.10, but for late northern summer/early northern fall (Ls 168–197°).

Fig. 4.12. Seasonal variation of the equatorial 15-μm band weighted tem-
perature amplitude of the migrating semi-diurnal tide at ~50 Pa for the inert
and active cases.

R.M. Haberle, et al. Icarus 333 (2019) 130–164

156



However, surface temperatures are not too low. As shown in Fig. 5.1
zonal mean surface temperatures are in good agreement with TES.
Zonal mean 2 PM and 2 AM surface temperatures track TES very well
during the peak sublimation season (Ls ~100–130°). The exception is
the 2 AM temperatures at 85°N which are ~5–10 K too high. The point-
by-point comparisons presented in Fig. 5.2 reveal the same behavior.
Figs. 5.1 and 5.2 also indicate that the sublimation season is too

long. Springtime model temperatures rise too early and too quickly
suggesting that not enough CO2 ice is laid down during fall and winter,
or that sub grid scale patchiness, which we do not account for, is
playing a role. In either case, the sublimation season is longer than
indicated in the observations.
As for the area of the cap, it is possible that the dark regions – which

we do not include – are contributing significant water but it is difficult
to imagine they would double the total flux into the atmosphere.
Furthermore, the area of our NPRC is similar to that in Navarro et al.
(2014) who do obtain global abundances closer to the observations
than in our simulation. Thus, the fact that our surface temperatures
agree well with TES, that our sublimation season is longer than ob-
served, and that the area is probably reasonably well represented sug-
gests that source strength is not the cause for the model dryness.
Perhaps then it is the sink that is too strong. The only major sink for

atmospheric water vapor in the model is condensation into clouds fol-
lowed by sedimentation to the ground. As shown in Fig. 5.3 sedi-
mentation over the NPRC appears to be a major sink for atmospheric
water vapor as the upward sublimation flux is significantly offset by the

downward sedimentation flux. In fact, poleward of 70°N deposition
onto the surface is about 50% of sublimation off the surface. Without
this sink a much greater net transfer of water to the atmosphere would
occur.
It is possible that because our moment scheme overestimates growth

rates (see Section 2.8) ice particles grow too big and are removed too
quickly. However, a separate simulation in which we arbitrarily re-
duced the growth rates by a factor of 1.5 does not show any significant
moistening of the water cycle. Evidently, even with smaller growth
rates, growth in the model is still fast enough and particles still grow big
enough to fall out quickly.
Instead, it appears that the use of time splitting to reduce cloudiness

over the NPRC is the direct cause of model dryness and this raises
questions about the realism of this result. Is this really the mechanism
by which the polar atmosphere remains cloud free during summer? In
the real Martian atmosphere does water subliming off the NPRC during
summer quickly condense onto large particles and immediately fall
back to the surface as it does in our simulations? Is there, as our model
suggests, a low-level large-particle “ground fog” with concentrations so
small as to be nearly invisible but which provides enough snowfall to
the surface to keep the atmosphere nearly cloud free?
In our view the existence of large-particle snowfall over the NPRC in

the model is artificial and not actually a real process. We suspect that
the primary reason the model is too dry is because it is too sluggish in
moving water away from the NPRC both vertically and horizontally.
Our level-2 Mellor-Yamada PBL scheme is diffusive in nature and does

Fig. 4.13. Temperature amplitude of the migrating semi-diurnal tide for early northern summer (Ls 105°) for the inert (top) and active (bottom) simulations.
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not account for non-local mixing, which can be deeper and faster. Most
of the lowest half scale height in the NPRC region is unsaturated and
can hold more moisture than predicted. More vigorous vertical mixing
would moisten these regions without forming clouds. Better vertical
resolution may help in this regard. It could also enhance the sublima-
tion flux by drying out near surface air and thus boosting the moisture
content of the atmosphere. Indeed, our dust and temperature profiles
(not shown) do indicate weak vertical mixing: compared to observa-
tions the dust is too low and upper level temperatures are too cold. Off
cap meridional transport may also be too weak due to our low hor-
izontal resolution. The mesoscale model simulation of Tyler and Barnes
(2014) show this “ventilation effect” can be an important consideration.
Another possibility is that the sublimation flux is high enough to su-
persaturate the near surface air in a single time step and the model
responds by snowing it out quickly. We do not limit our sublimation
rates to avoid this situation. These are all possibilities worthy of future
study. For now all we can say is that without any tuning of the water

cycle physics in the model and without any source other than the NPRC
as we have defined it, we are unable to reproduce the observed wetness
of the current water cycle.

5.2. Altitude of the aphelion cloud belt

As mentioned in Section 3.2 the altitude of the top of the ACB is too
low compared to MCS observations. Peak extinctions occur at about the
100 Pa level in the model whereas they are closer to 20 Pa in the ob-
servations (see Fig. 3.5). Since the radiative effects of the clouds are
included, further expansion of the Hadley circulation to bridge this gap
is difficult to achieve. Instead there are several alternative explanations
for why the clouds do not form high enough in the ACB. It could be that
there is an insufficient supply of IN, that cloud particles grow too big
and settle out too fast, that temperatures above the ACB are too cold
and hence trap vapor at lower altitudes, or that the moisture supply is
too limited. For all but the moisture supply issue, we used a 1-D version

Fig. 4.14. Profiles of the temperature amplitude (top) and phase (bottom) of
the semidiurnal migrating at 60°S at Ls 105°. Thick solid lines are the MCS data.
Thinner lines are model results for the inert (dashed) and active (solid) cases.
Amplitude is in K, phase is local time hours.

Fig. 5.1. Zonal mean surface temperatures at 2 PM (blue) and 2 AM (red) from
observations (open diamonds with thin connecting line) and model (+ sym-
bols) for three different latitudes: 85°N (top), 80°N (middle), and 75°N
(bottom). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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of the model to assess their potential role. For the IN issue we allowed
for an infinite supply; for the cold temperature issue we introduced an
elevated fixed dust layer to warm the atmosphere; and for the particle
size issue we simply turned off sedimentation. While these changes did
induce some changes to the thickness and elevation of the bottom of the
clouds, there was very little change in altitude of the tops of the clouds.
Thus, by default it would appear that the model is not providing enough
moisture to higher levels for clouds to form. Again, this could be related
to subgrid scale transport not adequately represented in the model. In
this case a good candidate is the vertical pumping mechanism asso-
ciated with mountain-induced circulations associated with volcanoes
(Michaels et al., 2006). Our smoothed topography may not be capable
of simulating these circulations, which are capable of injecting moisture
to very high altitudes (above 40 km) and are best simulated with
models running at very high horizontal and vertical resolution. Pottier
et al. (2017) have taken a step in this direction and do find that the ACB
thickens and deepens with increasing horizontal resolution. This is a
mechanism we plan to investigate further with our next generation of
dynamical cores.

5.3. High altitude clouds

To explain the difference between the observed and model clouds
shown in Fig. 3.7 we adopt a working hypothesis that the high altitude
polar clouds seen by MCS are formed in situ and are separate from the
lower level polar hood clouds. In this case they are formed when dust
and moisture are carried into the polar region by the upper branch of
the mean meridional circulation. This branch extends almost all the
way to the pole where it descends and adiabatically warms the atmo-
sphere. Eventually, the air descends to cooler levels and clouds form. In
this view these clouds form in situ from moisture and seed nuclei car-
ried into the polar region at very high levels and are not related to the
lower level polar hoods.
Support for this hypothesis comes from the MCS temperature, dust,

and cloud observations shown in Fig. 5.4. A poleward and upward
sloping warm tongue of air that extends almost all the way to the north
pole on both the AM and PM sides is strong evidence that the upper
branch of a deep mean meridional circulation reaches almost all the
way to the pole. Moisture carried by this branch, probably in the form
of clouds at first because of the cool temperatures at low latitudes, is
transported into the high latitudes where it evaporates as it enters the
warm tongue and then recondenses as it is forced down into the cold
polar atmosphere. This scenario is consistent with the MCS cloud ice
observations poleward of 80°N where most of the ice resides between 1
and 10 Pa. Further descent would produce a fork-like pattern below
10 Pa since the descending branch of the mean circulation has an
equatorward component in this region of the atmosphere. Some of the
ice will evaporate as it moves toward warmer air thus producing a
distinct upper level maximum that is separate from the lower level
annular polar hood. The fork pattern is obvious in the model but only
moderately so in the observations.
The high-altitude polar clouds may also play a role in generating the

CO2 ice clouds that MCS apparently sees at the pole between 10 and
30 Pa. These clouds show up in the MCS dust channel (see Fig. 5.4) but
almost certainly cannot be dust (e.g., Hayne et al., 2012). This is the
coldest level in the atmosphere where temperatures are very near the
CO2 ice frost point. This is also the cleanest region of the atmosphere
where our model indicates dust particle concentrations are at most
~10−2 particles cm−3. Since homogeneous nucleation of CO2 ice par-
ticles is not easily achieved in the Martian atmosphere (Määttänen
et al., 2005), the high-level water ice clouds are the best candidate for
nucleating CO2 ice clouds. The MCS observations show that some of the
water ice clouds lie above the CO2 ice clouds so it is possible that as
they settle out they provide nucleation sites for the CO2 clouds. It is
worth noting here that this structure, water ice clouds above CO2 ice
clouds, was first detected in Mariner IRIS spectra in the early 1970s
(Paige et al., 1990).
To produce the pattern seen by MCS (and Mariner 9) the model

Fig. 5.2. Same as Fig. 5.1, but for selected individual points. Latitude and longitude indicated in upper left corner of each plot.
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would need to generate a stronger mean meridional circulation. It is
clear from Fig. 5.4 that the model does not produce the polar warming
seen in the observations. Stronger forcing of the mean meridional cir-
culation could remedy this, but what form that forcing takes needs
further study. There are several possibilities. An obvious candidate is
stronger cloud forcing in the tropics. While this is not the aphelion
season, there is a tropical cloud belt formed by the Hadley cell from
moisture released from the south seasonal cap. In extinction space,
however, the model shows very little evidence for a tropical cloud belt
at this season (see Fig. 3.7). Some mechanism is needed to boost the
vertical transport of water vapor and thus raise the altitude, opacity,
and hence forcing of the clouds. Again, the small-scale mountain-in-
duced plumes suggested by Michaels et al. (2006) and/or higher hor-
izontal and vertical resolution could be important here. The subsequent
radiative effects of the clouds they produce would force a stronger
circulation that could in principle transport the needed moisture and
seed nuclei into the deep polar regions.
Another possibility is gravity waves. The generation, propagation,

and breaking of gravity waves could provide a drag force on mean zonal
winds that would require stronger meridional winds for momentum
balance (e.g. Joshi et al., 1995; Collins et al., 1997; Medvedev et al.,
2011). Gravity wave drag has been proposed as a mechanism to warm
the poles but it is not included in the present version of the model. The
irregular nature of the Martian surface could easily excite a spectrum of
gravity waves that under the right conditions could propagate and
break at the right levels with about the right drag. We have recently
introduced a gravity wave scheme into our new model and are begin-
ning to study its effect on the circulation (Kling et al., 2018a, 2018b).
There may, of course, be other processes not mentioned here that are
involved but careful studies of the role of enhanced vertical transport
and breaking gravity waves should provide useful insights into the
nature of the high-altitude polar clouds.

5.4. Stability of the NPRC

No permanent new ice deposits develop anywhere in the model
outside the NPRC. Water lost by the NPRC during summer is ultimately
returned during the other seasons. The model water cycle is closed and
in equilibrium. This is somewhat artificial in that we have not included
the permanent SPRC of CO2 ice near the south pole. Any water brought
in contact with the SPRC will be removed from the system and thus it
represents a permanent sink. Others have modeled the strength of this
sink (e.g., Richardson and Wilson, 2002) and there is evidence from
Mars Express observations that water is incorporated into it (Bibring
et al., 2004). However, we have ignored it here and thus our water
cycle is closed.
A closed water cycle, however, does not preclude a net annual re-

distribution of water within the NPRC. Redistribution is occurring in
the model and at a fairly significant rate. As shown in Fig. 5.5 the
outliers in the 75°N latitude band are losing water to the higher lati-
tudes. Peak loss rates in some spots are ~ 1mm per Mars year. These
are similar loss rates to those found by Navarro et al. (2014) and are
significant on time scales associated with orbital variations (105–106

Earth years). They suggest that a meter of ice could be transferred to the
pole in ~103 years. While there are many uncertainties in the magni-
tude of these estimates, the basic concept - that a net transfer of ice
within the NPRC from lower to higher latitudes is taking place at the
present time - is plausible. Mesoscale models or very high resolution
GCMs are the more appropriate tools to examine the details of this
process.

6. Conclusions

We have described, documented, and discussed the physics
packages in the legacy version of the NASA/Ames Mars Global Climate
Model. We then presented results of simulations that focus on the

(caption on next page)
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present seasonal water cycle and assessed the role or radiatively active
clouds. The most important packages include a two-stream radiative
transfer code based on correlated-k's, a suite of cloud microphysics al-
gorithms to simulate the nucleation, growth, and gravitational settling
of ice particles, a moment scheme for tracer transport, and several
updates to the C-grid dynamical core.
With no tuning of the water cycle, we find it to deliver a credible

simulation of the seasonal water cycle assuming the NPRC is the main
source for water. The model predicts a nearly cloud free atmosphere
over the cap during summer, seasonal variations in column vapor fields
that track the observations, an ACB with the correct optical thickness,
and surface and air temperatures that are reasonably close to those in
the observations. As found in other models, the radiative effect of
clouds strengthen and deepen the Hadley circulation during northern
summer, but they also have significant consequences for the planetary

eddy components of the global circulation: the transient eddies, sta-
tionary waves, and thermal tides. In some cases, clouds improve
agreement (e.g., ACB temperatures) while in others they degrade it
(e.g., SPW2 at northern equinox). Not surprisingly this suggests that
more work is needed to better understand the role of cloud forcing on
global circulation systems.
Where the model does not compare well with observations, weak

vertical mixing appears to be the main problem. The overall dryness of
the water cycle, the low altitude of the ACB, and the near absence of
high altitude clouds during the perihelion season each imply that ver-
tical transport in the model is not vigorous enough. What form that
vertical transport takes needs further study to determine. Non-local PBL
mixing, mountain-induced circulations, and stronger mean meridional
circulations are some possibilities and each may play a role. Certainly
much progress could be made from studies involving higher horizontal
and vertical resolution, and the implementation of gravity wave
breaking schemes. Such studies are underway at Ames as the group is
transitioning to more modern dynamical cores that have better con-
servation properties and are written to take advantage of parallel

Fig. 5.4. Northern hemisphere time and zonal average temperature (top row) dust mass mixing ratio (middle row) and water ice cloud mass mixing ratio (bottom
row) from the model (left column) and MCS observations (right column). Mixing ratios are 10−6 kg kg−1. White regions in MCS plots denote no retrieved data. The x-
axis shows AM on the left (0 N to 90 N) and PM on the right (90°N to 0°N). Mixing ratios from MCS data are scaled extinctions and are thus estimates of the actual
mixing ratio.

Fig. 5.3. Mass balance of the NPRC during early summer. Top: sublimation
rate. Middle: sedimentation rate. Bottom: Net rate.
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computing and thereby improve throughput. The physics packages
described here are being modularized for implementation into these
new dynamical frameworks. They will be made available to the general
public when validation and testing are complete.
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