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SUMMARY

This study presents a depth inversion of Scholte wave group and phase velocity maps obtained
from cross-correlation of 6.5 hr of noise data from the Valhall Life of Field Seismic network.
More than 2 600 000 vertical-vertical component cross-correlations are computed from the
2320 available sensors, turning each sensor into a virtual source emitting Scholte waves. We
used a traditional straight-ray surface wave tomography to compute the group velocity map.
The phase velocity maps have been computed using the Eikonal tomography method. The
inversion of these maps in depth are done with the Neighbourhood Algorithm. To reduce the
number of free parameters to invert, geological a priori information are used to propose a
power-law 1-D velocity profile parametrization extended with a gaussian high-velocity layer
where needed. These parametrizations allowed us to create a high-resolution 3-D S-wave
model of the first 600 m of the Valhall subsurface and to precise the locations of geological
structures at depth. These results would have important implication for shear wave statics and
monitoring of seafloor subsidence due to oil extraction. The 3-D model could also be a good
candidate for a starting model used in full-waveform inversions.

Key words: Tomography; Surface waves and free oscillations; Seismic tomography.

1 INTRODUCTION

Seismic surface waves extracted from correlations of ambient noise
are used in many geophysical applications to characterize the shal-
low subsurface (e.g. Campillo et al. 2011; Ritzwoller et al. 2011).
Depending on the target studied, the scale of the tomographies based
on surface waves can range from several thousands of kilometres
with penetration depth down to the transition zone (e.g. Kustowski
et al. 2008; Nishida et al. 2009), to metre scale for geotechnics and
near-surface characterization applications (e.g. Xia et al. 1999).
However, there are very few studies which investigate the depth
ranges between several tens of metres to several hundreds of metres
(down to 1 km) using surface waves. Until recently, only the spatial
autocorrelation of microtremors method (Aki 1957; Okada & Suto
2003) was able to reach 100 m depth (e.g. Wathelet ez al. 2005).
The main cause of this lack of intermediate-depth studies is the lack
of intermediate-frequency surface wave measurements. Indeed, in
a vertically heterogeneous medium, surface waves are dispersive
because waves at different frequencies sample different depths and,
therefore, travel with different speed. Most of the surface waves en-
ergy travels within one wavelength from the surface, thus, to investi-

gate depth down to 1 km, one needs surface waves with wavelength
smaller than 1km, that is frequencies between ~0.5 and 2 Hz for
phase velocities below 1000 ms~!. These frequencies are too low
to be generated with most of existing types of active sources. On
the other hand, the surfaces waves at such short periods are quickly
attenuated and are not present in records from distant earthquakes.

Seismic noise at high frequency, part of the secondary micro-
seismic peak (Longuet-Higgins 1950; Herbers & Guza 1994) may
be used to fill this ‘gap’ in surface wave measurements. Recently,
it has been shown that the seismic noise could be used to image
the crust (e.g. Shapiro et al. 2005). The principle is based on the
fact that the cross-correlation (CC) of the seismic noise recorded
at two sensors is an approximation of the surface wave part of the
Green’s function of the media between the sensors (e.g. Campillo
2006; Gouédard et al. 2008). Since then, many regional scale stud-
ies has been performed and showed unprecedented high-resolution
images of the crust and the uppermost mantle (e.g. Lin et al. 2007;
Moschetti et al. 2007; Yang et al. 2007; Lin et al. 2008; Zheng
et al. 2008; Stehly et al. 2009; Zheng et al. 2011). These studies
strongly highlight the complementarity between the frequency con-
tent of the seismic noise and the earthquakes. Some of them compute
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hybrid dispersion curves with the high-frequency part from the noise
and the low-frequency part from earthquake data (e.g. Yao et al.
2006; Yang et al. 2008). Most of ambient noise tomography studies
focused on relatively large scales with periods between 5 and 50s.
At smaller scale, ambient noise tomography has been used to image
volcanic edifices at periods between 1 and 10s (Brenguier ef al.
2007; Masterlark et al. 2010; Stankiewicz et al. 2010; Luzén et al.
2011), sedimentary basin at periods between 0.5 and 3 s (e.g. Huang
etal. 2010), geothermal areas between 3 and 10 s (Yang et al. 2011)
or 1 and 5 (Calo et al. 2013) and landslides (Renalier et al. 2010)
at periods between 1.7 and 5 Hz.

In marine environment, the sediments of the upper layers of the
seafloor are saturated with water and the shear wave velocity may
be very low. Hamilton (1976) gave a seminal review on shear wave
properties in shallow marine sediments and brought an empiri-
cal law for S-wave versus depth in sandy sediments that has been
widely used in the literature (e.g. Gabriels e al. 1987; Mooney
et al. 1998; Buckingham 2000, 2005; Rodriguez-Suarez & Stewart
2000): V, = 128 d %28, where V is the shear wave velocity in ms™!
and d the depth in m. In this configuration, one can expect wave-
lengths of the order of 1 km and smaller at frequencies around 1 Hz
and below, ideal to investigate the first hundreds of metres of the
subsurface.

Bussat & Kugler (2011) were the first to propose a 3-D S-wave
model of the first kilometre (and beyond) of a small seafloor por-
tion (6 x 8km) using ambient seismic noise records from ocean-
bottom seismometres at 126 locations between 0.1 and 0.7 Hz. In
this study, we use seismic noise records from the Valhall Life of the
Field Seismic (LoFS) network to compute a high-resolution 3-D
S-wave model of the Valhall field overburden down to 600 m. Pre-
vious results of group-velocity maps and phase-velocity maps from
Mordret et al. (2013a,c), respectively, are used to perform the depth
inversion.

After presenting the data and reminding the methods of ambient
noise surface wave tomography, the description of the principles
of dispersion curves inversion at depth using the Neighbourhood
Algorithm (NA; Sambridge 1999) will be done in Section 2. Then,
the application of this method to estimate an average 1-D S-wave
velocity model for the whole area will be performed (Section 3).
Section 4 will present the construction of the 3-D model. Finally,
in Section 5 the results will be discussed in the light of previous
studies on the Valhall shallow overburden.

2 DATA AND METHODS

2.1 The Valhall LoFS data set

The Valhall LoFS network is a permanent ocean-bottom cables ar-
ray made of 2320 four-component sensors (a three-component geo-
phone and a hydrophone) installed on the seafloor of the North Sea,
above the Valhall oil-field reservoir (VanGestel ef al. 2008, Fig. 1).
The dataset used in this study is made of 6.5 hr of continuous ambi-
ent seismic noise records and the computation of the CCs between
every pair of sensors follows the method described by Mordret et al.
(2013a). Between 0.5 and 2 Hz, the noise records are dominated
by the natural secondary microseism and the noise source distri-
bution is fairly isotropic. This results in emergence of dispersive
Scholte waves from the vertical-vertical (ZZ) component CCs.

2.2 Ambient noise surface wave tomography

The surface wave tomography is done using a common three-strep
approach (e.g. Ritzwoller ef al. 2011). First, frequency-dependent
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Figure 1. Map of the Valhall LoFS array. Each blue point represents a 4C
sensor. The black circles show the approximate positions of the exploitation
platforms. The insets show the geographical location of the Valhall field
with the black cross showing the location of the Valhall LoFS array. The
bathymetry is shown as the background of the right inset.

group and/or phase traveltimes are measured from every inter-
station noise CC. This procedure can be done for instance, using the
Frequency-Time Analysis technique of Levshin ez al. (1989). In the
second step, the surface wave traveltimes are inverted to construct
2-D phase and group velocity maps at different frequencies. This is
done with surface wave tomography algorithms (e.g. Barmin ef al.
2001; Ekstrom 2011) for group velocities and with the eikonal to-
mography (Lin ef al. 2009) for the phase velocities. Construction
of the Sholte-wave surface wave dispersion maps at Valhall is de-
scribed by Mordret et al. (2013a,c). The final step is to invert the
dispersion maps for the depth structure. This inversion is performed
in every cell of the geographical grid where local regionalized dis-
persion curves are inverted for a local 1-D shear velocity model.
Combining all 1-D profiles from all cells, result in the final 3-D
model of the subsurface. At Valhall, the grid used has 231 x 181
cells with 50 m bins size.

2.3 Depth inversion using the NA

In order to invert at depth the group and phase velocity maps, the
NA developed by Sambridge (1999) has been chosen. The NA is a
Monte-Carlo global direct-search technique developed to efficiently
sample a model-space. A model is a set of different parameters and
the model-space associated has the same dimension as the number
of parameters used to describe a model. The model-space is bounded
by a priori minimum and maximum values for each parameter. In
the case of local dispersion curves inversion, the model is a 1-D
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Figure 2. Illustration of the misfit computation between a theoretical disper-
sion curve in brown and a measured dispersion curve with its uncertainties
in pink. In this example, the misfit is the normalised area (dS1 + dS2)/S.

layered S-wave depth/velocity profile and the parameters can be,
for instance, the thickness and the velocity of each layer. Because
of the weaker sensitivity of surface waves to P-wave velocities and
densities, these quantities are not considered as free parameters
and are related to Vs via an empirical relation: Vp = 1.16V5 + 1.36
(Castagna et al. 1985) and p(gem ™) = 1.74V > with Vpinkms~!
(Brocher 2005) . We do not take into account the dispersion caused
by the attenuation structure. The description of the parametrization
chosen for this study can be found in Section 2.4.

For a single inversion, the NA is made of different steps. In a first
step, the NA generates n; models (i.e. n; 1-D layered S-wave velocity
profiles) randomly distributed inside the model-space. Then, a mesh
of Voronoi cells (the nearest neighbour portion of space associated
with each model) is created. For each model, a theoretical dispersion
curve is computed using routines from Herrmann & Ammon (2004)
and the misfit between the theoretical and the observed dispersion
curve is assigned to the corresponding cell. As shown in Fig. 2, the
misfit between the measured dispersion curve and the theoretical
one is the area of the theoretical dispersion curve outside the area
defined by the measured dispersion curve and its uncertainties,
normalized by the area of the measured dispersion curve. In the
example of Fig. 2, the misfit would be (dS1 + dS2)/S. We choose
this misfit definition to avoid to over-fit the dispersion curves. Given
the uncertainties of the dispersion curve picking and of the surface
wave tomography method, it is sufficient to fit the dispersion curves
within one standard deviation of the data.

In a second step, the best n. cells (i.e. with the lowest misfit)
are chosen and n; new models are generated within each of these
cells. A new set of Voronoi cells is generated taking account of
every model (the previous and the new ones). The new misfits are
computed and the best n.. cells are chosen to be re-sampled. This last
procedure is repeated and the algorithm stops after #; iterations. The
main advantage of this algorithm is to focus simultaneously on the
most promising zones of the model-space and to rapidly converge
to the global minimum while keeping in memory the high-misfit
models information. At the end of the process the model-space
has been fully explored and one can have a good estimation of the
misfit-function ‘topography’.

2.4 Parametrization

As mentioned above, in the local dispersion curve inversion prob-
lem, the model is usually a 1-D layered S-wave velocity profile
where the parameters are the thickness and the velocity in each

layer. The drawback of this parametrization is that one has to invert
for 2n; parameters where »; is the number of layers. If n; is chosen
too large, the volume of the model-space becomes immense and
it is very time-consuming to sample it densely enough. Moreover,
as the number of parameters grows, the non-unicity of the solution
becomes more and more significant, that is the number of valleys
in the misfit-function ‘topography’ increases and it may be difficult
to chose the right model which has a physical/geological meaning.
A priori physical constraints on the properties of the subsurface
help to circumvent the non-unicity of the surface wave inversion
(e.g. Shapiro & Ritzwoller 2004; Shapiro et al. 2004).

The structure of the Valhall field subsurface is well know from
well logging as well as active seismic data (see Barkved 2012, for
a review of the Valhall field monitoring techniques and a complete
field description). Of particular interest is the full waveform inver-
sion (FWI) done by Sirgue et al. (2010) which gave a 3-D P-wave
velocity model of the complete field with an unprecedented resolu-
tion. Using these data and stratigraphic logs (Munns 1985), allows
the simplification of the parametrization. At Valhall, the shallow
subsurface is made of unconsolidated quaternary sediments for the
first 600 m. At this depth, there is a structural discontinuity: the
Pliocene-Pleistocene transition which separates the unconsolidated
sediment from much harder tertiary shales with higher velocity. As
shown by Hamilton (1976), the shear wave velocity profile with
depth for compacting unconsolidated sediments can be modelled as
a power-law (Wathelet et al. 2004):

Vi d)=Vo((d+ D" = (do+ 1" + 1), (@)

where V is the S-wave velocity, d the depth, V} is the velocity at the
seafloor, « is the power-law parameter and d is the water depth. At
Valhall, the bathymetry is very smooth and dy = 70 m is taken con-
stant. In eq. (1), only V, and « are fitting parameters. Preliminary
tests showed that the data required the presence of the Pliocene-
Pleistocene transition as a high-velocity half-space at depth around
600 m and we chose to invert only for the velocity ¥, of this half-
space. The algorithm used for computing surface wave dispersion
curves (Herrmann & Ammon 2004) requires describing the struc-
ture as a set of layers with constant elastic properties. Therefore,
the shallow sediments are approximated with a set of 11 thin layers
whose velocities are selected to fit eq. (1). This parametrization with
only three parameters was sufficient to describe most of the data.
However, in some places, a more complex parametrization has to
be introduced to achieve a proper fit as described in Section 4.3.

3 AVERAGE S-WAVE VELOCITY MODEL

3.1 Measurement of average dispersion curves

Before inverting for the 3-D model, an inversion for the average
1-D model of the complete Valhall area is performed. To mea-
sure the average phase velocity dispersion curve the average CC
gather is constructed by stacking every 2 690 040 ZZ correlations
in 10-m interstation distance bins (Fig. 3). This stacking opera-
tion drastically increases the signal-to-noise ratio of the data and
highlights different modes of the surface waves. This technique has
recently been applied by Nishida (2013), Lin et al. (2013), Boué
et al. (2013) to extract teleseismic propagation of body-waves con-
tained in the seismic noise. In Fig. 3, the average correlations have
been filtered between 0.1 and 6 Hz and an amplitude gain control
has been applied. One can clearly observe the fundamental mode
and the first overtone of the Scholte waves, whereas on single CC,
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Figure 3. Average correlation gather. All 2 690 040 ZZ correlations are
averaged in 10-m-interstation distance bins. An amplitude gain control has
been applied to homogenize the amplitudes all along the gather. Note the
strong dispersion and the different modes of the Scholte waves.

only the fundamental mode is visible. The frequency-wavenumber
(F-K) analysis (Gabriels ef al. 1987) of these records is performed
to measure the dispersion curves associated to each mode (Fig. 4a).
The F-K spectrum U(k, f) of the gather u(x, ¢) is given by

+00
UGk, /)= [[ute, 1) - &m0 dxdr, 2)

Frequency (Hz)

Wave number (1/m) X107
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Figure 5. Average phase and group dispersion curves. The red and blue
dots are the picks from Fig. 4 for the phase velocity fundamental mode and
the first overtone, respectively. The red and blue curves with error-bars are
the third-order polynomial fits to the picks. The black curves are the mean
phase and group dispersion curves from the phase and group velocity maps
(see the text for details).

where x the distance along the virtual array, ¢ the time, & is the
wavenumber in the x direction and f'is the frequency. In the F-K
domain, the dispersion curves are determined by picking the energy
maxima. For every frequency f, a set of peaks £, (f) is obtained,
where m is the mode number. The phase velocity dispersion curve
is then

en()=

. 3
ko () @

The red and blue dots in Fig. 4(b) show the picks made for the fun-
damental mode and the first overtone, respectively. Corresponding
phase velocity dispersion curves are shown in Fig. 5. The red and
the blue curves with the error-bars are the third-order polynomials
used to fit the corresponding picks. As a comparison, the average
phase velocity dispersion curve for the Valhall area is computed as
the mean and standard deviation of the mean of the fundamental-
mode phase velocity maps obtained by Mordret e al. (2013c¢) at

Normalized amplitude (dB)

Wave number (1/m) x107°

Figure 4. F-K analysis of the average correlation gather. (a) The raw diagram with the interpretation of the fundamental mode and the first overtone.
(b) The picks of the fundamental mode and the first overtone dispersion curves are shown with red and blue dots, respectively.
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the misfit value. The blue curves are the data and the green curves are the dispersion curves associated with the best-fit model. (d) The ensemble of different
models tried by the NA; the thick green curve is the best-fit model. (e)—(g) The 2-D marginals of all couples of parameters. Parameter 1, 2 and 3 are V), o and
V,, respectively. Note the correlation between ¥y and «. The colour corresponds to the misfit value.

several frequencies. This curve and corresponding error-bars are
shown with a black colour in Fig. 5. For the phase velocity fun-
damental mode, the two curves are very similar even though they
are obtained with independent measurements. Fig. 5 also shows the
average group velocity dispersion curve computed as the mean and
standard deviation of the mean of the group velocity maps from
Mordret et al. (2013a) that is used to constrain the inversion.

Two surface wave modes are present in our data and one may
argue that there could be spurious events created by a non-optimal
distribution of noise sources at the surface around the array and
cross-terms correlation summation (Halliday & Curtis 2008). The
mode that we interpret as the first overtone is only visible when
stacking the tremendous number of correlation together (Figs 3—4).
On single correlations, its energy is minimal and only the funda-
mental mode is dominant. Therefore, the cross-term summation
should be weak. Moreover, even if we cannot locate precisely the
noise sources, we know that they surround the array (Mordret et al.
2013a) and it is likely that they are spread all over the North-Sea
seafloor and not confined in a narrow ring around the network. In
this configuration, Kimman & Trampert (2010) showed that the
correlations should be mostly free of spurious events.

3.2 Depth inversion of average dispersion curves

The power-law model with the three parameters Vj, o and V,, (de-
scribed in Section 2.4) is used to invert for the average model. The
bounds for the parameters are [150—500] ms~! for V;, [0.1—0.3]
for o and [400—1600] ms~! for V,. The two velocity ranges are
chosen considering the upper and lower-bounds of the dispersion
curves as well as a priori knowledge from the Valhall field geology.
The value range for o has to be between 0 and 1 to have a smoothly
increasing velocity with depth and the final range is chosen by trial
and errors. The NA was run with n; = 10 000, n, = 1000, n. = 5 and
n; = 8 (see Section 2.3 for description). During this inversion 50 000
models have been tested. The best-fit solution and corresponding
dispersion curves are shown with green lines in Fig. 6. The three
best parameters are V) =297ms™', o = 0.208 and ¥, =983 ms~!.
Figs 6(e—g) show the 2-D marginals associated with each couple of

parameters. The topography of the misfit function is very smooth
with a clear global minimum with a value around 0.4. Moreover, the
parameters 1 and 2, that is V; and « are correlated. Fig. 7 shows the
convergence of the three parameters as a function of the number of
iteration. After seven iterations, the NA reached the final parameter
values.

Beside a relatively poor fitting of the very short periods that
would require a smaller velocity of the first layer, the power-law-
parametrization assumption is sufficient to model accurately the
average velocity profile of the first 600 m at the Valhall area. This
average velocity structure is used as a reference model for the 3-D
inversion.

4 3-D SHEAR VELOCITY MODEL

4.1 Inversion with a three-parameters model

In a first step, the 1-D local inversions are performed using the three-
parameters-power-law model (Section 2.4) in every cell of the grid.
In this inversion, the input data are the local fundamental-mode
phase velocities dispersion curves at periods between 0.7 and 1.6 s
(with 0.1 s steps) and the local fundamental-mode group velocities
dispersion curves at periods between 0.6 and 1.6 s (with 0.2 s steps).
The NA was run with n; = 10000, n, = 500, n, = 5and n; = 5
to test 25 000 models. The best-fit 1-D profile is kept for every
cell. Fig. 8 shows the map of the best misfits. Most of the area
exhibits reasonably low misfit (<1), indicating that the power-low
approximation for the velocity profile at depth is a good model.
However, in the south-eastern corner of the field, the misfits are
anomalously high, demonstrating that the dispersion curves from
this area cannot be fitted with a power-law model, as shown in
Fig. 9. There is a large palaeochannel in this area at a depth about
200-250 m that is clearly visible as a very high-velocity anomaly
in the FWI P-wave model of Sirgue ef al. (2010). With such a large
high-velocity body at depth, the parametrization has to be modified
to take it into account in the inversion.
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Figure 8. Map of the minimum misfit from the inversion with the ‘power
law’ parametrization at each cell. Note that the misfits are low at most of
the locations except in the south-eastern corner of the field where there is a
large palacochannel at depth.

4.2 Modified parametrization for the palaecochannel
region

First, the average dispersion curves for the region where the
palaeochannel is located is computed. The contour of misfit = 2
(Fig. 8) is used as the limit of this region and averaged phase and
group velocities are computed for this area. These dispersion curves
are then inverted with a parametrization consisting on the same
power-law as eq. (1) to which a Gaussian-bell curve with varying
depth, width and height to model an anomalous deep velocity layer
is added:

(d—dp)?

Vid) = Vo(d+ D —(do+ 1D)* + 1)+ AVie T . 4)

This parametrization requires three more parameters: AV, the ve-
locity perturbation in the layer (can be positive or negative), dj, the
depth of the layer and o, the thickness of the layer. After inversion
of 61 000 models with the NA parameters n; = 25 000, n, = 2000,
n. = 3 and n; = 6, the best average model for the palaeochan-
nel region was Vy, = 276ms™!, @ = 0.22, ¥, = 1077ms"},
AV, = 140ms~', d; = 186m and o; = 89 m. These values are
in good agreement with the values from the FWI of (Sirgue et al.
2010) in term of depth, velocity anomaly and thickness. Fig. 10
compares the global average model in blue using the ‘power law’
parametrization (already shown in Fig. 6¢) with the best average
palaeochannel model using parameters above.

To proceed with the local inversion in every grid cell, the
parametrization is simplified by fixing the depth and the thick-
ness of the palacochannel layer (d; and o) to values from the av-
erage palaecochannel model. Therefore, the final parametrization
includes four parameters: Vy, o, V,, and AV,. We chose the spars-
est parametrization which allows the misfit anomaly in Fig. 8 to
be corrected. A six parameters inversion may have allowed us to
extract a palaeochannel model closer to reality but with a risk of
overparametrization. The four parameters model may be not the
best model but it is a sufficient one to explain most of the observed
dispersion.

4.3 Construction of a hybrid model

Adding a single additional parameter into the inversion helps to
improve the fit to the data in the palaeochannel region. However,
in most of the locations outside this region, the more complex
parametrization does not really improve the misfit and adding the
fourth parameter, the ‘Gaussian layer’ could result in less stable
inversion results. Therefore, a final hybrid 3-D model is constructed
only using the results form the ‘Gaussian layer’ parametrization in
locations where an additional model parameter results in statistically
significant improvement of the misfit. In all other locations, the
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Figure 9. Results of the local inversion at a point located 7.5 km eastward, 3 km northward at the location of a large palacochannel at depth (same point as the
one shown in Fig. 13c¢). Both phase and group velocity dispersion curves [(a) and (b), respectively] cannot be fitted. Frame (c) shows the ensemble of models
as well as the best-fit one (in green) and frame (d) shows the S-wave anomaly of the best model with respect to the average model.
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Figure 10. Global average model using ‘power law’ parametrization (blue
profile) and best average model for the large palacochannel region using a
‘power law plus Gaussian layer’ parametrization (red profile).

results obtained with the more simple ‘power law’ parametrization
are kept. A F-test is performed to assess this question (see, e.g.
Stein & Gordon 1984; Trampert & Spetzler 2006; Pollitz & Snoke
2010, for F-test applications in geoscience).

Ifa set of N data (combined number of discrete frequencies where
phase and group velocities were measured) is fitted with two models
with p and ¢ parameters and ¢ > p, the second model should fit the
data better. The test uses the evaluation of the x> between the data
and the models as the sum of the squares of the differences between
the data, d, and model predictions , @, normalized by the variance
of data (the error-bars of the dispersion curves), o2

N
) NN (di—dyy
X ,Zzl: p 6)

In principle, x%(q) should be less than x 2(p). To test if this reduction
is significant, the following statistic is used:

_ X - X*@1/g = p)
x*(@)/(N = q)

The function F is F-distributed with vi = ¢ — pand v, = N —
q degrees of freedom. The test examines the probability PAF, vy,
vy) of observing an F value greater than the observed value F
for a random sample with v, and v, degrees of freedom. Thus,
for example, if Py is 0.01, there is only a 1 percent risk that the
improvement in fit is due purely to chance.

(6)
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Figure 11. Result of the F-test comparing the ‘Power law’ parametrization
with the ‘Gaussian layer’ parametrization. The probabilities are smaller than
1 percent in the palacochannel region, showing that the ‘Gaussian-layer’
parametrization significantly improved the fit to the data in this area.
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Figure 12. Map of the minimum misfit for the ‘hybrid” model that is con-

structed with using the ‘Gaussian layer’ parametrization in the palacochannel

region and the ‘power law’ parametrization elsewhere.

In this study, the comparison is done on the inversion without or
with a Gaussian anomalous velocity layer. In the first case, the data
are N = 16-points dispersion curves fitted with p = 3 parameters,
in the second they are fitted with ¢ = 4 parameters. Fig. 11 shows
for each cell the probability P(F, v, v;) that the misfit reduction
is due to chance. At most of the cells in the palacochannel area the
probability is smaller than 1 per cent meaning that there is more than
99 per cent of probability that the supplementary parameter intro-
duced by the Gaussian layer brought significantly more information
than the simple power-law parametrization. It has to be noted that
this area where the probability is the lowest corresponds to the cells
used to compute the palacochannel average dispersion curve.

The final 3-D model is then constructed by merging results
of the inversion with the ‘Gaussian layer’ parametrization in the
palaeochannel region where it significantly improved the misfit with
the results of the ‘power law’ parametrization elsewhere. Fig. 12
shows the misfit map of the ‘hybrid’ model. The new parametriza-
tion removed completely the misfit anomaly shown in Fig. 8.

Fig. 13 shows three examples of local inversion at three par-
ticular locations. In the panel (a), the inversion is done with the
power-law parametrization for a point which does not show any

Valhall 3-D S-wave model 1521

particular anomalies. This point has velocity profile with depth
very comparable with the global average velocity model. The panel
(b) shows the inversion done with the ‘power-law model’ at a point
exhibiting a very low-velocity anomaly. Even for this anomalous
structure, the power-law parametrization still holds. Finally, the
panel (c) shows the inversion for the same point used in Fig. 9
with the ‘Gaussian layer’ parametrization. The fit is drastically im-
proved and the palaecochannel shows a high-velocity anomaly which
reaches 20 per cent, close to what is observed in the FWI results of
(Sirgue et al. 2010). Our parametrization is made of a half-space
below 600 m depth that was necessary to fit the average dispersion
curves because they exhibit longer periods than the local dispersion
curves. As shown by Figs 6(f and g), the velocity of the half-space
is not well resolved, even with the longer periods of the average
dispersion curves. Then even if we keep this parametrization for the
local inversions, the velocity in the half-space is poorly resolved
and we do not interpret and discuss this value in the following.

5 INVERSION RESULTS AND
DISCUSSION

Fig. 13(d) shows a slice into the 3-D ‘hybrid” velocity model at
a depth of 150 m below sea level that summarizes main structural
features revealed by this study. The non-unicity of the surface wave
inversion has been addressed by taking into account a priori knowl-
edge of the Valhall subsurface. This allowed the modelling of the
velocity profiles by simple functions with few fitting parameters.
The drawback of this approach could be the oversimplification of
the problem leading to an oversmoothed model. For instance, the
structures that have a well-defined depth in reality can be smeared
along the vertical direction. The palacochannels that can be seen on
the 150-m-depth slice in Fig. 13(d) (highlighted in red) are actually
confined in the 105—150-m-depth interval for the shallower one in
the North, and in the 150—195-m-depth interval for the deeper one
in the South of the network (Sirgue et al. 2010; de Ridder & Biondi
2013). The depth of the deep channel is relatively well retrieved
with the ‘Gaussian-layer’ parametrization, as shown on the profile
DD’ (Fig. 14). At the same time, the image of the shallow channels
(Fig. 14, profile AA’) extends to the seabed where it should not be.
Improving vertical resolution in this very shallow part of the model
would require measurements at higher frequencies (e.g. Mordret
et al. 2013a). Such additional information could make possible in-
troducing more refined parametrizations than a simple power low
used in the present study. The final 3-D model is made of the ag-
gregation of the best-fitting model at each location. However, to
assess the uncertainties on the velocity values we obtained we mea-
sured the standard deviation of the velocity of the 1000 best-fitting
models at each depth for every location. This results presented in
the right-hand panels of Fig. 14 show that the velocity uncertainty
is very small (<5ms~!) at most of the area and slightly increase
in the palaeochannel zone where the four-parameters models were
used. Overall, these absolute uncertainty values represent less than
5 per cent anomaly uncertainty. It has to be noted that the NA does
not provide true probability distribution, which would need a re-
sampling of the tested-model distribution. The values taken as the
velocity uncertainty may underestimate the real uncertainties.
Despite its limited resolution in the vertical direction, the depth
inversion permits to precise the location and shape of different geo-
logical structures previously highlighted by de Ridder & Dellinger
(2011), Mordret et al. (2013a,c), de Ridder & Biondi (2013). Among
them, two are of particular interest: the palacochannels, and the
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Figure 13. Examples of 1-D inversions at three locations. (a) Inversion with the ‘power law’ parametrization in a location where the velocity profile is similar to
the average velocity model. The S-wave velocity misfit (right-hand panel) is close to zero at most of depths. (b) Inversion with the ‘power law’ parametrization
in a location presenting a very low velocity anomaly. (c) Inversion with the ‘Gaussian layer’ parametrization in a location above the large palacochannel (same
point as Fig. 9). Note the drastic misfit improvement compared to Fig. 9. (d) Slice of the ‘hybrid’ 3-D shear-velocity model at 150 m depth below sea level. The

thin black lines show the locations of the 2-D velocity profiles of Fig. 14. The red dashed lines highlight the palacochannels.

shallow high-velocity and deep low-velocity anomalies at the cen-
tre of the array.

5.1 Geological structures

5.1.1 The palaeochannels

The palaeochannels present in the first 150m of the subsurface
below the seabed are well-known quaternary structures at Valhall.
They were created at the end of the last ice age when the North Sea
plateau emerged due to eustasy. Beside their geological interest,
they have been good benchmark to assess the spatial resolution of
the 3-D model obtained in this study. As mentioned before, the
northern thin channel and the large southern one are not at the same
depth, however, in the tomography there is a small depth range
(around 150 m below sea level) where they overlap meaning that
the inversion is not able to resolve features separated by less than
50m in the vertical direction. The sections AA’ and BB’ in Fig. 14
are taken along the channels and illustrate this depth resolution.
Fig. 15(a) shows the 3-D velocity anomaly iso-contour at 15 per cent
highlighting the large palacochannel. Both depth and lateral extent
are well retrieved. This 15 percent S-wave velocity anomaly is
comparable to the velocity contrast obtained for P-wave velocity
from FWI (Sirgue et al. 2010).

5.1.2 The reservoir subsidence effects

The second structure can be seen in Fig. 14, on the profiles CC’
and DD’ as a high-velocity anomaly in the shallow part of the

model overlaying a low-velocity anomaly in the deeper part of the
model. This particular configuration is the signature of the reservoir
subsidence at depth (Barkved et al. 2005). Because of the production
of'the oil, the high-porosity chalk reservoir at about 2500 m depth is
compacting leading to the subsidence of the whole overburden. The
subsidence is varying along the rock-column above the reservoir
with a stronger subsidence at the reservoir level (~10m) than at
the surface (~6 m, Kristiansen & Plischke 2010). This subsidence
differential stretches the rocks in the overburden from ~150 m down
to the reservoir and the resulting volumetric strain decreases the
seismic velocities (Barkved ef al. 2005). Inversely, near the surface,
the subsidence of the seafloor creates a bowl with a contractional
regime in its centre leading to the increase of the seismic velocities
(Barkved et al. 2005; Hatchell ef al. 2009). Moreover, the edges of
the bowl are in extension, opening concentric cracks which produce
the concentric anisotropy pattern observed by, for example Barkved
et al. (2005), Mordret et al. (2013b).

6 CONCLUSION

We inverted group and phase velocity maps obtained by ambient-
noise surface wave tomography with the NA to construct a 3-D shear
velocity model of the Valhall subsurface down to depth of 600 m.
Only 6.5 hr of continuous vertical noise recorded at the Valhall LoFS
network were necessary to compute the velocity maps at periods
between 0.6 and 1.6 s. The parametrization of the inversion fitting
a power-law or a power-law plus a Gaussian high-velocity layer to
model the 1-D S-wave velocity profiles versus depth permitted to
decrease the number of parameters to be inverted and reduced the
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Figure 15. 3-D view of iso-contour at +15 per cent velocity anomaly show-
ing the shape of the large palaeochannel at the south of the array.

non-unicity of the solutions. The results are, therefore, more robust
showing a reasonable spatial resolution in both horizontal and ver-
tical directions. The retrieved geological structures are well defined
and are located at depths similar to those found with the FWI from
an active experiment (Sirgue et al. 2010). The 3-D velocity cube
also permits to precise the depth extent of the reservoir subsidence
effects both in deeper parts (below 150 m) and at the surface with
rocks compression coupled with high velocity at the surface and
extension coupled with low-velocity zones near the bottom of the
model. The possibility to obtain such a high-resolution model using
such a short recording time paves the way to an efficient near real-
time monitoring of the shallow overburden at Valhall. On the other
hand, such a model could be used to precise S-wave statics or could
also be a good candidate for a starting model used in future FWIs.
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