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Mixing of a granular layer falling through a fluid

Michael J. Niebling,' Eirik G. Flekkgy,' Knut Jgrgen Mélgy," and Renaud Toussaint™”
lDepartment of Physics, University of Oslo, P.O. Box 1048, 0316 Oslo, Norway
Institut de Physique du Globe de Strasbourg, CNRS, 5 rue Descartes, 67084 Strasbourg Cedex, France
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(Received 13 March 2009; revised manuscript received 18 May 2010; published 7 July 2010)

We analyze the granular Rayleigh-Taylor instability of densely packed grains immersed in a compressible or
an incompressible fluid using numerical simulations and two types of experiments. The simulations are based
on a two-dimensional (2D) molecular dynamics model and the experiments have been carried out in systems
of grains immersed in water/glycerol (incompressible fluid) and in air (compressible fluid). The variation of the
interstitial fluid is shown to generate different dynamical patterns and mixing properties of the granular
systems. The results have been quantified using 2D autocorrelation functions, the power spectrum of the
velocity field and velocity field histograms. Excellent agreement is found between the numerical simulations

and the experiments.
DOI: 10.1103/PhysRevE.82.011301

I. INTRODUCTION

The dynamics of particles immersed in fluids has been
studied in a wide range of systems such as fluidized beds [1],
sedimentation [2-4], mixing problems and granular flows.
Many of the studied systems have important industrial appli-
cations as well as natural equivalents in a wide range of
geological systems such as land slide, erosion, hydrofractur-
ing [5], and avalanches [6].

The granular Rayleigh-Taylor instability has been studied
recently using numerical as well as experimental methods for
the case of air [7,8] and for the case of grains falling in a
highly viscous fluid [9-11]. Typically, experiments are con-
ducted in closed rectangular Hele-Shaw cells where a dense
granular layer falls through a gap filled with a fluid. In gen-
eral, the falling layer separates into three different zones, in
the top and bottom part of the cell sit compacted particles
that barely move and in the space between these two zones,
we have a region of moving particles of lower density per-
turbed by the spontaneous formation of fingerlike regions of
higher particle density.

In contradistinction to previous works [7-11] where the
focus has been on the evolution of the interface between the
moving particle-zone and the compacted particles at the top
of the cell, we shall here analyze in detail the bulk dynamics.
In [7,8] the granular Rayleigh-Taylor instability in air filled
systems was studied and it was found that the finger forma-
tion differed qualitatively from systems filled with highly
viscous fluids [9-11] and liquid-liquid systems. In the former
case the finger formation was shown to coarsen in time, in
contrast to observations in classical liquid-liquid systems and
systems of grains immersed in highly viscous fluids, in these
latter cases a single wavelength turned out to be dominating
at all times.

Previously, the numerical modeling of the granular Ray-
leigh Taylor instability has been limited to systems with
compressible interstitial fluids [7,8]. In the present work we
extend the model to account for incompressible fluids. In
addition we analyze the mixing dynamics over the whole cell
and the sedimentation.

We compare the sedimentation and the particle dynamics
for the case of air with the case of an incompressible liquid
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by means of experiments and simulations. The particle dy-
namics are analyzed by velocity field histograms, two-
dimensional (2D) autocorrelation functions and the power
spectrum of the velocity and density fields. Combining these
methods we find excellent agreement between our numerical
model and the experiments.

The velocity field of the experiments is extracted by the
use of a correlation image velocimetry (CIV) technique. A
similar technique was applied in studies of sedimentation of
beads in silicone oil after the suspension was mixed with a
small propeller [3,4,12—15]. In this paper we present a CIV
method that reduces the noise of the displacement field by
use of gray-level cross correlations as weights while averag-
ing over several pixels. Our technique significantly improves
the results obtained by standard procedures. The analysis of
the velocity field gives quantitative interpretation of the dif-
ferent sedimentation patterns in the case of air compared to
the case of the water/glycerol solution.

The paper is divided as follows. In the next section the
experimental setup and experimental image analysis are de-
scribed, followed in Sec. III by a description on the imple-
mentation of the numerical model. The results and the analy-
sis are presented in Sec. IV. Physical interpretations and
explanations of the mixing behavior are presented in Sec. V
and the concluding remarks are given in Sec. VI.

II. EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 1. We use a rect-
angular Hele-Shaw glass cell with the dimensions 5 cm in
width by 8 cm in height and a plate spacing of 1 mm. The
plate spacing & is achieved by a Imm thick silicone frame
that ensures the cell to be tight toward three sides. Through
the fourth side the beads, and when needed the beads in
suspension with the fluid, are inserted. After the cell has been
filled to the designated height of approximately 3/4 with par-
ticles the fourth side is sealed with silicone paste leaving no
air bubbles in the case of a fluid. In the case of air Dynoseed
polystyrene beads with a mass density of p,, =1.05 g/cm’
and for water/glycerol glass beads with a mass density of
ng=2~5 g/cm? are used. In both cases we sieved particles
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FIG. 1. (Color online) The experimental setup. The cell consists
of two rectangular glass plates. Silicone sealing assures the cell to
be leak proof. The front view shows a picture taken during an
experiment with water/glycerol.

with an average diameter of 140+ 10% um. This corre-
sponds to a number of 180 000 particles in the simulations.

After the preparation the cell is mounted by the use of
clamps on a rotating bar. To ensure reproducibility, the
sample was always prepared in the same way, flipping the
cell a couple of times created a loose packing with an ini-
tially flat surface at the start of each experiment. Once the
camera is running the cell is flipped upside down in about
0.2 s and pictures are taken at a rate of 1000 fps (frames per
second) in the case of air and 50 fps in the case of water/
glycerol. For this purpose we use a high speed digital camera
(Photron Fastcam-APX 120K) to record pictures with a res-
olution of 512X 1024 pixels.

The rotation is stopped by a stopping bar that is softened
by a piece of expending rubber. Despite the damping of the
cell, the initial patterns are perturbated by the impact. In the
analysis, we therefore disregard the early stage of the experi-
ments.

The experiments with air are done under room conditions
of 22° in temperature and a relative humidity close to 30%.
Under this conditions the viscosity of air is u,
=0.000 018 Pas. The water/glycerol solution has a mass
concentration of 30% glycerol. At room conditions the vis-
cosity was measured to be u=0.00226 Pas and the mass
density of the solution was measured to be p;
=1.065 g/cm?. It should be mentioned that a small amount
of liquid soap was added to the water/glycerol solution in
order to extract the small air bubbles sticking to the beads.
However, it turned out that the soap lowered the inter-
particle friction as well as the friction between particles and
the walls. Indeed, the soap approximately doubled the over-
all propagation speed of the unstable interface.

In all experiments, an amount of 10% of colored particles
was randomly dispersed in the packing to increase the con-
trast for the numerical extraction of the velocity by the CIV
technique. The colored particles were of the same density as
the uncolored particles in the case of air and in the case of
water/glycerol.

Experimental picture analysis

The subject of the analysis in this paper is the whole
dynamic region of the granular Rayleigh-Taylor instability. A
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valuable quantity to study the dynamic region is the velocity
field of the particles. In case of the simulations the velocities
are computed at every time step and are directly accessible.
For the experiments the velocity fields had to be extracted
numerically from the pictures of the high speed camera by
the means of a correlation image velocimetry (CIV) tech-
nique. For the CIV technique we use pictures of 255 gray-
levels with a resolution of 512X 1024 pixels. The CIV tech-
nique is implemented in real space, according to classical
techniques [16]. The displacement dx, dy between two suc-
cessive images at each point x, y is determined by the maxi-
mization of the cross correlation of the gray map of squared
zones centered at x, y in the first image, and x+dx, y+dy in
the second one (Fig. 2). In addition to the classical treatment,
we have developed an additional filtering method for the
resulting velocity field, utilizing the fact that the obtained
maximum cross correlation is a measure of the resemblance
between the zones, and thus of the suitability of the CIV
technique for the zone under consideration. To minimize the
impact of artifacts due to aberrant zones where no resem-
blance is found with the following pictures, we convolve the
velocity field obtained by a weight, that increases the better
the cross correlation between the zones is. More specifically,
for zones of interest of the size 2i+1 centered at x,,y, and
X1,y1, the cross correlation between gray-map A and B is
defined as

(A(x0,y0)B(x1,1));

l 1

=2 2 Alxg+myo+mBx;+my +n) (1)

m=—i n=—i
and

i i

(A(xg,y0)); = 2 E Alxg+m,yg+n). (2)

m=—i n=—i
For s;(x,y) and s,(x,y) the two gray-maps of two successive

images, the normalized gray maps are defined as

S{(x’y) = S](xsy)/\'<sl(-xsy)sl(x’y)>i’

Sé(X,y) :SZ(xsy)/\"<s2(x’y)s2(-x7y)>i (3)

and the cross-correlation between the two pictures as
Clx,y, Ax,Ay) = (s1(x,y)s5(x + Ax,y + Ay));. (4)

The displacement dx(x,y),dy(x,y) between two successive
pictures for zones centered on (x,y) is determined from
maximizing C(x,y,Ax,Ay) over Ax,Ay, i.e., such as:

C(X,y,dx,dy) = max [C(X,y,Ax,Ay)] = Cmax(x’y)- (5)
Ax,Ay=I

For this maximization, we used search values of [
=6 pixels maximum displacement for Ax, Ay, and sample
squares of 7X7 with i=3 pixels. Next, the resulting dis-
placement is convolved on running square windows of linear
size [, with a weight, w(x,y)=1/[3=2C,,.(x,y)] on each
pixel, i.e., we determine a final average displacement
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Picture att, Picture at t+dt

FIG. 2. (Color online) For the CIV technique the gray-level of
two pictures in a time sequence is compared. In red (dark gray) a
sample area is defined in the first picture. In the following picture it
is then tried to find a similar area with the same gray-level distri-
bution within the search area shown in blue (light gray).

_ (wlry)dx(xy));

P = ), ©
] d ’ i

e )

The resulting procedure is tested on simulated images, by
comparing directly the resulting determined velocity field
with the one calculated for the particles in the corresponding
simulation .

We divide the average displacement by the time step be-
tween two pictures to get the averaged particle velocity com-
ponents in x and y direction u, and u,.

As stated before it is essential to have a good time reso-
lution in the sequence of pictures. The size of the sample and
search area has carefully been chosen according to the
achieved resolution in our pictures. One pixel corresponds to
100 wm. To estimate how well our CIV technique is actually
working we calculate the velocity field histogram from two
pictures of the simulations one time with the CIV (left pic-
ture in Fig. 3) and another time by using the simulation data
directly (right picture in Fig. 3). To make the direct simula-
tion data comparable to the CIV data of the experiments we
average the velocity of the single particles in the simulation
with an equivalent procedure as in the experiments. In both
pictures the velocity field is visualized on a square grid by

10000 T T T 3
F 3-8 Civ data

L ©-0 Direct simulation data
1000 = E
2 100p 3
© ]
10 3

'7

o~

(a)
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FIG. 3. (Color online) Test of the CIV technique: the left picture
shows the velocity field derived directly from the simulation data in
comparison with the right picture where the velocity field is ob-
tained by the CIV technique from two pictures of the simulation.
Both pictures show a section from the middle of the cell where most
particles are moving.

vectors. The arrows represent the average of the velocity of
the particles averaged over an area around the position of the
arrow. To clarify the plot the size of the sample area was
chosen to be i=6, (I=6) and was larger than the usual i
=3 pixels that we chose later for the analysis. In the plot the
size of a vector represents the absolute value of the averaged
velocity and the arrow points in direction of the averaged
velocity vector. The velocity field in these two pictures only
shows slight variations and the CIV technique reproduces the
velocities well. For example we notice easily where fingers
are falling down, the velocity is increased.

However when we analyze the experiments and simula-
tions we will look at the velocity field histograms in x and y
direction. Therefore it is necessary that the velocity field de-
rived with the CIV technique leads to the same histograms as
the one derived from the simulation data provided that we
analyze the same picture. For this reason we compare the
histograms derived by the CIV technique with the histograms
derived from the simulations for the x-direction in graph 4(a)
and for the y-direction in graph 4(b) in Fig. 4. In the histo-
grams we divide u, and u, by the average absolute value of
the velocity u,. This compensates, that later the camera in the
experiments records better the beads close to the glass plates
which typically move slower. The velocity u, is defined as
follows:

10000 g

=8 Civ data
G- Direct simulation data

1000 £

100E

Counts

10§

(b)

FIG. 4. (Color online) Histograms of the velocity field derived by the CIV technique and the velocity field derived directly from the

simulation data.
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X v
1 — -
u,= )EE 2 Vit (i, ) + uf,(l,]), (8)

where X and Y is the extend of the velocity field in x and
y direction. In both figures good agreement between the
two graphs is found showing that the velocity field ex-
tracted with the CIV analysis corresponds very well to the
velocity field using the data directly from the simulations.
By computing the deviation o, between the velocity fields
in Fig. 3 for areas where particles travel in distance be-
tween 0.9 and 3.2 of their diameter between two pictures,
we found: o, =(|Ugjy—Ugim|/ttsimy=0.19. The average angle
between these vectors of the two velocity fields is «
=<|arCCOS[(uciv'usim)/(”ciuusim)]|>=6~07o-

III. THEORY AND SIMULATIONS

The numerical model consists of two parts. One part is for
the fluid using a continuum description derived from mass
conservation and Darcy’s law. The second part is for the
particle motion using Newton’s second law where the net
force on a volume element balances its acceleration.

The model has been applied successfully in studies of
instabilities of granular flows at low fluid Reynolds numbers
Re=2pmual p. Here a is the particle radius, u the viscosity
and p; the fluid mass density. The theoretical derivation of
the model is given in detail in [7,17-19]. Similar models
were developed in [20-22] with a more detailed description
of the fluid component.

In the following we will present the main features of the
model and explain how to include incompressible fluids. We
shall not consider the friction between the particles and re-
strict the model to two dimensions to keep the model com-
putationally simple. However the friction of the granular
flow with the glass plates was found to be essential and had
to be included as will be shown in Sec. III D.

A. Dynamics of the fluid-conservation of mass

The fluid description for a compressible and an incom-
pressible fluid is derived from mass conservation and Dar-
cy’s law for the fluid velocity through the porous media. A
different point of view, starting from the Navier-Stokes equa-
tion at small term, and progressively averaging over volumes
of various sizes, allows to obtain the same equations. For the
sake of completion, this will be developed in the Appendix.
It will also allow to obtain the form of various additional
terms of small magnitude in the fluid stress, notably those
related to the large scale velocity curvature. This approach
shows the connection between the current model with the
mixture theories sometimes used for fluidized beds or debris
flows [23-26].

Here, we will directly use the Darcy law to express the
seepage velocity of the fluid through the grains. The local
permeability « is chosen by the Carman-Kozeny relation in
the case of air and in the case of water/glycerol and can be
written in terms of the local porosity ¢ and the local solid
volume fraction p;=1-¢,

PHYSICAL REVIEW E 82, 011301 (2010)

_a_z(l _ps)3

= 9
K 9K Pf )

with a the particle radius and K=5 an empirical constant
valid for a packing of spherical beads [27].
For the mass conservation of the fluid we can write:

Ipsp) +V - (prpvp) =0 (10)

where v; is the velocity of the fluid. Similarly for the grains
we get

9(1-¢)+V-[(1-¢u]=0 (11)

where u is the velocity of the grains. The velocity of the fluid
v; has an advective term and a diffusive term. The advective
term is caused by the motion of the grains and is equal to the
velocity of the grains u. The diffusive term is due to the
gradient of the nonhydrostatic part of the pressure P that
results in a relative velocity of the fluid to the particles. P
corresponds to P=P'—psgy’, where P’ is the pressure, g the
gravity constant, and y’ the depth. With air as an interstitial
fluid this diffusive term is described by a local Darcy flow
[28,29]. The total velocity v; of the fluid is thus the sum of
these two terms,

K
vi=u——VP, (12)
! b

where w is the fluid viscosity. Inserting Eq. (12) in Eq. (10)
and assuming that the fluid mass density py is related to the
pressure by the ideal gas equation p,oc P we can write

a,(¢P)+V-(¢P{u—LVP])=O. (13)
b

d,¢ is eliminated in Eq. (13) by using Eq. (11) and by a few
manipulations a diffusion equation is established for the non-
hydrostatic part of the pressure P, the hydraulic head. This
equation for the case of air includes fluid compressibility
[18,19],

JP K
¢(—+u~VP)=V-<P—VP>—PV~u. (14)

Jdt M
In the case of a viscous incompressible fluid as water/
glycerol. The fluid mass density py is not dependent on the
pressure and the hydraulic head can be calculated by a Pois-

son equation, which we will derive briefly. By adding Egs.
(10) and (11) we get:

V(v +V-[(1 - p)u]=0. (15)

A fluid flow between two plates results in a tangential stress
o, between the plates and the liquid. The origin of this stress
term is discussed in more detail in the Appendix, Sec. VIIL.
The tangential stress between the plates and the fluid de-
pends on the fluid viscosity. The increased viscosity in the
case of the incompressible fluid makes this tangential stress
potentially important. For this reason we will estimate the
influence of this tangential stress with the side plates. If we
solve Eq. (12) for the pressure gradient we add a contribution

011301-4
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FIG. 5. Assuming a Poiseuille flow, a tangential stress between
the plates and the particle fluid flow is deduced. This is a fluid-
mediated friction, present even without any interparticle contact or
particle-plate contact.

to the pressure gradient due to the tangential stress o, be-
tween the plates with plate spacing / and the fluid, Eq. (12)
gives

o, Pu

VP=—+"—"—[u-vl.
h K

(16)

The stress o, between the fluid grain suspension and the
glass plates depends on the fluid velocity vy. The viscosity of
this suspension ,ugs=,u¢>‘2‘5 is obtained by the Einstein ap-
proximation [30] for spherical beads [31,32] where the vis-
cosity of the fluid w is multiplied by ¢ >°. Based on an
assumed parabolic flow profile as shown in Fig. 5 the tan-
gential stress on the flow can be calculated,

12 —2.5V
o,=- Lf (17)
h
Defining %:%’d’zﬁ we can rewrite Eq. (16),
P
VP:%u—[%+ﬁ]vf (18)
K K K,
we define L,=l+d+ and solve for the fluid velocity,
K K Ky
szK—u—K—VP. (19)

K du

With Eq. (15) this results in a Poisson equation for the hy-
draulic head P,

V-(iVP>=V-[u<1—¢+£¢>], (20)
7 K

If we compare f= ﬁ we find for the maximum solid fraction
p,=0.6 f=0.0057 for the minimum solid fraction of D
=0.15 we find f=0.063. Under this conditions we can ne-
glect the effect of the plates on the mass conservation part of
the model and Eq. (18) reduces to Darcy’s law, Eq. (12). For
air, this reasoning leads to even smaller values of f, i.e., the
correction due to the fluid coupling to the plates is even
smaller, which justifies the use of Darcy’s law. With incom-
pressible fluid, Eq. (20) thus reduces to
K
V-(—VP):V-u (21)
)72

for water/glycerol.

Although we can neglect the stress o, in this part in Sec.
III B o, contributes to the net force in Newton’s second law.
It has to be mentioned that the Carman-Kozeny relation is a
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FIG. 6. Stress and pressure acting on the surface dA of a unit
volume dV.

relation where the solid volume fraction is considered as the
volume fraction of a three-dimensional (3D) packing of
spheres. In our simulation we consider the particles as cylin-
ders with the base area S,=ma® given by the particle radius
and the height of the plate spacing 4. The plate spacing of
Imm allows approximately ten particles to be placed along
the normal direction, i.e., our cylinder represents ten par-
ticles in height. For this reason we multiply the solid fraction
of the cylinders by a factor of 2/3 which is the solid fraction
ratio between a randomly close packing of spheres to a ran-
domly close packing of cylinders. The effect of this is to
have the close packed solid fraction in 2D represent the close
packed solid fraction in 3D.

Furthermore the Carman-Kozeny relation is not valid for
solid fractions below 0.15, therefore we use 0.15 as a cutoff
in Eq. (9), any zone less dense is represented with a perme-
ability corresponding to p,=0.15. Such cutoff is also required
numerically to avoid singularities during the solution of the
differential Eq. (14) and (21) for the hydraulic head [18]. It
effectively results in a code that rapidly homogenizes the
pressure over zones with small solid fractions, which is
physically sound.

B. Dynamics of the particles—Newton’s second law

The movement of the particles under the effect of a fluid
is subjected to buoyancy forces due to the mass density of
the fluid py. To calculate the gravitational force we replace
the mass density of the particles p,, with the effective mass
density po=p,—py-

In a unit volume dV with surface dA the particle mass
accounts to p,,p,dV and the fluid mass to p;¢dV and we can
write down the force equation in the following way:

du

de
o HprbdV = pgpdVe + > Fi— | PdA

PmpsdV

+f odA+F,. (22)
using Fj as the interparticle force, g is the acceleration of the
gravitation and F ., accounts for the frictional forces and en-
ergy dissipation as will be specified further in Sec. III D. We
also have to integrate the pressure and stress that is acting on
the surface of this unit volume as shown in Fig. 6.

To simplify Eq. (22) we will justify in Sec. III C that the
particles are small enough to move approximately with the
fluid in a Lagrangian way. Under this conditions we can
approximate the fluid velocity acceleration by the particle

acceleration for the inertial term in the left hand side of Eq.
(22),

011301-5
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d d
s (23)
dt dt

and Eq. (22) results in

du
[pmpsdv+ pf(ﬁdV]E = pe_f_'fpsd‘/g + 2 FI - f Vprdv

+ f odA+F,. (24)

Note that this approximation only affects the description of
the fluid inertia, and not the drag force from the fluid on the
particles. For a single particle of mass m=p,,ma’h, volume
V,=ma*h and plate spacing i we can define the number den-
sity p,=psp,,/m and use in Eq. (24) the unit volume dV
=1/pp,

084

¢ |dv vp
{m+pf— j:pd-f-vag+FI—p—+p—+pr.

(25)

This is the force equation for each single particle with the
velocity v,. The mass of the fluid appears in the first term of
this equation and is simply added to the mass of a particle.
The amount of mass from the fluid that we add to the mass of
each particle depends on the local porosity divided by the
number density. This allows to incorporate the fluid inertia to
the model, by changing the particle mass into a fluid-coated
particle mass.

The interparticle force Fy is set to be a linear force with a
spring constant k. The strength of this force is proportional to
the overlap of the particles d and the direction of this force is
given by the unit vector ng which points from the center of
the respective bead to the contact point. We choose the
spring constant k strong enough, so that our particles are
approximately hard spheres. That means that the overlap of
the particles that occur during the simulations are a negli-
gible fraction of their distance.

Fl(d) = - kdnd. (26)

The particle propagation is modeled by the velocity verlet
scheme [33].

C. Fluid velocity relative to the particles

To justify our simplification in Eq. (22) we compare the
relative velocity between the grains and the fluid vy,
=--V P with the absolute velocity of the grains u. More-
over, the acceleration of the fluid relative to the particles is
compared to the absolute acceleration of the particles. For
this test we study two systems. First is the system that we use
for the comparison with the experiments. In this system the
fluid mass is added to the grains and the friction with the
plates due to the tangential stress o, is taken into account.
Furthermore we test a second system where the fluid mass
density p,in Eq. (22) is set to zero and the friction due to the
tangential stress o, is not taken into account. Such a system
has a larger mass density contrast between the fluid and the
particles. Consequently the difference between the accelera-
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FIG. 7. (Color online) Comparison of the relative to the grains
acceleration and relative to the grains velocity of the fluid to the
absolute acceleration and absolute velocity of the grains. A system
with plate friction due to a Poiseuille flow and added fluid mass to
the particles (blue curves with circles) is compared to a system
without friction due to a Poiseuille flow and without added fluid
mass (red curves with squares).

tion of the grains and the fluid must be larger than in our case
with p=1.065 g/cm?® where the mass density of the fluid is
closer to the mass density of the grains. Obviously, for
smaller mass densities of the particles relative to the fluid
density, the particles are dragged more easily along with the
fluid. The results of this comparison are shown in Fig. 7 in
the blue curves (marked with circles) for the first system and
for the red curves (marked with squares) for the second sys-
tem. In Figs. 7(a) and 7(b) the plots are averaged in time over
the whole simulations. These plots show for the two tested
systems that the relative fluid acceleration is small compared
to the total fluid acceleration and also that the relative fluid
velocity is small compared to the absolute fluid velocity. It
should be emphasized that the relative fluid velocity be-
comes a smaller and smaller fraction of the absolute fluid
velocity the higher the absolute fluid velocity gets in Fig.
7(a). This also holds for the acceleration as shown in Fig.
7(b). This means that the more inertia is connected to the
grains and fluid flow, the better our approximation in Eq.
(23) holds. At low accelerations and granular velocities this
approximation becomes less accurate but at the same time
the contribution in Eq. (24) due to the acceleration:
[pmpdV+ pquV]% and due to the velocity: o, are getting less
1important.

The evolution in time of the fraction between the relative
fluid velocity and the absolute grain velocity is shown in Fig.
7(c) and between the relative fluid acceleration and the ab-
solute grain acceleration is shown in Fig. 7(d). The fraction
of the acceleration was averaged over all absolute grain ac-

celerations larger than =20 cm/s? as a cutoff which is

2% of the gravitational gz:celeration.

For the velocity we only averaged over values where the
absolute grain velocity was larger than u=1 cm/s, at this
velocity the tangential stress arising from coupling with the

plates o, has a significant contribution of 18% of the gravi-
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FIG. 8. The Janssen effect: the in-plane P!, stress is being de-
flected by the particles resulting in a normal stress P; on the plates.

tational acceleration. The check of the velocity and the ac-
celeration differences between the grains and the fluid re-
veals that the fluid is largely accelerated in the same way as
the grains and the difference in acceleration is less than 20%
even though we examined a system with a larger density
contrast between the grain and the fluid mass density than
what we have in our water/glycerol solution. In the plots 8(a)
and 8(b) we notice that the plate friction reduces the absolute
grain velocity significantly. In the blue graph (marked with
circles) in Fig. 7(a), maximum grain velocities are 5 cm/s
which makes inertia effects less important than in the system
without plate friction.

D. Solid friction forces

In addition to the friction between the fluid and the plates
we also consider the friction between the glass plates and the
particles according to the normal stress P: in form of a
Coulomb friction model into account. It is most active in the
top section and the sediments where we find not moving
compacted particles. This mechanism prevents the top sec-
tion of compacted particles from getting unstable and falling
toward one side of the cell as a whole due to a small initial
perturbation in the thickness of this layer of beads that in-
flates rapidly without the friction between the grains and the
plates as a opposing force. Here the normal stress of the
particles onto the plates is derived by assuming a local Jan-
ssen hypothesis (see Fig. 8). The average in-plane stress ten-
sor (0{!}) exerted over a particle with index a in contact with
a set C, of particles b is obtained as [17,34]

(Wy=— 3 27)

Vapec,

x is the position of the contact with grain b, f” the contact
force between the particle @ and b and i,j are Cartesian
indices. V,=ma’h is the particles volume which is described
by a cylinder for a plate spacing h. Equation (27) can be
proven in the following way. Using the integral theorem of
Gauss and replacing the sum over the surface of one particle
in Eq. (27) by the surface integral over the surface of the
particle and applying the Einstein sum convention we get

%xia,lcjnde :f Vk(xiojllcj)dV
v,

= f [(Vex)oy + (Vo )xldv.  (28)
Va

In the top section and the sediments where particles are com-

PHYSICAL REVIEW E 82, 011301 (2010)

pressed and the Janssen effect is primarily active particles
are in a quasistatic state. In this case inertial terms are neg-
ligible in front of contact forces, so that internal force bal-
ance holds: VkaJ,Lj=0 [35]. In Eq. (28) we can write

3{; X0 mdA = f 804, dV =V (o)) (29)
V,

a

and proof Eq. (27). Taking the trace of the stress tensor in
Eq. (27) we get the magnitude of the in-plane stress as: P!
=—(<0J{1>+<0J£2))/ 2. According to the Janssen hypothesis the
normal stress is proportional to the in-plane stress by a factor
A. With a Coulomb friction model we get that the frictional
force F, per particle is proportional to the normal stress by a
friction coefficient . The factor 2 accounts for the glass
plates on each side of the particle.

F,=2yS,P; =2y\S P, (30)

This results in finding a value for y-\. To get an estimate of
v we performed some basic experiments. In these experi-
ments a layer of beads was glued to the underpart of a
weight, which is placed on a glass plate. Lifting one side of
the glass plate we increase the angle of inclination « gradu-
ally and measure the maximum angle «, before the weight
with the beads underneath starts to slide. We repeated this
experiment under water and got in both cases for the con-
stant y=tan(a,)=0.22. For A we know that it has to be
smaller than 1 since the normal stress resulting from the
Janssen effect can only be as large as the in-plane stress.
With this idea for the range of the values we chose the con-
stant YA=0.07 for the case of water/glycerol and yA=0.042
in the case of air. These values were fine tuned by fitting the
propagation speed of the interface between the top layer and
the dynamic zone in the simulation to the experimental re-
sults. We also tried yA=0.07 for the case of air with the
result, that the simulations differed slightly more from the
experiments. However the characteristics of the velocity field
distributions remained unchanged.

We also include energy dissipation if particles collide [8].
This is done by introducing a viscous force negative propor-
tional to the relative velocity of the particles v, projected on
the unit vector ng, which points from the center of one par-
ticle to the contact point. The direction of this force is given
by the unit vector ng:

Fg=— v,(v,-ng)n,. (31)

For the simulations it is important to have energy dissipation
of more than 20% for each collision. From energy dissipation
of 20% upward the evolution of the simulations does not
change noticeable. For energy dissipation under 20% and
less, increasing perturbations are observed as shown in [8].
The factor vy, was chosen to simulate a energy dissipation of
more than 20% of the energy for each collision with a resti-
tution coefficient of 0.55. These two mechanisms result in
the force F, in Eq. (25).
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(b)

(c) (d)

FIG. 9. Experiments showing different sedimentation patterns
for the cases of air and water/glycerol.

IV. RESULTS AND COMPARISON BETWEEN
EXPERIMENTS AND SIMULATIONS

To illustrate the difference between experiments with
water/glycerol and experiments with air we performed two
experiments shown in Fig. 9 and two simulations shown in
Fig. 10, for the two studied cases of grains with air and
grains with water/glycerol.

At the start of the experiments and simulations [pictures
(a) and (b) of Figs. 9 and 10] we have aligned particles with
different colors at the top of a cell.

By comparison of the resulting sedimentation patterns af-
ter the experiments and simulations [pictures (¢) and (d) in
Figs. 9 and 10] are finished we already get a clear distinction
between the two cases of air and water/glycerol. While in the
case of air the structure of the initial layers of colored par-
ticles survives, we observe a complete mixing in the case of
water/glycerol, apart from two chunks remaining lowly per-
turbed, in the case of the simulations. Such chunks have also
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FIG. 10. (Color online) Simulations showing different sedimen-
tation patterns for the cases of air and water/glycerol.

been observed in following experiments. The reason why
none of these lowly perturbated areas occurred in the
samples confining particles deposited in layers, lies to some
extent in the preparation procedure of these samples, which
always were the first in a series of experiments. Creating a
sample with layers meant to move the cell from where it was
filled to the mounting where it was exposed to additional
stress from clamps. This resulted in a slightly higher com-
paction of the cell which increased the normal stress on the
particles that resulted in a higher friction of the particles with
the glass plates. For analyzing purpose only following ex-
periments were used where the sample remained in the
mounting under constant stress from the clamps.

Analysis

In our experiments we chose the viscosity of the water/
glycerol mixture in a way that the Reynolds number with
respect to the plate spacing Re;, during the experiments was
sufficient small to assume laminar flow. Typically the Rey-
nolds number was less than Re, =5 during the experiments
with water/glycerol, and less than Re;, = 10 in the case of air.
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0
(b)

FIG. 11. (Color online) The three rows in figure (a) and (b)
show the time evolution of the simulations (a) and experiments (b)
with air from left to right at times r=0.05 s, t=0.19 s, r=0.36 s,
t=0.46 s, and r=0.6 s. From top to bottom the rows illustrate the
u,/max(|u,[) component and the u,/max(|u,|) component of the
grain velocity vector field and the bottom row shows the density
field p,/max(p,). All quantities have been normalized by its maxi-
mum absolute value.

In the sequence of pictures in Fig. 11 simulations are com-
pared with experiments and the evolution of the granular
velocity field u and the density field p, is shown for the case
of air. From left to right time is progressing in equal steps
from 0.05 to 0.6 s after the cell has been flipped. In the
sequence of pictures in Fig. 12 the evolution of the simula-
tions and experiments for water/glycerol is shown in the
same way, except that here the time runs from 0.8 to 16.8 s
after the cell has been flipped.

In this Figs. 11 and 12 we show color maps in the three
rows from top to bottom of the x component, the y compo-
nent of the velocity field u and the particle density field p,.
The velocity fields are calculated after the procedure de-
scribed in Sec. II. The density field is in the case of the
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0
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FIG. 12. (Color online) The three rows in figure (a) and (b)
show the time evolution of the simulations (a) and experiments (b)
with water/glycerol from left to right at times r=0.8 s, 1=4.6 s, t
=84 s,1t=12.2 s, and t=16.0 s. From top to bottom the rows il-
lustrate the u,/max(|u,|) component and the u,/max(|u,|) compo-
nent of the grain velocity vector field and the bottom row shows the
density field p,/max(p,). All quantities have been normalized by its
maximum absolute value.

simulation directly accessible whereas for the experiments
we estimated the density field from the pixel gray values in
the pictures. This provides a good estimate for air where a
large contrast between bubbles of low particle density and
fingers of high particle density exists. However, for water/
glycerol the particle density is more smeared out and the
gray value of the pixels is a less good estimate of the density.
In this case of the experiment of water/glycerol we will focus
on the velocity data. All the quantities in the Figs. 11 and 12
have been normalized to one simply by dividing by the
maximum absolute value. For air as well as for water/
glycerol the lower part of the cell is filled with sediments. On
top of the sediments appears a second zone with moving
particles. In this zone fingers of high particle density are
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falling down. Even further toward the top of the cell particles
are still compacted and hardly moving. But in these two
sequences a major difference can also be observed. In the
case of air it appears that most of the downward-falling par-
ticles are part of fingers moving from the top to the bottom
of the cell. In this case of air we have clearly defined bubbles
of low particle density, that have a large density contrast to
the fingers of high particle density. For water/glycerol this is
not the case and this strong contrast does not appear. Here
the density is more smeared out and the areas between the
downward-falling fingers are filled with particles moving up-
ward together with the fluid making the downward-falling
fingers less visible.

Velocity field histograms

To compare the experiments with the simulations and to
quantify our observations we calculate the velocity field his-
tograms of the x and y component of the velocity field u, and
uy divided by the average absolute value of the velocity u, as
defined in Eq. (8). This compensates, that the camera records
better the particles close to the glass walls. The result of the
corresponding histograms for the sequence of pictures in the
air case displayed in Fig. 11 are shown in Fig. 13 and for the
water/glycerol case from Fig. 12 the corresponding histo-
grams are shown in Fig. 14. In the histograms it was aver-
aged over three experiments and three simulations resulting
in the error bars.

We plotted all the graphs in a semi log plot and good
agreement between the simulations and the experiments can
be observed. Looking first at the similarities between the
case of water/glycerol and air, we find that the histograms for
the y component of the velocity field u, are not symmetric
showing that there are more areas where particles are moving
down than up. In the contrast to the histograms of the y
component the histograms of the x component of the velocity
field u, are symmetric and following an exponential distribu-
tion.

Apart from the similarities in the histograms two differ-
ences of the histograms in the case of air and water/glycerol
give reason why the observed mixing behavior is so different
as shown in Figs. 9 and 10. First the x- and y-velocity com-
ponent histograms for the case of water/glycerol are more
wide distributed compared to the case of air. Second if we
compare the positive branch of the y-velocity component his-
tograms we can see that in the case of air we have much less
particles moving upward than in the case of water/glycerol.
All these points show that a better mixing of the beads in the
case of water/glycerol is observed.

In Fig. 13 where the cell is filled with air the positive
branch of the y component of the velocity field shows a
wider distribution in the case of simulations than in the case
of the experiments. A possible reason for this is that we do
not take friction between the particles into account. This
causes in the simulations that sediments in some regions
were moving upward while for the experiments the sedi-
ments were less mobile due to the friction between the par-
ticles. It is also possible to see, that the difference between
the simulations and the experiments of this positive branch
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FIG. 13. (Color online) Histograms of the x and y component «
of the velocity field after 0.2, 0.3, and 0.5 s from top to bottom in
the case of air. The histograms show good agreement between simu-
lations and experiments.

of the y component of the velocity field is getting larger with
time, as more sediments have accumulated.

Autocorrelations

A way to quantify the size of the dynamic patterns is to
calculate the autocorrelation function in 2D C,(d) where «
=x, or y the x, or y component of the velocity field u(i, ),

Er {[ua(r) - <ua>][ua(r + d) - <ua>]}
) S [u(r) = ()P '

In this equation the autocorrelation function is normalized by
the standard deviation.

C,(d)
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FIG. 14. (Color online) Histograms of the x and y component «
of the velocity field after 6, 10, and 15 s from top to bottom in the
case of water/glycerol. The histograms show good agreement be-
tween simulations and experiments.

The autocorrelation in 2D is shown in Fig. 15 for air and
water/glycerol for corresponding time steps to Figs. 11 and
12. The figures in Fig. 15 demonstrate 2D autocorrelation
functions of simulations in part (a) and (c) and of experi-
ments in part (b) (d). The first row of these plots is the 2D
autocorrelation function of the u, component of the velocity
field and the second row the u, component of the velocity
field with time progressing in equal steps from left to right.

In both cases the autocorrelation of the u, component
shows periodic vertical lines of stronger correlation directed
along the y axis in contrast to the autocorrelation of the u,
component of the velocity field which shows equal distribu-
tion along the x and the y axis.

The difference between the example of air as a compress-
ible and water/glycerol as an incompressible fluid are more
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pronounced in the figures for the u, component of the veloc-
ity field. In these figures we can observe, that in the case of
water/glycerol the periodic vertical lines of stronger correla-
tion are thinner in x direction than in the case of air where
these lines take an elliptical shape to the end of the experi-
ments and the simulations.

With time progressing we observe that the frequency of
these lines decreases in both cases. This reflects the coarsen-
ing process of the structures which we further investigate in
Sec. IV. The plots show, that the simulations and the experi-
ments lead to very similar behavior in terms of the autocor-
relation field.

Mean wave number

The temporal evolution of the periodic structures can be
measured by performing a Fourier analysis of both compo-
nents of the velocity field u and the density field p,. Since
the density field is not accessible directly in the experiments
we will use the pixel gray values instead. This approximation
is a good estimate in the case of air where we have a large
density contrast between the empty bubbles and the
downward-falling fingers. However this approximation is a
less good estimate in the case of the experiment with water/
glycerol in Fig. 16(d), where the density of the particles is
more smeared out and the pixel gray value does not corre-
spond well to the density of the particles.

In this case we are forced to resort to the velocity data
only and display the average wave number of the density
field for completeness. The average wave number is calcu-
lated in the following procedure. For each horizontal line j of
the velocity field components u, —(u, ) or the density field
minus the average p; —(p, ) the pjower Jspectra S;(k) is calcu-
lated using a Hamming data window. Taking the average of

these power spectra results in a single power spectrum S(k)
as a function of the Fourier modes k. From this distribution
the average wave number (k) and the standard deviation oy,
can be calculated by

> kS(k)
ky=—"—,
> S(k)

(33)

(34)

The two measures are evaluated for the whole cell below the
upper surface to avoid contributions apart from the sedi-
ments and the bulk. Figure 16 shows (k) as a function of time
for the x- and y-velocity field component and the density
field for air and water/glycerol. The error bars are the result
from averaging over three different experiments and simula-
tions. In the simulations for air and water/glycerol we ob-
serve that the wave number decreases during the first quarter
of the total time. This coarsening is less pronounced in the
experiments because the initial patterns are strongly pertur-
bated by the rotation of the cell and the initial front contained
some minor perturbations. After the first quarter a stable av-
erage wave number is achieved with air and with water/
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FIG. 15. (Color online) In the first rows a time sequence of the normalized autocorrelation of the x component of the velocity field C,(d)
is shown with d=(;). The second rows show a time sequence of the normalized autocorrelation of the y component of the velocity field
Cy(d). In figure (a) and (b) simulations and experiments with grains and air are presented. Simulations and experiments with grains and
water/glycerol are shown in the figures (c) and (d). The time steps from left to right correspond to Figs. 11 and 12.

glycerol. Simulations and experiments result in similar stable
average wave number. This average wave number lies
around two times higher in the case of water/glycerol than in
the case of air.

The figures for the standard deviation of air and water/
glycerol in Fig. 17 show after the first quarter of total time,
that the values for water/glycerol are roughly 1.5 times
higher than for air. This is the case for both simulations and
experiments. The higher values for the standard deviation
indicate a wider distribution of the modes in the experiments
and simulation with water/glycerol.

V. PHYSICAL INTERPRETATION OF THE MIXING
BEHAVIOR AS FUNCTION OF THE NATURE OF
THE INTERSTITIAL FLUID

To understand the different mixing behavior of the par-
ticles in air and water/glycerol we will compare the strength
of the particle interaction force through the fluid to the gravi-
tational force. As a first measure we determine if the particles
reach terminal velocity. At terminal velocity the force on the
particles by the fluid balances the gravitation.

In Fig. 18 the averaged velocity y component multiplied
by the fluid viscosity is plotted for the first ten lowest par-
ticles until the first particles collide with the base of the cell.
Figure 18 shows that the particles in air accelerate continu-

ously and do not reach terminal velocity before collision
with the base of the cell. On contrary, in water/glycerol the
particle reach a characteristic terminal velocity in a very
short distance compared to the cell size. In the progress some
of the particles in water/glycerol begin to move upward and
the average particle velocity in water/glycerol decreases.

The acceleration related to the fluid drag can be calculated
in the simulations from the pressure field: a;=VP/(p,p,,).
Plotting a; in Fig. 19 shows that in water/glycerol the fluid
acceleration is comparable and balances the gravitational ac-
celeration of a,=9.81 m/ s2. In air the fluid forces are in-
creasing as the velocity of the particles increase but never
reach the strength of the gravitational acceleration. This also
shows that the particles in air collide with the base of the cell
before reaching terminal velocity.

As an explanation for the different mixing behavior we
shall analyze the fluid velocity field v/(r, 6) around a falling
particle of radius a and velocity v, at position (r, §) in polar
coordinates in 2D (because of the plates). Typical solutions
of the Stokes equation for a falling sphere or cylinder show
that the fluid velocity induced by the motion of this single
particle in an otherwise open environment is proportional to
the velocity of the particle

vAr,0) =v,f(r,0),

where f is a function independent of the viscosity that ac-
counts for the given geometry. In this case the drag force on

(35)
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FIG. 16. (Color online) The average wave number (k) as a function of time for air and water/glycerol for the velocity field u and the

density field p,.

the particle is proportional to the viscosity and has the form,

Fdz a,lLUp, (36)

where « is a constant of the magnitude of the particle size.
Given such a drag force the particle will reach a character-
istic terminal velocity of

v,=mgl(au). (37)

This follows through Newton’s second law. The flow field of
the falling particle exerts a force on neighboring particles.
Using the hydrodynamic doublet approximation [36], this
force on a second particle at rest and at position (r, 6) can be
calculated by using Eq. (35) in Eq. (36),

F=apv,=apv,f(r,0) = mg%gf(r, 0). (38)
t
At terminal velocity v,/v,=1 and the viscosity dependence
cancels out. Once this is reached, the interaction force be-
tween the particles has a typical strength independent of the
viscosity w as shown in Eq. (38). However the particles in air
do not reach terminal velocity v,/v,<1 and the fluid inter-
action strength between the particles is weaker than in water/
glycerol. This means that in the dilute region in air the dy-
namics of the particles are primarily governed by the
gravitation force and less by the fluid force. The gravitation
is invariant in time and invariant at each position in the cell,
which has the effect that the mixing of the particles in air is

small. The direction and strength of the fluid force on the
other hand depends on time and on the constellation and the
velocities of all particles. For each particle trajectory in the
cell the fluid force is therefore different. In contrast to the
system with air, the fluid force in water/glycerol is larger and
comparable to the gravitation because the particles in water/
glycerol reach terminal velocity. The contribution of the fluid
force to the total force on the particles in water/glycerol be-
comes significantly stronger. Hence the direction of the total
force in water/glycerol becomes random and can even cause
particles to move upward. This causes a better mixing of the
particles.

Summarizing, the mixing of the particles is strongly de-
pendent whether terminal velocity is reached or not. At ter-
minal velocity the interaction strength between the particles
due to the fluid has the same strength independent of the
fluid viscosity. And finally, after terminal velocity is reached
the time during the particles are exposed to the fluid interac-
tion forces governs the degree of the mixing.

VI. CONCLUSION

We have developed a numerical model that describes the
granular Rayleigh-Taylor instability for grains mixed either
with compressible or incompressible fluids at low Reynolds
numbers. In this model we adjusted the fluid compressibility
from ideal gas to incompressible behavior. We incorporated
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FIG. 17. (Color online) The standard deviation oy, as a function of time for air and water/glycerol for the velocity field u and the density

field p,.

fluid inertia and viscous forces which lead to a hydrody-
namic particle-particle coupling and a coupling between the
fluid and the confining plates. In addition the model also
includes solid friction between the particles and the confin-
ing plates. The physical effect of these various terms, their
relative importance and the strategies to approximate in
simple and computationally efficient ways, have been dis-
cussed and evaluated numerically by switching some of
these terms on or off and evaluating the effect of the result-
ing flow. We designed and conducted experiments with com-
pressible and incompressible fluids that where well matched
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FIG. 18. (Color online) The velocity y component multiplied by
the fluid viscosity averaged over the first ten lowest particles in
time.

quantitatively with our model. From these experiments the
velocity field of the particles was extracted by a CIV tech-
nique that we improved relative to standard procedures by
introducing an additional filtering technique.

The forming patterns and their dynamics were analyzed
and compared between the experiments and the simulations.
Evaluation of the pictures of the simulation and the pictures
of the experiments, velocity field histograms, 2D autocorre-
lation and the power spectrum of the velocity field showed
that our model reproduces well the dynamics of the experi-
ments in both studied cases of water/glycerol and air. Fur-
thermore the analysis of the velocity field and density field
resulted in a better understanding of the different mixing
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FIG. 19. (Color online) ag=VP/(p,,p,) is the acceleration on the
particles due to the fluid in time compared to the gravitational ac-
celeration a,. The average runs over the first ten lowest particles.
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behavior in the two studied cases as described in chapter I.
Two main differences in the histograms and different corre-
lation of the u, component of the velocity field could be
identified, which verifies the complete mixing in the case of
water/glycerol and the observation of sedimentation patterns
in the case of air. Finally in Sec. V we discussed the physical
mechanism causing the different mixing behavior as function
of the nature of the interstitial fluid

APPENDIX

In this appendix our model shall be compared to the work
of [23,24] where the Navier-Stokes equation is solved di-
rectly. In contrast to the work on fluidized beds of [23,24] in
our model we will only consider the dominating terms of the
Navier-Stokes Eq. (A1) as demonstrated in the following. We
will show that this approach also leads to the fluid Egs. (14)
and (21) derived in Sec. IIT A.

The Navier-Stokes equation for incompressible or lowly
compressible fluids in the regime of low Reynolds numbers
states,

(?t(prf) =-VP+V.T. (Al)

In Eq. (A1) the term V-T=uV?v; accounts for the stress
induced by the curvature of the fluid flow profile. It can be
separated into a contribution from the fluid flow curvature at
small scales, between the particles: (V-T),= ,quvf and a
contribution from the fluid flow curvature on a scale larger
than the particles: (V-T),=uV7vy. The high wave number
curvatures (V-T), of the fluid flow profile between the par-
ticles are defined to be separated by a cutoff wave number K
from the low wave number curvatures (V-T),. The cutoff
wave number K represents the inverse size of the represen-
tative volume elements of the Darcy law. With a Fourier
decomposition the stress term 7 can easily be divided into
high and low wave number contributions [37],

pVive= (V1) +(V-T),
= 2 (V- T)e™ + 2 (V-T)e’™.

k>K k=K

(A2)

To solve Eq. (A1) we consider a discrete square grid of 2.5
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particle diameters on which we average the particle velocity
and the density. Integrating the force (V-T), up to this grid
scale in the reference frame of the particles leads to Darcy’s
law in Eq. (12): <(V~T)S)=5’%(u—vf). Thus Eq. (A1) can be
rewritten after averaging for small volumes (see [23-26] for
details),

2
ordvd == 5 P+ v 4 [V- (97 (43)

In this equation the second term on the right-hand side is
related to Darcy’s law. It is the dominating term together
with the gradient of the pressure in the situations we con-
sider. The third term on the right hand side is derived from
(V-T); and accounts for the curvature of the fluid velocity
field in a global reference frame. It can be divided into an
in-plane and an out of plane contribution,

[V (D))= (V- {ugl(Vvy) + (Vv 1),

= (VL + V) - {udl(Vvp + (Vv T,
(A4)

The analysis done in Sec. III C and the measured autocorre-
lation functions in Sec. IV show that the inertia term
d(prepvy) in Eq. (A3) is negligible compared to Darcy’s law.
Furthermore this analysis also shows that the out of plane
contribution of the term [V | (¢T)], is dominating over the
in-plane one. The reason for this is that the fluid flow is
correlated in average for 5 mm in the in-plane direction but
only 1 mm out of plane. Integrating

2
—oVP+ = Eu-v)+ (V. ¢D)=0  (a5)
over the thickness / of the cell we get a shear stress contri-
bution o, from the term (V| ¢T)],. With this shear stress Eq.
(A5) is equivalent to Eq. (16).

A comparison of this out of plane contribution to the
Darcy term was done in Eq. (17)—(20) in Sec. IIT A. This
analysis showed that the out of plane contribution was small
compared to the Darcy term. Finally only Darcy’s law re-
mains in Eq. (A3) which brings us back to the derivation of
the fluid equation in Sec. IIT A from Eq. (12).
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