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Abstract we present a novel method for the joint inversion of thermal indicator data (vitrinite
reflectance and apatite fission track) and additional data (bottom-hole temperature and porosity) for
thermal history reconstruction in basin modeling. A transdimensional and hierarchical Bayesian
formulation is implemented with a reversible jump Markov chain Monte Carlo algorithm, with a 1-D
transient thermal model. The objective of the inverse problem is to infer the heat flow history below a
borehole given the data and a set of geological constraints (e.g., burial histories and physical properties of the
sediments). The algorithm incorporates an adaptive, data-driven parametrization of the heat flow history,
allows for automatic estimation of the relative importance of each data type and quantification of
parameter uncertainties and trade-offs. Our approach deals with uncertainties on the imposed geological
constraints in two ways. First, the amount of erosion and timing of an erosional event are treated as
independent parameters. Second, uncertainties on compaction parameters and surface temperature
history are directly propagated into the final solution. Synthetic tests show that porosity data can be used to
reduce uncertainties on the amount of erosion. This work illustrates a truly probabilistic analysis of the
trade-off between the magnitude of erosion and variations in heat flow histories which is key in basin
modeling. The algorithm is then applied to real data from a well in the Barents Sea. Our algorithm can
reconcile estimates of erosion from the thermal indicator and porosity data, which is a difficult and
subjective task in basin modeling.

1. Introduction

The main objective of thermal history modeling (THM) is to constrain the thermal evolution of a sedimen-
tary basin over geological time. This, combined with subsidence analysis, provides first-order constraints for
geodynamic models of basin evolution (Allen & Allen, 2005). Furthermore, THM is a key aspect of hydrocar-
bon exploration and resource assessment (Hantschel & Kauerauf, 2009), as hydrocarbon generation
(maturation) in sedimentary basins depends strongly on the temperature history of the source rock.
Assuming that the depositional history and the thermophysical properties of the sediments are known,
the evolution of temperatures in a basin is controlled by temporal variations in boundary conditions, that
is, heat flow at the base of the evolving basin and the temperature history at the Earth's surface. Once these
are specified, it is then straightforward to predict the temperatures over time at a specific location in a basin
by solving some form of the heat transfer equation.

A variety of temperature-sensitive data are routinely collected during borehole drilling and have been
classically used to calibrate thermal history models through forward and/or inverse modeling approaches
(Gallagher & Sambridge, 1992; Green & Duddy, 2012; Ketcham, 2005; Lerche, 1988; Schneider & Issler,
2019; Waples et al., 1992a, 1992b). Such data are usually referred to as thermal indicator (TI) data (e.g.,
Waples, 1992b). These include, but are not limited to, vitrinite reflectance (VR), fission track analysis,
and U-Th/He dating of apatite or zircon, illite-smectite transformation ratio, organic transformations
(e.g., sterane/hopane isomerization and steroid aromatization), fluid inclusions, pollen translucency,
and Rock-Eval parameters (e.g., Tiax) (e.g., McCulloh & Naeser, 1989). Although each of these data type
has its distinctive characteristic and range of sensitivity/applicability, they all share a dependence on tem-
perature history, which makes them important as constraints in the context of THM in basin modeling
(see Gallagher, 1998, for details about the general temperature dependence of TI data).
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From the inverse modeling perspective, the problem is to find a heat flow model, or preferably an ensemble
of models, that is consistent with measured calibration data (e.g. TI, bottom-hole temperature (BHT), and
porosity), allowing for uncertainties in the data and input parameters. Furthermore, we want to identify
which parts of the heat flow history are well resolved, or not, by the calibration data. As stated above, this
requires knowledge of the burial histories of the sediments, their physical properties and a surface tempera-
ture history. However, many of these input parameters (e.g., thermal conductivity, compaction parameters,
paleosurface temperatures, and reaction kinetics) are not known reliably but are often fixed to constant
values based on noisy measurements or previous experience. Additionally, uncertainties in burial histories
will add to the uncertainties in the retrieved models. In particular, erosion can play a crucial role in THM, as
the magnitude directly affects the temperatures experienced by sediments over geological time, through a
modification of the burial history. Overall, then, quantification of the various uncertainties in THM is a
key aspect in the interpretation of model results, but to our knowledge this has not yet been addressed
directly with probabilistic methods.

Inverse THM has been previously carried out through linearized, derivative-based methods (Gallagher &
Sambridge, 1992; Gallagher, 1998; Lerche, 1988). These methods suffer from well-known limitations. First,
a single best fit or optimal solution usually fails to capture the complexity of the problem. Due to nonlinearity
between temperature and TI data (Gallagher & Sambridge, 1992; Lerche, 1988) and the strong nonunique-
ness of the problem (different temperature histories can produce similar fit to the data), there is a significant
risk of becoming stuck in a local minima and missing alternative solutions. Second, implementing iterative
linearized inversion methods requires a starting model, the choice of which can influence the final solution,
again often due to the presence of local minima. Finally, although parameter sensitivity analysis can be per-
formed (e.g., Gallagher, 1998; Nielsen, 1996; Waples et al., 1992b) a formal quantification of uncertainties and
parameter trade-offs is more difficult.

One way to overcome these limitations is to cast the inverse problem in a Bayesian framework. The aim is
to estimate probability distributions to characterize the ensemble of possible models that are consistent
with the input calibration data. This can be achieved with Markov chain Monte Carlo (McMC) algo-
rithms, a sampling method, which avoids the need to calculate derivatives and has proven to be effective
for parameter inference and uncertainty quantification (see Gallagher et al., 2009, for a review in the con-
text of geosciences). An extremely flexible implementation of the McMC algorithm called the reversible
jump McMC (1jMcMC, Green, 1995, 2003) has gained popularity in many areas of Earth sciences thanks
to its data-driven inference about model dimensionality and complexity (see section 1.1).

In the context of THM, Ferrero and Gallagher (2002) applied a fixed dimension McMC algorithm to invert
VR data for heat flow history, as did Nielsen et al. (2017) to calibrate VR kinetic parameters for Basin%R,,.
Gallagher (2012) presented the first application of the rjMcMC algorithm for the inversion of multiple TI
data, although this approach deals only with temperature histories directly, rather than burial and heat
flow histories.

In this work, we introduce a newly developed rjMcMC algorithm for THM. The algorithm is specifically
designed in the context of basin modeling in order to reconcile different data types commonly acquired in
boreholes, paying particular attention to uncertainty quantification on the retrieved heat flow models.
The code was developed and tested with vitrinite reflectance (VR) and apatite fission track (AFT) as these
are amongst the most commonly used TI data in THM (Waples, 1994). In addition, we include BHT data
as these represent direct measurements of temperature at present-day collected at a given borehole location.
The algorithm can easily be adapted to incorporate additional TI data types (as those mentioned earlier), to
exploit different sensitivities to temperature and time. The only requirements are the availability of an
appropriate predictive model (e.g., thermally activated diffusion or chemical reaction progress) and some
way to quantify the difference between the observed and predicted values (misfit/likelihood function) for
the given data type.

The algorithm also allows us to treat the amount of eroded section and timing of erosional events as
unknowns. When doing this, we show the benefit of inverting porosity (or a porosity proxy, such as sonic
velocity) data together with TI data to reduce the nonuniqueness of the solution. Additionally, to account
for uncertain input modeling parameters (e.g., compaction constants and paleosurface temperatures), we
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adopt a resampling approach to map such uncertainties into the final solution. We first present the methodol-
ogy, and then demonstrate its application to synthetic and real data.

1.1. Bayesian Approach and rjMcMC

In a Bayesian framework, we deal with probability distributions relevant to the model parameters dependent
on the observations. More formally, this is the posterior probability distribution (PPD) of the model para-
meters, given the data, and is expressed in Bayes' rule:

p(m|d, J) x p(m|.7)p(d|m,.5), ey

where p() indicates probability density, AIB indicates conditional probability (i.e., the probability of A
given B), d is the vector of observed data, and m is the vector of model parameters. The term .# indicates
information common to all models, and, in this work, it can include geological assumptions and hypoth-
eses as well as the specific details of a particular geodynamic model (e.g., the anticipated form of the heat
flow history). The term p(m | d, .¥) is the target PPD of the model parameters, p(m | .¥) represents the
prior probability distribution on the model parameters, or what we believe is reasonable in the absence
of any observations. Finally, p(d | m, .¥) is the likelihood, that is, the probability of observing the mea-
sured data values given a certain set of model parameter values, or a measure of how well the predictions
from that model agree with the observations. The likelihood increases as the model fits the data better. In
the Bayesian framework, the likelihood effectively updates the prior information, transforming it to the
posterior. If the data provide no constraints for some parts of the model, then when estimating the poster-
ior, we should recover the prior for those parts of the model.

In the context of THM, an analytical expression for the PPD is impossible to obtain and we need to rely on
numerical methods in order to sample the unknown PPD. The rjMcMC algorithm (Green, 1995, 2003) allows
to make inference on both model parameters and model complexity at the same time by treating the number
of parameter (n) itself as an unknown. Several authors have shown the advantages of transdimensional
inference (see Sambridge et al., 2013, for a review). Examples of successful applications of this type of algo-
rithm can be found in seismology (Bodin, Sambridge, et al., 2012; Piana Agostinetti et al., 2015; Ravenna &
Lebedev, 2017), mixture modeling in geochronology (Jasra et al., 2006), geospatial analysis (Bodin, Salmon,
et al., 2012; Licciardi et al., 2020), exploration geophysics (Ray et al., 2016), stratigraphy (Charvin et al.,
2009), magnetotellurics (Mandolesi et al., 2018; Xiang et al., 2018), geoacoustics (Dettmer et al., 2010;
Dosso et al., 2014), and borehole geophysics (Reading & Gallagher, 2013).

A key concept in transdimesional inference is its implicit natural parsimony: given two models with the
same likelihood, the simplest (i.e., with less parameters) is preferred (Malinverno, 2002; Mackay, 2003).
This gives rise to an adaptive parametrization, which is solely dictated by the information contained in
the data. This is an important feature of our algorithm as it allows the complexity of the heat flow model
(the number of points in the heat flow history, see section 2.4) to be directly inferred from the data, thus
reducing any potential user-induced bias.

The main output of the algorithm is a transdimensional PPD, which contains all the information about the
model parameters but this is difficult to visualize in practice. However, as the models sampled by the algo-
rithm are distributed according to the PPD, the sample histogram of a parameter approximates its marginal
PPD, which is easy to visualize. Different statistics (e.g., mean and standard deviation) can be computed
directly from the frequency distribution of each parameter.

2. Method

A workflow of the algorithm presented in this work is sketched in Figure 1. Each of the components of the
algorithm is discussed in the following sections.

2.1. Input Data

The algorithm as we have coded it can deal with four different types of input data. In the following, we dif-
ferentiate between TI data types (VR, AFT) and porosity data which will be used to constrain the amount of
erosion. We also use direct temperature measurements (BHT), which provide constraints on the present day
thermal state of the well. We use the terms calibration data or input data to refer to the whole ensemble of TT,
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Figure 1. Simplified workflow of the algorithm. Under marginal PPDs, bold face font indicates the model parameters,
estimated during the inversion. Intermediate parameters are the compaction constants and the surface temperature
history, and these are resampled during the inversion. Please refer to the text for more details.

BHT, and porosity data which are jointly inverted by our algorithm. In all cases, the data are typically
collected over a range of different depths in a borehole, which can be different for each data type.

VR data have a long history of applications in thermal history reconstructions (McCulloh & Naeser, 1989).
They have mostly been used as a proxy for maturity and have proven to be primarily sensitive to the maxi-
mum temperature experienced by the host rock, with minimal information on timing (Waples, 1994). In
general, VR data are presented as a mean value of R, in percent and an associated error. In contrast, AFT
data provide both time and temperature information (e.g., Gallagher et al., 1998; Green & Duddy, 2012;
Malusa & Fitzgerald, 2018). A typical AFT data set is comprised of a number of single grain ages, track length
measurements and some form of grain compositional information. As TI predictive models typically depend
on both temperature and time, we first need to compute the temperature histories for a given heat flow his-
tory and stratigraphy (details in section 2.2).

BHT data are measurements of present day downhole temperature and are generally corrected for nonsteady
state effects due to drilling mud circulation. These data provide constraints on the present-day heat flow.

Finally, we can incorporate porosity data in our joint inversion scheme. Under the assumption of simple
mechanical compaction, porosity data (or a proxy such as sonic-log velocities) can be used to estimate the
amount of net erosion at a borehole location (Corcoran & Doré, 2005). In our approach, observed porosity
data (fractional total porosity and error) are compared to predicted porosity values as the amount of erosion
is allowed to vary in the inversion (inducing variations in the burial and compaction histories of the
sediments).

2.2. Forward Problem

Solving the forward problem means making predictions given a combination of burial, heat flow, and sur-
face temperature histories to allow comparison to calibration data (Figure 1).

For TI data, we use a similar general approach described in Gallagher and Sambridge (1992). First, the tem-
perature histories of selected sedimentary layers are obtained by solving some form of the heat equation
(described below). Second, the temperature history is used to predict TI data by solving the corresponding
predictive equations.
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In contrast to the 1-D approximation of the heat equation in steady state (Gallagher & Sambridge, 1992),
here we use a 1-D transient formulation. The 1-D approach is considered valid in sedimentary basins where
dominantly vertical heat transfer is expected. This approach would not be valid if there is significant lateral
heat transfer, particularly related to localized fluid flow involving anomalously hot or cold fluids, or major
lateral thermal conductivity contrasts (e.g., salt diapirs). A steady state approximation should be valid where
the thermal re-equilibration timescale of the sedimentary pile is rapid (~10"-10° years) compared to the
long-term evolution of the basin (~10’-10° years). This is generally the case when the length scale of the pro-
blem (i.e., the depth to the lower boundary heat flow condition) is just a few kilometers, such as at the base of
the sedimentary pile, as opposed to the thickness of the crust or the lithosphere. For generality however,
we prefer to adopt the transient formulation as this will capture the steady state models when the assump-
tion is valid and also allows the depth to the lower boundary condition to be specified well below the
sedimentary pile, if desired. We also allow for heat production and advective heat transfer (related to
sedimentation/erosion), but not for vertical fluid flow.

The governing equation we adopt is then

=—|k—)—upC—+H 2
3 72\ Koz upCZ+, @)

3(oCT) 8 (k6T> ZT

where T is temperature (°C), ¢ is time (s), z is depth (m), k is thermal conductivity (W m™ K1), p is den-
sity (kg m™>), and C is specific heat capacity (J K™ kg™"), u is velocity (m s™"), and H is heat production
(W m™). The thermal diffusivity (x, m? s™), is further defined as

K= p_c7 (3)

The physical properties defined above are lithology and porosity dependent, and will vary with compaction.
To solve Equation 2, with depth dependent parameters, we use a Lagrangian finite difference scheme, as
described in the supporting information (SI) material.

In basin modeling, stratigraphic data from boreholes (age, thickness, lithology, presence of unconformities,
and inferred thickness of missing section) are used to reconstruct the burial histories of each sedimentary
layer. Here, burial histories are calculated assuming linear deposition of the solid grain component in each
stratigraphic unit, with the solid grain component estimated using standard decompaction methods (e.g.,
Gallagher, 1989).

We assume an exponential reduction of porosity with depth following:
P(z) = Poexp(—cz), @

where @, and ¢ are porosity at the surface and compaction factor, both depending on lithology. In this
case, the solid grain component (or thickness) for a given sedimentary layer between depths z; and z, is
given as

Vsi=z2—21+ %(exp(—cm)—exp(—cz] ) (5)

Once ®(z) is calculated for a given t, an average value @ is used to compute the bulk thermal conductivity, kj,
for each formation (layer), using a geometric mean,

. N
kp =k Hlk,i;,-), (6)

where N; is the number of different lithologies in the formation, k¢ is the pore fluid thermal conductivity,
k(i is the matrix thermal conductivity of the ith lithology, and W; is the proportion of that lithology in the
formation. The other thermophysical properties (heat capacity, density, and heat production) are calcu-
lated using the arithmetic mean equivalent of the thermal conductivity equation above.
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Having defined all the appropriate thermophysical parameters, we solve Equation 2 to obtain thermal his-
tories for each stratigraphic layer and/or TI sample and these are used with the appropriate models to make
predictions. For VR data, we use the model of Sweeney and Burnham (1990) with default kinetic parameters
for Easy%R,. For AFT data the multicompositional algorithms of (Ketcham et al., 1999, 2007) are used. The
predictions can then be compared to the TI observations. Finally, the calculated values of temperature at pre-
sent day are directly compared with the observed BHT data at their specific depths. When allowing for vari-
able magnitudes of erosion in the inverse modeling, the porosity structure of the sedimentary column will
also vary and then the thermophysical parameters need to be updated accordingly each time this occurs.
The predicted porosity profile is then compared to the observed porosity data.

2.3. Uncertain Intermediate Parameters

As pointed out by Gallagher (2012), uncertainties in predictive models for TI data are often nonnegligible,
arising from noise in the calibration data and the typically empirical nature of the models proposed.
Moreover, the forward problem involves various stages, including burial history and temperature calcula-
tions, in addition to the aforementioned predictive models for TI data. Each stage also has uncertainty inher-
ent in its parameters due to the fact the parameters are not measured directly and/or the calibrations are
based on values that incorporate measurement error. We refer to these input parameters as “intermediate,”
as they are not of direct interest but are required to solve the problem. Ideally, we want to deal with uncer-
tain intermediate parameters, rather than simply choosing fixed values. A possible way to address this issue
is to resample the appropriate intermediate parameters involved in each stage, given a range of plausible
values (expressed as prior distributions, Figure 1). This also provides a way of mapping the uncertainties into
the final solution. In the general case, the number of uncertain quantities rapidly grows, making such a
resampling approach more computationally expensive.

In particular, values of thermal conductivity (which are usually uncertain in nature) could be handled with
such resampling approach. However, as discussed in Gallagher (2002), TI data are mainly sensitive to the
average temperature gradient at any time, which is equivalent to the ratio of heat flow and average thermal
conductivity. Although the absolute values of thermal conductivity tend to trade-off with the absolute values
of the estimated heat flow, the overall form of the estimated heat flow history does not change appreciably.
For this reason, here we have decided not to use a resampling approach for thermal conductivity or thermal
diffusivity (directly proportional to the thermal conductivity and may affect timescales of heat transfer) but
this is straightforward to implement if desired.

Instead, we focus the attention on two intermediate parameters involved in the porosity prediction and in
temperature calculations: compaction parameters (®, and ¢ in Equation 4) and surface temperature history
(the upper boundary condition when solving Equation 2). This choice is intended just as a proof of concept,
as in principle it is possible to investigate the contribution of all uncertain intermediate parameters to the
final solution using a similar approach.

2.4. Model Parametrization

In our approach, the main model parameters are represented by a set of n heat flow (Q) nodes in time
(Figure 2a). The number of Q time nodes is an unknown itself and is at the core of our adaptive parametriza-
tion. Points are randomly added or removed along the sampling according to a birth-death strategy (see SI
for more details). A continuous function Q(t) is obtained by linear interpolation of the values at the nodes
on a discretized grid, which constitutes the lower boundary condition to solve Equation 2. Two additional
parameters Qpes and Qymqy are also inserted at fixed time positions equal to present day (¢ = 0) and an upper
time limit (t = t,,qx), for example, the oldest stratigraphic age, respectively. So, the vector of model para-
meters involving Q has variable dimensions 2n+2 and can be written as Q = [ty,..., tn, Q1,..» Qns Qpress Qumax]-

Our choice for parametrizing an erosional event is illustrated in Figure 2b. We assume that the duration
spanned by the unconformity is known (defined by f;;; and t5,) and that within the unconformity a certain
thickness of sediment is deposited and then eroded. An erosional event is therefore defined by the amount of
section AE removed between the time interval delimited by fy,,, and t,,4. Therefore, this implicitly requires
the deposition of the same amount of sediments between t;;; and ty,,;. Here, we treat AE, ty,,, and t,,4 as
unknowns, with f;;; and ty, fixed. In this way, we can write the vector of parameters concerning erosion
as Er = [AEF, fyars, tenal, With tyy > = tgar > tena > = tuo-
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Figure 2. Model parametrization used in the algorithm. (a) The heat flow history is defined by a series of nodes
(heat flow and time) and heat flow values are obtained by linear interpolation between the nodes. Possible
perturbations of each point are indicated by red arrows. Green and blue lines indicate possible configuration of the
heat flow history after birth (add a node) and death (remove a node), respectively. (b) Parametrization of an erosional
event, the parameters Er = [AE, tyqyy, teng] are treated as unknowns in the inversion algorithm as can be varied as in (a).
The red lines indicate the burial path of a missing sedimentary section. See the main text for more details.

In our algorithm, the roles of T(f) (surface temperature history) and compaction parameters are investigated
by sampling their values from the corresponding prior distributions as part of the iterative inversion process.
T,(t) is specified as a sequence of N points in time, which are linearly interpolated and serve as the upper
boundary condition in Equation 2. The compaction parameters (®, and ¢ in Equation 4) describes the shape
of the compaction curve for each of the N, lithologies and influence the estimated thickness of eroded section
and the values of porosity dependent thermophysical parameters.

Finally, the algorithm follows a Hierachical approach (Malinverno & Briggs, 2004) in which, the observed
errors for each data type (VR, AFT, BHT, and porosity data) are rescaled by a set of hyperparameters. We
define a vector of such hyperparameters, h = [hy,, hpp, Bporl, where hy, = [hyr1, ..., hyr, ] and N, is the
number of VR data points. Thus, we use one hyperparameter for each VR data point but just one each for
the BHT and porosity data. The importance of these hyperparameters in a joint inversion scheme is dis-
cussed in section 2.5.3.

To summarize, the full vector of model parameters is m =[n,Q, Er, h]. In addition, the intermediate para-
meters, Ty(t),®q and c are resampled during the inversion process (Figure 1).

2.5. Implementation

2.5.1. Sampling Strategy and Acceptance Probability

The jMcMC is a generalization of the Metropolis-Hasting algorithm (Hastings, 1970; Metropolis et al.,
1953), which can be summarized as follows: After having chosen the prior distributions for each model para-
meter (including n), an initial model (my) is directly drawn from these prior distributions, the forward pro-
blem is solved and the likelihood, p(d | m, .¥) is calculated for this model.

At each iteration, a new, or candidate, model, m. is selected probabilistically by perturbing m,. For m,, the
forward problem is also solved and its likelihood calculated. The candidate model is then accepted with a
probability « given by

q(mg | my)p(m, | #)p(d | m,, .7)
g(m, | mg)p(my | 7)p(d | my, .7)

a=min|1, I, (7)
where p(m | .¥) is the prior distribution, p(d | m, .#) is the likelihood, g(m, | m) is the proposal distribu-
tion (the probability of obtaining a candidate m, when the current model is my), and |J| is the determi-
nant of the Jacobian matrix of the transformation from m, to m., which is needed for transformations
that involve a change in dimension (transdimensional), although the algorithm can be designed so that
its value is always unity. If m, is accepted, it becomes the current model vector m,. The process proceeds
iteratively for a number of total iterations (IN;,) and requires a number of burn-in iterations (Np,,) to
properly converge to the PPD. Models are saved for posterior inference only for the iterations after the
burn-in phase.
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The selection of m, from my is at the core of the algorithm. A set of rules needs to be carefully designed for
each specific inverse problem (Piana Agostinetti & Bodin, 2018). These rules make up what is called the
recipe of our implementation. The recipe also determines the performance of the algorithm in terms of effi-
ciency of the exploration of the model space (Mandolesi et al., 2018). Common practice is to design an algo-
rithm for which the acceptance rate of proposed models using the Metropolis-Hasting rule is around 20-50%
(Robert & Casella, 2004). In this work, we follow the approach described in Mosegaard and Tarantola (1995)
and in the Appendix A of Piana Agostinetti and Malinverno (2010), which allows us to simplify Equation 7 to

a=min {1 M} 8

"p(d|mg, )|’

which simply involves the likelihood ratio between candidate and current models. For Q, a summary of
possible perturbations of m, (including the number of points) is sketched in Figure 2a. More details on
this and a full description of the recipe of our implementation can be found in the SI.

2.5.2. Likelihood Function

The likelihood plays a fundamental role in determining which samples will be accepted into the final distri-
bution of models (Figure 1). In this work, we use two types of likelihood function and we deal with their log
values for numerical stability. For AFT data, we use the log likelihood function described in Gallagher
(1995), which uses the individual track counts and track lengths as data, while for VR, BHT, and porosity
data we use a Gaussian distribution for the likelihood:

©

p(djm) — 1 exp( (dpre—d)T(cg—l)(dpre - d)) ’
@n)¥|cq|

where for each data type, d is the vector of observed data, d,,. contains the data predicted by the current
model, N is the length of the data vector, and C, is the covariance matrix of the data errors. We consider
each data type to be independent from the others so that the total likelihood for each model is just the
product of the individual likelihoods for each data type (or the sum of the log likelihoods).

2.5.3. Hierarchical Approach

The matrix C,; in Equation 9 describes the magnitude and correlation of the data noise. It determines the
range of acceptable solutions in terms of data fit as the predictions of the accepted models should fall within
the range given by the observed data and their uncertainties. For example, the inferred number of para-
meters (n) in a model strictly depends on the data noise (Bodin, Sambridge, et al., 2012; Piana Agostinetti
& Malinverno, 2010). As the measurement errors decrease on each sample, models with higher complexity
(which produce a better fit to the data) will be more likely to be accepted by the algorithm. In practice, if the
magnitude of data error is fixed in the inversion this will determine a priori the model complexity required to
fit the data. However, in many situations (and THM is not an exception) precise estimates of measurement
errors are difficult to obtain. Unreliable or perhaps erroneous estimates of the data noise may produce a bias
in the resulting model complexity and could lead to overfitting of the data. In the Hierarchical Bayesian
approach (Bodin, Sambridge, et al., 2012; Malinverno & Briggs, 2004) the magnitude of data error is treated
as an unknown and is directly inferred from the data. This is implemented by scaling the covariance matrix
for the i—th data set, C};; with the hyperparameters h; described in section 2.4, in such a way that

Cy;=10" % Cj;, (10)

These hyperparameters are effectively treated as model parameters to be inferred from the input data by the
jMcMC sampling. They provide an estimate of the posterior uncertainties on data errors and simulta-
neously act as weighting factors of different data types (Bodin, Salmon, et al., 2012; Licciardi et al., 2020).
This is of key importance in our joint inversion scheme, as the relative importance of each data type (VR,
AFT, BHT, and porosity data) is usually not known a priori. In addition, the combined data may be incom-
patible (i.e., fitting all the data to within their prescribed error ranges may not be possible). The hyperpara-
meters effectively control the relative influence of each data type by increasing (decreasing) its observed
errors (by scaling Cj ) and therefore by decreasing (increasing) its relative importance in the joint inversion.
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Table 1

Summary of the Prior Distributions for m and Intermediate Parameters

Used for the Synthetic Test and the Real Data Application

For AFT data, an effective implementation of the hierarchical approach is
difficult given the form of the likelihood function (see Gallagher, 1995),
which does not have a readily scalable parameter like C,. In this work,

Model ST Lzl the Hierarchical approach is implemented using one hyperparameter for
parameter data data . . . .
each VR data point and a single one for BHT and porosity data. In this
n U[1,40] U[1,30] way, we use AFT data as a reference and the hyperparameters quantify
t (Ma) 3 U(0,120) U(0,250) the relative importance of any other data type with respect to that
Q(mW m™ °) U(0,120) U(20,200)
Qpres (MW m™?) U(0,120) U(20,200) reference.
Qumasx (MW m ™) U(0,120) U(20,200) 2.5.4. Prior Distributions
AE (m) U(0,4000) U(0,4000) In any Bayesian approach, the prior distributions play a key role in esti-
Istare (Ma) U(20,40) U(30,75) mating the posterior as they define the possible values of the parameters
fend (Ma) U(10,20) U(2,10) to be sampled by the Markov chain. Working with prior distributions
h ULy ULy offers a flexible framework to define the level of prior knowledge on each
Intermediate Synthetic Real model parameter. At the same time, prior distributions must be carefully
parameter data data chosen to avoid physically unrealistic models. A summary of the prior dis-
740) (°C) H(20.0,2.0%) Fixed tributions used in this work is reported in Table 1. These distributions can
Sand. @ #(0.49,0.05%) A(0.49,0.1%) be easily modified according to previous studies or any kind of scientific
Silt. @ N (0-56)0-12)2 knowledge. When testing a new McMC algorithm, it is good practice to
:221; ??10_4 I #2.6025) //:;E(z)g 56%(2))5 ) perform a prior-sampling test by setting the acceptance probability of
Silt. ¢ (104 m ™) ’ /!/(3.9:0.92) Equation 8 to unity (Mandolesi et al., 2018; Piana Agostinetti &

Shale ¢ (10_4 m_l)

H(6.3,0.6%) Malinverno, 2010). This is equivalent to saying the data provide no infor-

Note. See section 2.4 for a description of model and intermediate

parameters.

mation for the inversion. Then, the posterior distribution returned by the
algorithm should be equal to the prior. The successful results of this test
are reported in the SI.

2.5.5. Parallel Tempering and rjMcMC Parameters

To improve the efficiency of sampling models from complex (e.g., multimodal) posterior distributions, we
embed the algorithm described in the previous section in a parallel tempering (PT) scheme (Falcioni &
Deem, 1999; Geyer, 1991). In PT, multiple chains are run with different values of a parameter (T) that scales
the likelihood by progressively flattening it as T increases. Chains are allowed to swap their T parameters,
effectively improving the efficiency of model space exploration and accelerating convergence (Dosso et al.,
2014; Ray et al., 2016; Sambridge, 2013). Models are collected from the chain with T=1 for posterior infer-
ence (see SI for more details). In all model runs present in this work, we use 240 chains of which 40 at T=1.
T values for the remaining chains are chosen randomly from a log-uniform distribution with 1 < T < 50.
Each chain proceeds for N,,; = 5x 10’ iterations and a T swap is proposed at each iteration. We start collect-
ing models from the chains at T=1 after discarding the first half of the iterations (Np,, = N;o/2) and we
save the accepted models every 100 iterations (chain thinning) to avoid correlations between models.
Therefore, after sampling 1.2 X 10® models, the final ensemble for posterior inference is based on 10° models.
These parameters need to be specified by the user and are referred as fjMcMC parameters in Figure 1.

3. Application to Synthetic Data

In this section, we use synthetic data generated from a specified Q model and stratigraphy to assess the per-
formance of the inversion algorithm. Here, we assumed one lithology for simplicity as the main aim is to
assess the relationships between the major geological parameters (heat flow and erosion magnitude), with-
out adding the complexity of variable lithologies. However, the approach we use can readily deal with multi-
ple lithologies, as we demonstrate in the real data example. Details about the stratigraphic information of
physical properties used in the test are given in the SI (Table S1).

We generated “perfect” TI data as a function of depth based on the thermal histories predicted with a con-
stant (40 mW m~2) Q model at the base of the sediments and with T,(f) of 20°C, also constant over time.
The temperature and burial histories associated with the true Q model are shown in Figures 3a and 3b.
The burial history incorporates a single erosion event with the following true values: AE = 2,000 m, ¢-
start = 30Ma, to,q = 15Ma. Using the predicted thermal histories, we generated synthetic AFT data (39
track lengths and 23 track counts) for 11 samples (see Gallagher, 1995, for more details on an approach to
produce synthetic AFT data). Similarly, we produced synthetic VR data for 15 samples and 11 synthetic
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Figure 3. Results of the Synthetic Test 1. Synthetic data (AFT, VR, and BHT) are generated using a constant
(40 mW m_z) heat flow model. These, together with porosity data, are incorporated in the inversion. (a) Temperature
histories and (b) burial histories of the true model for stratigraphic layers (orange lines) VR samples (dashed red lines)
and AFT samples (black lines). (c) Marginal posterior distribution of Q(f) from interpolation between sampled nodes,
with red to blue indicating more to fewer models. The black and green lines show the posterior estimates of the

mean and mode Q models, respectively. White dashed lines indicate 95% credible interval. (d) The three

panels show the marginal posterior distribution for the number of nodes, Qpes and Qppqy- Red vertical

lines indicate the values of the true model.

BHT data, both with added Gaussian noise with a standard deviation of 10% of the predicted value. Synthetic
porosity data with 10% Gaussian noise were also produced given the calculated burial histories. Data noise
correlation is not introduced in any of the data, so for the VR, BHT, and porosity data C, is diagonal. Overall,
the combined data can be regarded as representing a moderate to good quality data set.

The prior distributions described in Table 1 are used for this test. We ran two main inversions, the first in
which porosity data were included (Synthetic Test 1) and the second in which they were not (Synthetic
Test 2), the aim being to assess the role of the porosity data in constraining erosion. Prior to addressing that
comparison, we consider the results of the first inversion, Synthetic Test 1, in terms of the other inversion
parameters. These are shown in Figure 3, with a visual comparison of the predictions and the original data
in the SI (Figure S2), together with the temperature and burial histories predicted by the posterior mean
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Figure 4. Results of the Synthetic Test 1. Posterior 2-D marginal for two
heat flow points at 15 Ma and 40 Ma. Q(15) and Q(40) are approximated
by the values of Q closest to 15 and 40 Ma in the interpolated Q(t) for each

model (Figure S3). Note that in Figure 3c we plot the marginal PPD of the
sampled Q after interpolation between nodes rather than the marginal
PPD of the directly sampled nodes, because it is easier to interpret.

Using the 95% credible range as a guide, we see that the best constrained
part of the model is around 30 Ma (Figure 3c). As we would expect, this
corresponds to the time of maximum temperature (Figure 3a), and in this
case also to the time of maximum burial (Figure 3b) as Q is effectively con-
stant. Uncertainties, as indicated by the 95% credible intervals, change
drastically prior to around 40-50 Ma where the PPD spans the entire prior
range. This indicates that the TT data effectively do not constrain Q before
40-50 Ma. The posterior marginal distribution of Q4 (Figure 3d) shows
a similar behavior with the expected heat flow approaching the average of
the prior, confirming that the data provide progressively less information
on Q going further back in time. Between 30 Ma and present day, our algo-
rithm is able to recover the true model well and uncertainties on the
retrieved Q model are relatively small, but asymmetric. In particular,
between 30 and 5 Ma the upper 95% credible interval bound indicates that

model. The red to blue colors indicate higher to lower probability the data constrain the maximum value of Q.

respectively. The gray star indicates the true parameter values. The white
dashed line highlights a trend of negative correlation, which however has

low probability.

The lower credible interval value suggests that Q can be relatively low
between 10 and 20 Ma, but with low probability (blue color). As a trade-
off, those models tend to have a slightly higher Q between 30 and 50 Ma
(just prior to the time of maximum temperature) shown by a trend of lighter blue up to about 50 mW m™>
at 50 Ma. Given our probabilistic results a more formal correlation analysis of the heat flow parameters is
possible in this case (Figure 4). The true value of Q is well recovered but a trend of negative correlation
(white dashed line) is observed between heat flow points at 40 and 15Ma, albeit in a region of low
probability.

At the present day, the maximum of the posterior distribution of Q. is centered on the true value of
40 mW/m? (Figure 3d) but slightly skewed toward high values. This effect is due to models that contain rapid
variations in heat flow at recent times for which the transient effect does not have enough time to affect the
predicted present day temperatures significantly. Because of this effect, the likelihood effectively does not
change and so the corresponding models are accepted along the chains.

The histogram of the number of Q time points (Figure 3d) indicates that the minimum number of nodes
allowed (one) is generally enough to explain the data. This is expected given the simple (constant) Q model
used in the test. However, more complex models (with up to 12 nodes) are still sampled by the algorithm and
contribute to the shape of the PPD but with lower probability. The natural parsimony of the algorithm guar-
antees that, according to the information contained in the data, overly complex Q models (e.g., with more
than 12 nodes) are heavily penalized and have zero probability.

The thermal history controls the data fit for TI calibration data. To demonstrate the solutions (including
uncertainties) for individual stratigraphic horizons, we show the t-T (time-temperature) curves correspond-
ing to two AFT samples selected over the depth range of the well and their corresponding predicted ages and
track length distributions in Figure 5. The results are show that the thermal histories are well resolved at the
time of maximum temperature, while thermal histories before that time are generally much less well
resolved (except at the time of deposition, which is specified as input).

3.1. Erosion Event Parameters and the Role of Porosity Data

As already mentioned, we performed a second inversion, Synthetic Test 2, using the same data set described
above except the porosity data. The results for the erosion parameters of both runs are shown in Figure 6a,
while the equivalent results presented above for Synthetic Test 1 are given in the SI for the second test
(Figure S4). The main contribution of porosity data is to improve the estimate of erosion magnitude asso-
ciated with a given event. When porosity data are included in the inversion the distribution for AE is tighter,
centered on the true value of 2000 m and with a mean value of 2,027 m (SD = 56 m). For the inversion with-
out porosity data, the only constraints on AE are the TI data. In this case, the distribution for AE is broader,

LICCIARDI ET AL.

11 of 22



o~
AGU

ADVANCING EARTH
AND SPACE SCIENCE

Journal of Geophysical Research: Solid Earth 10.1029/2020JB019384

Figure 5. Results of the Synthetic Test 1. (a) Posterior distribution of temperature histories for two selected AFT samples.
Black and green lines are the posterior mean and mode with white dashed lines indicating the 95% credible intervals.
White solid lines correspond to the true temperature histories (see Figure 3a). (b) Corresponding AFT length
distributions. Histograms represent the observed distributions. Black line is the posterior mean with two standard
deviations (red and blue lines). Depth of the samples is indicated in each plot together with the observed (OA) and
predicted (PA) AFT ages. For PA, the mean posterior and +1 SD is reported.

positively skewed and with a mean value of 2,229 m (SD =226 m). As for the timing parameters, both tyq,,
and t,,,4 are very similar in the two inversions. This indicates that the main constraints for these two time
parameters come from the TI data, as we might expect, given the AFT data have explicit time information
in the age measurement.

Both variations in AE and Q will affect the predicted temperatures. Intuitively, this should result in a
trade-off between these two parameters such that an increase in erosion magnitude will tend to be compen-
sated by a decrease in Q at the time of maximum burial and vice versa. Indeed, in both inversions, this
trade-off is clearly observed (Figures 6d and 6e). However, the information brought by porosity data helps
to better constrain AE and in turn, to reduce the ambiguity between erosion and variations in heat flow.

In the two runs described above, the compaction parameters and T(t) were kept fixed to their true values to
reduce possible sources of uncertainties. As a final test with these synthetic data, we inverted the same data
set with and without porosity data again but allowed these intermediate parameters to vary. The posterior
distributions for these intermediate parameters are given in Figure 7. It is clear that the use of porosity data
improves the estimates of compaction parameters (Figures 7a and 7b) although these estimates are strongly
correlated (Figure 7e). In contrast, when porosity data are not included in the inversion, the distributions for
®, and c are equal to their Gaussian prior distributions and no correlation is observed (Figure 7d). This
demonstrates that the TI data provide no constraints on the compaction parameters, although predicted
temperatures are conditional on porosity dependent parameters (e.g., thermal conductivity). As for Ty(t),
its distribution is the same in both cases (Figure 7c), indicating that inference on this parameter is exclu-
sively controlled by TI data, as we would expect. Allowing for uncertain compaction parameters has no effect
on the inferred erosion parameters when porosity data are not considered but slightly affects the resolution
on AE when porosity data are used (Figure 7f). In more detail, the posterior mean for AE is 2,124 m
(SD =137 m), which is higher than estimated previously when not perturbing the compaction parameters
(which were kept fixed to their true values). This decrease in resolution will be more evident as the
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Figure 6. Estimation of erosion-related parameters for Synthetic Tests 1 and 2, when compaction parameters are fixed to
the true values. (a—c) Posterior distribution of the erosion parameters. Blue and yellow histograms refer to the two
different inversions performed without and with the porosity data respectively. Red lines indicates the true values.

(d) and (e) The posterior 2-D marginal for AE and Q(ty,,) Without using porosity data and including them, respectively.
Gray stars indicate the true values. Q(tyq;) is approximated by the value of Q closest to tyg, in the interpolated Q(¢) for
each model. The red to blue colors in (d) and (e) indicate higher to lower probability respectively.

porosity data will contain less information about the compaction parameters and as the prior distributions
on compaction parameters get larger. This would allow the algorithm to fit the porosity data with a wider
range of AE values. At the same time, the uncertainties on compaction parameters and T(t) are also
mapped on the marginal distribution for Q, contributing to increase the overall uncertainties when
porosity data are not included (Figure S5).

The results of these synthetic tests demonstrate that the algorithm behaves as expected, showing we can
recover parameter values to varying degrees of precision, depending on the nature of the data available
and the imposed prior information.

4. Application to Real Data

Here we apply our algorithm to a data set provided by Equinor from an unidentified well in the Barents Sea.
This specific location was chosen based on the good quality of available data and in particular of porosity
data. In addition, estimates of net erosion in the area are available from previous studies (e.g., Ktenas et al.,
2018; Licciardi et al., 2019) and will be compared with our results. The TI data consist of four AFT (each with
a range of compositional groups, based on Cl content) and ten VR samples. Two corrected BHT measure-
ments were also available and included in the inversion. A simplified stratigraphy of the borehole is reported
in the SI (Table S2). We identify three main lithologies from the shale content (V) of the borehole lithostra-
tigraphy, corresponding to sandstone (Vy, < 10.0%), siltstones (45.0% <V, < 55%), and shales (V, > 90.0%),
and we compute the proportion of each lithology in each layer (Table S2). A set of representative porosity
data was computed by averaging values of the available porosity well-log every 50 m for each lithology,
and we used the standard deviations as the uncertainties for these estimates.
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Figure 7. Estimation of intermediate parameters (compaction and surface temperature) for Synthetic Tests 1 and 2. (a—c)
Posterior distribution of the intermediate parameters. Blue and yellow histograms refer to the two inversions performed
without and with porosity data respectively. Red curves represent the prior distributions centered on the true values (red
vertical lines). (d and e) The posterior 2-D marginal for the compaction parameters without using porosity data and
including them, respectively, and the red to blue colors indicate higher to lower probability respectively. Gray stars
indicate the true values. The posterior distribution of the erosion parameters are shown in (f), (g), and (h). Blue

and yellow histograms refer to inversions performed without and with porosity data respectively. Red lines

indicate the true values.

Prior distributions are reported in Table 1. The compaction parameters for sandstone and siltstone are poorly
known in this area, so we chose broad Gaussian prior distributions with mean values equal to those reported
in (Sclater & Christie, 1980). For shale, we use the values obtained by Licciardi et al. (2019) by fitting porosity
data from a well in the Barents Sea considered to have not undergone erosion. Values of thermal conductiv-
ity (Table S2) were loosely based on previous studies (Gac et al., 2018; Klitzke et al., 2016) and to reflect their
dependence on quartz content. However, as discussed in section 2.3 the actual values of thermal conductiv-
ity affect the absolute values of heat flow history and not its overall form (Gallagher, 2002). Finally, T(t) is
kept fixed in this example and we used a constant value of 20 °C from 250 to 30 Ma, which decreased linearly
down to 4 °C at the present day.

We perform two different inversions for this data set, similar to the strategy used for the synthetic data. In
this case, the first inversion considers only TI and BHT data, while the second also includes porosity data.
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Figure 8. Results of inversion of real data using VR, AFT, BHT, and porosity data. (a) Temperature histories and
(b) burial histories. These are calculated using the posterior mean heat flow model (black line in c) and erosion
parameters. Stratigraphic layers are indicated by orange lines, VR samples with dashed red lines, and AFT samples with
black lines. (c) Marginal posterior distributions of Q(f). The black and green lines show the posterior estimates of the
mean and mode Q models, respectively. White dashed lines indicate 95% credible intervals. (d) Marginal posterior
distribution for the number of nodes, Qpres and Quyax-

The posterior results for Q are very similar and so we only show those for the more complete data set in
Figure 8, while those for the reduced data set are given in the SI (Figure S6). The best constrained part of
the model is between 80 Ma and the present day, for which a linear increase of heat flow from about 40 to
about 75 mW m™? is inferred. Before that, only the upper bound of Q is constrained (with the upper 95%
credible interval in the 70-80 mW m™2 range between 220 and 100 Ma). Between 250 and 220 Ma the
marginal posterior distribution spans almost the entire prior range, indicating that the data contain little
information in this time window.

In more detail, the distribution of Q from Figure 8c implies bimodality. This bimodality is clearly seen as a
jump in the mode Q model (the green line in Figure 8c). The mode model is constructed by connecting the
heat flow value with highest marginal probability at successive times (1 Myr intervals). The distribution of
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Figure 9. Data fit for the real data example discussed in the main text. Observed data are indicated with black circles and
error bars are +1 standard deviation. The error bars on the predicted values (red circles) represent the +2 standard
deviation range (the 95% credible range for a Gaussian distribution) for the predictions from all models during the
inversion. The insets on the top three panels show the distributions of the weighting parameter (h;)for the relevant
data value or data set (the input errors are weighted by 10" so that h; < 0 leads to weights <1). (a) VR (here we show just
the weighting parameter for the shallowest and deepest data values), (b) BHT, (c) porosity, (d) AFT age, and (e) AFT
mean track length. Note for the AFT data the predicted values are offset in depth for clarity, and the range of values
represents different compositional groups (Cl content in 0.1 wt% intervals). Gray circles are obtained by averaging the
observed values of each compositional bin (small black circles) for a given sample. Posterior mean predictions

(red circles) are computed as a weighted mean of the predictions for each individual bin (yellow circles). In (d), the purple
circles to the right of the AFT ages indicate the posterior mean predictions (weighted mean of each individual
compositional bin) for the effective closure time, or when the AFT system begins to retain thermal history information,
for each sample.

models suggests a tightly constrained decrease in heat flow back to 80 Ma, then a divergence into two broad
modes, the first of which has increasing heat flow back in time, while the other continues to decrease until
about 100-110 Ma. The two modes come together again around 160 Ma. The average Q model falls between
the two modes as expected with a bimodal distribution. We return to this below.

A visual comparison of the predictions with the observed data for this inversion is given in Figure 9. In gen-
eral, the main trends in the data are well reproduced, although the AFT observations are more dispersed
than the predicted values. Also, the BHT data are somewhat underpredicted. However, the estimated hyper-
parameter for BHT data (Figure 9b) implies a scaling factor of around 3-4 of the observed errors
(Equation 10). The observed data are fit to within the rescaled errors and therefore, they have less impor-
tance in the inversion (see section 2.4). In contrast, the algorithm attributes more importance to the porosity
data by reducing their input errors (the hyperparameter is <0 in Figure 9¢). As for VR data points, their
hyperparameters show higher variability. This is due to the fact that having one hyperparameter for each
data point allows for a wider range of solutions that fit the data equally well. Here, we note that we tested
alternative VR kinetic parameters to Easy%R, (i.e., Basin%R,,; Nielsen et al., 2017). The results are reported
in the SI (Figures S7 and S8) for the interested reader, as a full comparison between different VR models goes
beyond the scope of this work.

As seen for the synthetic data case, the benefit of including porosity data is evident when estimating AE
(Figure 10a). In this case, the distribution for AE is relatively symmetric, narrower and shifted to slightly
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Figure 10. Results of the inversion of real data. (a) Posterior distribution of AE, tyq,y and f.,q. Blue and yellow
histograms refer to inversions without and with porosity data. In both cases VR, AFT, and BHT are also used.

(b and c) The posterior 2-D marginal for AE and Q(tgq,) Without using porosity data and including them, respectively.
Q(tstare) is approximated by the value of Q closest to fyg,¢ in the interpolated Q(f) for each model. (d) Posterior
distributions for the compaction parameters, ® and c, for shale, the right side panel shows their joint distribution, blue
to red implies higher probability. Red curves indicate the Gaussian prior distributions. The results for sandstone and
siltstone are shown in Figure S9 of the SI.

higher values than that obtained with TI data only, which in contrast is positively skewed. Negligible
differences are observed for t,,4, while the distribution for ty,,, implies a preference for a slightly older
value when the porosity data are included. Although the main control on the timing of erosional event is
provided by TI data, the observed differences are due to the trade-off between Q and the maximum burial
depth (i.e., the burial history), which are adjusted in the inversion according to the porosity data fit. As
observed for synthetic data, the trade-off between AE and Q is reduced when porosity data are considered
(Figures 10b and 10c).

The compaction parameters predominantly control the fit of the porosity data and in turn, determine the
PPD of AE. In Figure 10d we also show the PPDs for &, and c relative to shale (the same results for sandstone
and siltstone are shown in Figure S9 of the SI). Shale represents the dominant lithology in the most robust
portion (with smaller uncertainties) of the porosity log data (Figure 9c) between 1,137 and 2,560 m (Table
S2). Our results indicate that higher values of ¢ than the assumed prior mean, and so a higher compaction
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Figure 11. Results of the inversion of real data. (a) Posterior distribution of temperature histories for the four AFT
samples. Black and green lines indicate posterior mean and mode respectively. White dashed lines are the 95%
credible intervals. (b) Corresponding length distributions. Histograms represent the observed distributions. Black line is
the posterior mean with two standard deviations (red and blue lines). Depth of the samples is indicated in each plot. See
Figure 9d,e for a comparison of the predicted and observed ages and mean track lengths.

rate as a function of depth, are required in order to fit the porosity data. The joint distribution of the two com-
paction parameters also implies a slight positive correlation (see Figure 10b).

Lastly, we examine the posterior distribution of time-temperature curves for the four AFT samples
(Figure 11). The maximum paleotemperatures are located around the time of maximum burial at the
inferred value of fy,,, (65-75 Ma in Figure 10a), which corresponds to a minimum value in Q of about 40
mW m~? (Figure 8). However, between 70 to about 30 Ma, small variations in temperature occur, with
the deepest layer showing an almost constant value (125-130 °C) and the shallowest samples indicating a
cooling trend of 20-25 °C. This reflects the decreasing heat flow from around 80 Ma combined with a com-
ponent of advective heat transfer toward the surface. The latter effect means that as sample depth decreases
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in response to erosion, the sample will tend to be hotter relative to the no advection case. This is more
significant for the deeper samples as they are less strongly influenced by the upper boundary condition
given by T(t). After 30 Ma, all samples cool relatively continuously, with a minor increase in temperatures
after 2 Ma.

As mentioned above, the earlier part of the Q model appears to be bimodal (Figure 8). In terms of the tem-
perature histories, the bimodality is more apparent for the deeper samples as a given change in heat flow
leads to a greater change in temperature relative to the shallower samples. In particular, the two deeper sam-
ples in Figure 11 show a broad spread (the green/yellow colors) in the thermal histories around 110-100 Ma,
which is more or less bimodal (light blue in the center). One mode implies cooling from about 140°C at 220
Ma to around 100°C and the other mode cooling to about 60-70°C at 110 Ma. The first (higher temperature)
mode in the thermal histories reflects the first (higher Q) mode discussed above, and we see the same discon-
tinuity in the modal thermal history around 110-100 Ma.

It is important to note that earlier parts of the thermal histories are not constrained by the deeper AFT data
nor is the heat flow increase from 80 Ma back to 220 Ma. The deeper samples just need to be hot enough and
then cool below the effective closure temperature (110 + 10°C typically) recently enough to explain the very
young AFT ages. This bimodality is attributable to the deeper VR data, which can be reasonably predicted
either by high temperatures around 220 or 70 Ma (see Figure 8a). The latter event (70 Ma) is important for
predicting the AFT data, which are not sensitive to the earlier maximum temperatures. High heat flow is
needed to get high temperatures at 220 Ma, as the maximum burial depth is around 2,500 m. At 70 Ma,
the same temperature is obtained with a lower heat flow as the burial depth is around 5,000 m.

Similar to what we observed in the synthetic test (Figure 4), an implied trade-off can be seen in the heat flow
histories as bumps in the credible intervals between 60 and 30 Ma. Prior to 40 Ma, the heat flow can decrease
relative to the modal/mean value and then increase to be slightly higher than the modal/mean heat flow
between 40 and 30 Ma. These ambiguities (bimodal solutions and oscillations) demonstrate that the data
contain different information or constrain the heat flow history differently. Some of this ambiguity could
be eliminated with different and tighter prior ranges on the heat flow values, or even rates of change of heat
flow, but that is beyond the scope of this work.

5. Discussion

Given that TI data are a strong function of the maximum temperature, it is intuitive that TI data provide con-
straints on Q primarily at the time of maximum paleotemperature and the evolution of Q after that time. The
ability to resolve more detail will depend on the range of timing of maximum temperature for samples at dif-
ferent depths, the nature of the data available, and the information contained in the data about different
parts of the Q model. However, our probabilistic inversion makes it easier to assess both the well and less
well resolved portions of the model through quantification of the posterior uncertainties.

Our results show that TI data can be used alone to quantify heat flow and erosion histories and their uncer-
tainties. In general, some form of trade-off between AE and Q is to be expected, again reflecting the signifi-
cance of the maximum temperatures, but such trade-offs should be evident in the joint distributions of heat
flow and erosion magnitude. Porosity data can also be used to provide additional and temperature indepen-
dent constraints on AE which, conditional on the data errors, can reduce the range of possible solutions. Our
simple synthetic tests show that some of the erosional parameters can be difficult to constrain (t,,4 in
Figure 6c). For example, ty,,, and t,,4 are pretty much exclusively constrained by TI data and in particular
by AFT data, which contain implicit timing information in the measured ages. The lack of information about
erosion parameters can easily introduce complex trade-offs between other model parameters. Often, we may
be more interested in quantifying AE given an assumed duration and age of an erosional event. In this case,
tighter priors on ftyq,, and t.,q should be used. As presented, our choice of parametrization for an erosional
event may be considered simplistic as we do not allow for multi-stage or variable rate events. While it is deba-
table as to whether the calibration data can resolve a more complex history in a single erosion event, our
choice here should be considered as a proof of concept, and is open to further developments.

Concerning the real data case, it was not the aim of this work to provide a comprehensive interpretation of
thermal evolution of the Barents Sea. Indeed this is not possible from a single well. However, our estimates of
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AE are in agreement with previous studies that reported between 1.8 and 2.5 km of net erosion for the same
area (Ktenas et al., 2018; Licciardi et al., 2019). Moreover, including porosity data in the analysis contributes
to reduce the uncertainties associated with AE (see Figure 10a). More importantly, our approach has the
potential to reconcile TI- and compaction-derived estimates of net erosion, which can be difficult, often
resulting in divergent estimates (e.g., Burns et al., 2005). Furthermore, this example demonstrated the role
of different data in determining the distributions of acceptable solutions. We found bimodality and some
minor trade-off in parts of the heat flow histories, the bimodality being attributable to the VR data.
Strategies to assess the sensitivity of the solutions to different data types in the inferred solutions will be
case-specific and problem dependent. In general, however, this aspect can partially be addressed by running
inversions with just one data type, or different combinations of data types, while still making predictions of
the excluded calibration data as a control.

In addition to heat flow and erosion histories, the posterior distributions of temperature histories are readily
available, as is often desired in the context of hydrocarbon exploration (Hantschel & Kauerauf, 2009).
Temperature histories are determined by both the Q history and variations of the burial histories which
may be considered as partially unknown (through the erosion parameters). This allows us to use imprecise
stratigraphic data as geological constraints in the inversion, and the uncertainties on erosional events are
readily propagated through to the temperature histories. The algorithm also deals with the possibility of
pre-depositional thermal history component although this feature has not been demonstrated here. This is
important for AFT data when they can contain inherited or provenance related fission tracks if the postde-
positional thermal history does not lead to total annealing. We parametrize this by adding single
pre-depositional time-temperature point to the thermal history for each AFT sample (as in Figure 10
of Gallagher, 2012).

As mentioned in section 1, additional data types used in basin modeling can be easily incorporated into our
algorithm, provided the appropriate predictive models are available and that a likelihood function can be
defined. Additionally, here the algorithm has been applied to data from a single borehole, but further devel-
opments should involve the use of multiple boreholes in a joint inversion to constrain the time-evolution of
Qin a given region. This may be done by some kind of spatial clustering/classification approach as has been
previously proposed for thermochronological data (Stephenson et al., 2006) and borehole temperature data
used in climate reconstructions (Hopcroft et al., 2009).

As for the intermediate parameters, here we have considered Ti(t), &, and c. In principle, other parameters
could be considered in the same way, for example, reaction kinetics, thermal conductivity, heat production,
and stratigraphic ages of the sediments. Although this would be an effective way of mapping their uncertain-
ties onto the posterior uncertainties of Q, increasing the number of the intermediate parameters could cause
their uncertainties to overwhelm the information contained in the data, resulting in poorly constrained solu-
tions. A more useful way of dealing with uncertain intermediate parameters would be to adopt a Bayesian
model choice approach (e.g., Friel & Wyse, 2012). This allows a quantitative comparison between inversions
with different choices of the parameters, thus helping the user to identify the relative importance of different
parameters and to make a quantitative assessment of competing or alternative model parametrizations.

6. Conclusion

We have presented a new approach for thermal history reconstruction in basin modeling. The newly devel-
oped rjMcMC algorithm makes use of transdimensional Bayesian inference to reconstruct the heat flow his-
tory of a sedimentary basin given multiple data types and stratigraphic information collected from a single
borehole. The advantages brought by our fully nonlinear stochastic approach over previous inversion
approaches are general and can be summarized as follows: (i) There is no dependence on the starting model,
(ii) we use adaptive parametrization (i.e., complexity of the heat flow history is dictated solely by the data),
(iii) quantification of formal uncertainties (including correlation) on model parameters is straightforward,
and (iv) we can allow for variable or unknown data errors.

In the context of basin modeling, we have shown that the algorithm can be applied reliably to quantify the
uncertainties on the retrieved Q model given prior information and assumptions on the forward problem
and data error statistics. We have presented the first attempt (to the authors knowledge) to probabilistically
quantify the effect of erosional events on heat flow history reconstruction, which is key in basin modeling. In
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addition, we have shown how uncertainties on “intermediate” parameters, such has surface temperatures
and compaction parameters can be effectively propagated to the final model by sampling along the transdi-
mensional chains. Although in this work we used relatively broad prior distributions, our Bayesian approach
allows for straightforward implementation of tighter prior distributions, that is “geological constraints” for
all parameters.
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