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[1] Physical processes responsible for the electron demagnetization within the front of a
quasiperpendicular collisionless shock are analyzed via a comparative study between
theoretical calculations and computer simulations. Herein, simulation results of a shock in
supercritical regime are based on the use of a 2-D full particle self-consistent code. Present
statistics on the spatial widths of the magnetic field (LBr) and electric field (LEr) within
the ramp show that their ratio R = LEr/LBr is around 1; this value is appropriate to
demagnetize electrons and to provide a resulting deviation from adiabaticity [Balikhin et al.,
1998]. In order to verify this theoretical expectation, two complementary approaches are
used. First, the deviation of the full electron gyroperiod from the magnetic gyroperiod
is analyzed from the trajectories of ‘‘marked’’ self-consistent electrons crossing the
shock ramp. In such a case, nonstationary and nonuniformity effects of the shock front are
fully involved. Second, such effects are removed and test particles simulations are used in
order to determine the strength of electron demagnetization when effects of width shock
along the shock normal are included only. Both approaches confirm that demagnetization
takes place within the first half of the ramp, that is, where the gradient dElx/dx seen
by transmitted electrons is positive. Statistical results performed using test particles
simulations show that a noticeable number of demagnetized electrons are formed within the
ramp even for a moderate supercritical Mach number and that the relative percentage of
demagnetized/magnetized electrons varies according to the nonstationary behavior of the
shock front (self-reformation). INDEX TERMS: 7851 Space Plasma Physics: Shock waves; 7843

Space Plasma Physics: Numerical simulation studies; 7514 Solar Physics, Astrophysics, and Astronomy:

Energetic particles (2114); 6939 Radio Science: Magnetospheric physics; KEYWORDS: collisionless shocks,
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1. Introduction

[2] The problem of investigating the electron heating
mechanisms that exist within the front of quasiperpendicular
shocks is closely related to the definition of the scales of the
shock front structure. The primary question is whether the
heating mechanism is related to the presence of the turbu-
lence in the foreshock region or in the vicinity close to the
shock front. Previous analytical [Goodrich and Scudder,
1984] and simulation results [Veltri et al., 1990; Savoini and
Lembège, 1994] have unambiguously shown that the elec-
tron heating, which takes place at the shock front, is due to

the macroscopic fields at shock front rather than due to
plasma turbulence whose effectiveness was shown to bring
a second-order contribution. These simulations were per-
formed using both Monte Carlo codes [Veltri et al., l990], in
which the particles interact with prescribed B fields, and 1-
D and 2-D full particle codes [Savoini and Lembège, 1994],
in which self-consistent interactions between the waves and
particles were fully included. However, the question of
breakdown in adiabaticity was not considered at that time.
Using Monte Carlo simulations, Veltri and Zimbardo
[1993a, 1993b] have shown that when letting electrons
propagate in drift approximation in electric and magnetic
fields profiles derived from data, it was not possible to
account for the observed perpendicular temperature also
when electrostatic turbulence described in the same approx-
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imation was taken into account. The perpendicular temper-
ature could be explained by introducing the effects of
electrons interactions with whistler waves, thus breaking
the drift approximation.
[3] Since the turbulence is not the major factor, the

answer to the question of whether the heating is adiabatic
or not is associated with the macroscopic structure of the
shock front, namely, the relative values of several charac-
teristic scales [Balikhin et al., 1998]. The most important
scales are the spatial widths of the electric and magnetic
fields within the ramp, and the local electron Larmor radius.
[4] From the early satellite measurements by Vela-4

satellite in the 60s, it was unambiguously demonstrated that
the electron heating takes place on a very small spatial scale
[Montgomery et al., 1970]. A comprehensive statistical
study of electron heating versus various shock parameters
has been performed by Schwartz et al. [1988]. The main
question to be addressed in this paper is to determine the real
impact of the electric field gradients on electron heating.
This question can be expressed in terms of corresponding
scales in both the electric field variation and the increase of
the electron heating observed at the shock front. The
experimental determination of the DC electric field scale
is difficult to measure because of fluctuations in the plasma
potential. The quasi-absence of direct measurements makes
the comparison of the macroscopic field scales with the
electron heating scale quite difficult. There are several ways
used by different authors to determine the DC electric field
making use of the relationship between the different param-
eters, such as noncoplanar magnetic field component, or
current layer properties with the variations in the electron
distribution function as described in the two-fluid hydrody-
namics [Scudder et al., 1986a]. Such procedures correspond
to indirect measurements of shock front scales and is based
on certain assumptions. To our knowledge, the only two
works based on direct measurements of the DC electric
fields are those of Formisano [1982] and Heppner et al.
[1977]. It is worth pointing out that Heppner et al. [1977]
came to the conclusion that the spatial scales of the electric
field can be as small as the electron inertial length c/wpe.
Thus a comparative study of the scales of magnetic and
electric field variations through the shock front is incom-
plete. However, such a comparative study can be performed
with the help of computer simulations where all background
fields and particle data are available and may be analyzed in
detail. Full particle simulations, in which both electrons and
ions scales are included, are quite appropriate to such a
study since these allow to access to the self-consistent
dynamics and to the scales of the various fields components.
That is the first objective of our paper. The second objective
is to use these results in order to identify whether deviation
from adiabaticity takes place and at which precise location
within the shock front it occurs. One key purpose is to
analyze this deviation within the shock front itself in terms
of electron demagnetization, rather than to estimate adiaba-
ticity breakdown based upon the differences between up-
stream and downstream regions far from the shock front.
Then, terms ‘‘magnetized’’ and ‘‘demagnetized’’ will be
used in order to refer to the characteristic trajectories of
electrons within the shock ramp. These labels are used in
preference to ‘‘adiabatic’’ and ‘‘nonadiabatic’’ on the basis
of the adiabatic momentum or on collective motion (heat-

ing) as used in previous works. In the purpose of this study,
two complementary approaches are used. First, features of
directly transmitted ‘‘marked’’ electrons are analyzed. The
term ‘‘marked’’ is used to refer to small sublet of electrons
that have been selected among all particles involved in the
self-consistent simulations. In this case, nonstationary and
nonuniformity effects of the shock front are fully involved.
In the second approach, basic mechanisms responsible for
demagnetization are analyzed with test particle simulations,
in which nonstationary and nonuniformity effects of the
shock front have been removed. Moreover, statistical anal-
ysis will provide the relative percentage of magnetized and
demagnetized electrons through different profiles of the
shock front.
[5] The first evidence for strong nonadiabatic electron

heating was demonstrated in simulations of a very high
Mach number perpendicular shock by Tokar et al. [1986].
At that time, the precise reason of adiabaticity deviation was
not identified yet. The present results show that such a
deviation takes place even for moderate Mach number
regime.
[6] The present study is organized as follows. Character-

istics of the simulations performed herein are described in
section 2. Numerical results providing the width scales
determined from the profiles of magnetic and electric fields
components are provided in section 3, in which comparison
with previous works is also presented. Different levels of
electron demagnetization identified from self-consistent
simulations results are presented in section 4. Complemen-
tary test particle simulations results and associated statistical
analysis are presented in section 5. Conclusions are sum-
marized in section 6.

2. Conditions of Numerical Simulations

[7] The initial and boundary conditions used in the
present 2-D electromagnetic full particle simulations are
identical to those already explained in detail by Lembège
and Savoini [1992] and Savoini and Lembège [1994].
Briefly, the planar shock is propagating along x axis while
its front extends along y direction; nonperiodic conditions
are applied along x axis while the code is periodic along y
(Figure 1a). The static magnetic field Bo is directed out of
the simulation plane (Figure 1b).
[8] All dimensionless quantities are indicated by a tilde

(�) and are normalized as follows. The spatial coordinate is
~x = x/�; velocity ~v = v/wpe�; momentum of species g, ~pg =
pg/mewpe�; electric field ~E = qE/mewpe

2 �; magnetic field
~B = qB/mewpe

2 �; time ~t = wpet. The parameters �, wpe, me, q
and no are, respectively, the numerical grid spacing, the
electron plasma frequency, the electron mass, the electric
charge and the particle density at t = 0. The basic param-
eters are lengths ~Lx = 4096, ~Ly = 128; reflecting walls are
located at ~xl = 2048 and ~xr = 4096; �~xpulse = 5; velocity of
light ~c = 3, mass ratio me/mi = 0.024. At t = 0, the particle
density is ne = ni = 4 at each grid point (2/�x and 2/�y),
the temperature ratio Te/Ti = 1.58 and the magnetic field
j~Boj = 1.5. For these initial conditions the plasma param-
eters are summarized in Table 1 for both electrons and ions.
The shock is propagating in a supercritical regime (MA =
3.2, where MA = ~vsh/~vA) with an angle qo = 55�, where qo is
the angle between the shock normal in the x-direction and
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the direction of the upstream magnetostatic field Bo; the
Alfven velocity ~vA = 0.23 is determined from the upstream
plasma parameters and ~vsh is the shock velocity along x.
The size of the box allows the shock and particles dynamics
to be followed over a time ~t � 3~tci (or equivalently
18.75~wci

�1), where ~tci is the upstream ion gyroperiod.

3. Numerical Results: Widths Scales of
Magnetic and Electric Fields

[9] Similar full particle simulations performed previously
with 1-D code [Biskamp and Welter, 1972; Lembège and
Dawson, 1987] and 2-D code [Lembège and Savoini, 1992]
have already shown the nonstationary character of the shock
front. Two-dimensional simulations have been also used to
analyze the nonuniformity of the shock front [Lembège and
Savoini, 1992]. The present section is structured as follows:
the nonstationarity and nonuniformity features of the shock
front are shortly described (sections 3.1 and 3.2), the width
scales of both electric and magnetic fields are directly
determined from numerical results (section 3.3), and results
are compared with previous simulations results (section 3.4)
and with previous experimental observations (section 3.5).

3.1. Nonstationarity of the Shock Front

[10] Figure 2 shows a stackplot of the y-integrated space
profile of the main magnetic field component Btz at different
times during the run where the well-known features of a
quasi-perpendicular shock in supercritical regime, namely
the foot, the ramp of the shock and the magnetic overshoot,
which delimits the downstream region, are easily recogniz-
able. The shock front is propagating from left to right. This
figure clearly shows evidence for shock front reformation
similar to that already shown in 1-D [Lembège and Dawson

[1987] and 2-D [Lembège and Savoini [1992] simulations,
which can be explained as follows. It is well known and
evidenced also herein (but not shown in the current paper),
that a percentage of upstream ions are reflected from the
shock front and are responsible for the formation of the foot
as observed in hybrid [Leroy et al., 1981], and full particle
simulations [Biskamp and Welter, 1972; Lembège and
Dawson [1987]. Their density is so high that the foot
reaches an amplitude large enough to reflect incoming ions
and to form a new shock front. This cyclic reformation ofFigure 1. (a) Sketch of the two-dimensional simulation

box (x,y) including the vacuum region and the plasma
region; (b) reference set used in the simulation code; ~Bo is
lying partially outside the simulation plane. Directions //, ?1

and ?2 are respectively defined with respect to the upstream
magnetostatic field ~Bo.

Table 1. Upstream Plasma Parameters Defined for the 2-D Run

Parameter Electrons Ions

~vth thermal velocity 0.3 0.037
~lD Debye length 0.42 0.064
~rc gyroradius 0.84 4.35
~c/~wp inertial length 3 19.4
~wc gyrofrequency 0.5 0.012
~wp plasma frequency 1 0.155
~tc gyroperiod 12.55 523.6
~b 0.24 0.15

Figure 2. Stackplots of the y-averaged magnetic field Btz

at different times of the run. Cycles of the shock front
reformation are illustrated by arrows which correspond to
times where Btz is maximum at the overshoot (the cyclic
period is ~Tref � 240). Propagation angle is qo = 55�.
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the shock front is the source of the shock front nonstatio-
narity and is characterized by a time period Tref, which is of
the order of the ion gyroperiod calculated from the mean
value of the magnetic field in the ramp. Cycles are indicated
by arrows in Figure 2. Front reformation has the following
consequences: (1) the amplitude of the overshoot is modu-
lated in time and exhibits a minimum value within each
cycle and (2) the width of the total shock front (including
the ramp and the foot) is slightly varying in time. Similar
shock reformation is also evidenced for each electromag-
netic and electrostatic field component. As a consequence,
the gradient of the main electrostatic field in the shock ramp
is varying in time and may affect the interaction of electrons
with the shock front and the resulting electron heating.

3.2. Nonuniformity of the Shock Front

[11] The shock front is not homogeneous as shown in
Figure 3, and exhibits a rippling already analyzed by
Lembège and Savoini [1992]. The precise identification of
waves responsible for the rippling for different qo is beyond
the scope of the current paper. Since this rippling propagates
along y axis, it leads to a second source of nonstationarity in
the shock front; the characteristic timescale is much lower
than the ion gyroperiod. This nonuniformity and nonstatio-
narity character takes place in the entire shock front, that is,
both in the ramp and the foot, and is always present in time.
Similar results are also evidenced in the 3-D plots of all
electrostatic and electromagnetic field components (not
shown herein).
[12] Then, the following questions arise: what are the

respective width scales of both magnetic and electrostatic
field components, and how these scales are respectively
affected by the nonuniformity and the nonstationarity of the
shock front?

3.3. Scales of Fields Components

[13] In order to answer these questions, three different
statistical studies on the Btz and Elx fields scales have been
performed respectively (1) at a given time (nonuniformity
effects included only), (2) at given y (nonstationary effects
included only), and (3) when both effects are included. The
procedure used for the precise measurements of spatial
widths of Elx and Btz fields in the ramp (respectively LEr
and LBr), and statistical results have been already presented
in Figures 1 and 2 of Lembège et al. [1999]. The overall
statistics obtained for case 3 are illustrated in Figure 4. It
should be noted that both the width of the magnetic field
ramp and the width of the region in which the largest
change in the electric field is observed show similar
distributions. These distributions have mean values of
8.75 and 10.2 and standard deviations of 4.1 and 3.6,
respectively. In short, the width of the magnetic ramp was
determined to be the region in which the magnetic field
exhibits a large, constant gradient. The width of the electric
field signature was calculated as being the distance between
the onset and cessation of the constant gradient observed on
either side of the U-shaped feature in the electric field.
However, because of the dynamics of the ramp, it was
sometimes difficult to distinguish the limit between the foot
and the ramp and hence would result in an underestimate of
LBr; this can account for the large R-values found in the tail
of the distribution, where R = LEr/LBr .

[14] In all of the cases (1–3) mentioned above, the width
of the Elx is found to be comparable to that of Btz (at least in
the present moderate supercritical Mach regime) so that
ratio R presents a peak around 1 (Figure 4). This width is
always between the electron and the ion inertia lengths. The
broadening observed in the statistical R-distribution is due
to nonuniform and nonstationary effects. It should be noted
that present simulations are based on the use of nonrealistic
mass ratio because of numerical constraints. Such a low
ratio compresses the range of lengths. However, recent 1-D
full particle simulations [Scholer et al., 2003] based on a
realistic mass ratio confirm that the ramp thickness LBr of
the magnetic field can be quite narrow (LBr � a few c/wpe)
and that R � 1 persists even when Mi/me = 1846. In
conclusion, both results issued from 1-D and 2-D simula-
tions seem to be consistent with R � 1. To the knowledge of
the authors, no 2-D full particle simulations using a realistic
mass ratio have been done yet.

3.4. Comparison Between Full Particles and
Hybrid Simulations

[15] It is important to stress that the present results have
not been observed in previous hybrid simulations where ion
scales are fully included but electron scales are neglected. In
such codes, the smallest physical scale to be accessed by the
shock ramp was restricted to the ion inertial length, and the
spatial resolution was limited so that c/wpi � 1–2� where
� is the space grid size. Only recently, results from 1-D
hybrid simulations by Hellinger et al. [2002] have recov-
ered a ramp thickness much lower than c/wpi, and a self
reformation of the shock front similar to that of present
Figure 2, provided that a high spatial resolution is used
(c/wpi � �). However, these latest works have not provided
yet any values for the scale widths LBr and LEr. In full
particle code where both ion and electron scales are fully
involved, the width of the ramp may access self consistently
to physical scales much less than the ion inertial length
and larger than electron inertial length (since � � c/wpe �
c/wpi). In addition, resistive effects including electron scales
are fully described in 2-D full particle simulations in contrast
with hybrid simulations where resistivity is described by a
phenomenological constant.

3.5. Comparison With Previous Direct and Indirect
Experimental Measurements

[16] The measurement of the characteristic width LBr has
been the subject of numerous previous investigations. The
influence of the various physical processes on shock scales
has been reviewed by Kennel et al. [1985]. Both Scudder et
al. [1986a] and Newbury and Russell [1996] estimated the
scale of the magnetic ramp as 0.2c/wpi and 0.05c/wpi

respectively. The latter case corresponds to an unusually
very thin shock. The determination of ramp scales for the 11
quasiperpendicular shocks, measured by OGO-5 and ISEE-
1 and 2, was made by Balikhin et al. [1995]. It was shown
that for all 11 shocks the size of the ramp was smaller than
c/wpi. Among these 11 shocks, four have magnetic ramp
scales even <0.15c/wpi.
[17] One important question is to determine the spatial

width of the electrostatic field variation within the ramp.
The different types of observations, where LEr is smaller,
comparable to, or larger than LBr have been summarized in
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Figure 3. Three-dimensional plot of the Btz magnetic field component measured at different times of the
run chosen within a cyclic reformation period range, respectively ~t = 504, 552, 624 and 696, (i.e.,
respectively ~t = 0.96, 1.05, 1.19, and 1.33 ~tci).
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previous works [Lembège et al. [1999]. For the case LBr �
LEr of interest herein, one of the most accurate direct
determinations of the electric field potential change at the
front of the Earth’s bow shock has been made by Formisano
[1982], using data from the ISEE electric field experiment.
It was found that the temporal (i.e., spatial) scales of the
potential change and of the magnetic ramp are of the same
order. This conclusion is also valid for the other supercrit-
ical quasiperpendicular shocks reported by Formisano and
Torbert [1982]. In addition, recent experimental observa-
tions from Cluster-2 also evidence that the spatial widths of
Btz and Elx fields measured in the ramp are comparable
(Figure 3 of Balikhin et al. [2002]).
[18] All of these experimental observations and numerical

results indicate that R � 1. As a consequence, the demag-
netization of electrons is expected to occur within the first
part of the ramp; if confirmed, this demagnetization can be
used to account for the deviation from adiabaticity through
the shock front [Balikhin et al., 1989, 1993, 1998; Krasno-
selskikh et al., 1995].

4. Comparison Between Theoretical and
Numerical Results

4.1. Summary of Previous Theoretical Analysis

[19] The motivation of the present study is initially based
on a controversy between theoretical and experimental
approaches. First, let us remind that adiabaticity is related
to magnetized particles, that is, to particles having many
gyrations during their crossing of the shock ramp (rL � LBr
where rL is the Larmor radius). In other words, adiabaticity
applies to particles having relatively small thermal velocity
(vthe� LBr wce), that is, weak bulk motion since Vbulk� vthe.
This theoretical argument is in disagreement with the content
of Figure 7 of Schwartz et al. [1988], which shows that
adiabatic and nonadiabatic heating takes place respectively
for Vbulk/vthe smaller and larger than 0.18. In other words,
nonadiabatic heating is evidenced even within a noticeable

range of the ratio Vbulk/vthe � 1. Then, one wonders whether
the effect of the electric field at the ramp may account for this
discrepancy.
[20] Let us be reminded that in the presence of the electric

field gradient, the effective gyrofrequency weff of a particle
differs from the magnetic gyrofrequency wce [Cole, 1976] as

~w2
eff ¼ ~w2

ce �
d~Ex

d~x
ð1Þ

in our normalized parameters. Balikhin et al. [1998] applied
this result to electrons, and stressed out that change of the
effective gyrofrequency leads to a change of the effective
gyration radius Reff = vth/weff. If the gradient of the electric
field is positive and its absolute value approaches some
threshold (wce

2 ), the effective gyrofrequency weff is near zero,
and Reff tends to an infinite value. This means that the
scanning of the shock ramp by the electron gyromotion may
drastically change according to the local strength of the
dE/dx gradient with respect to that of the local B field. In
presence of a strong electric field gradient, electrons will be
demagnetized even for a large but finite thickness of the
shock front. In other words, a very thin ramp in the shock
front is not a necessary condition for demagnetization. As
established by Balikhin et al. [1998] and Balikhin and
Wilkinson [1996], if electron thermal velocity exceeds
plasma bulk velocity vthe � Vbulk, there are three possible
different regimes of the electron interaction with macro-
scopic field in the shock front (Figure 5).
[21] In the first case, LEr � LBr [Scudder, 1995]3 and the

electron motion can be described in a standard drift approx-

Figure 4. Effects of both nonstationarity and nonunifor-
mity of the shock front. Statistical results are made on the
width of the magnetic ramp LBr (Figure 4a) of the
electrostatic ramp LEr (Figure 4b), and on their ratio R =
LEr/LBr (Figure 4c). Results are from the 2-D simulations
obtained for qo = 55�.

Figure 5. Sketch of an electron trajectory through the
shock ramp according to the case (a) LBr � LEr, (b) LBr �
LEr and (c) LBr � LEr .
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imation (Figure 5a). In such a case, an electron gyrates with
a Larmor frequency and drifts because of the presence of
electric field and of magnetic field gradient. The only
increase of the electron energy is due to the gradient drift
in the presence of electric field. Such a motion corresponds
to a magnetized particle. Even in that case, the presence of a
small gradient of the electric field results in some change of
the gyrofrequency. The decrease of the electrostatic poten-
tial scale leads to the decrease of the electron gyrofrequency
(deviation from the formally Larmor frequency calculated
from the magnetic field only), and to the increase of the
gyration radius. In the second case (Figure 5b), LEr � LBr .
The effective Larmor radius is even larger and only one or
two gyrations are performed by the electron during the ramp
crossing; its motion within the ramp cannot be considered as
magnetized any more. The imaginary part of the gyrofre-
quency increases with the decrease of the electrostatic
potential scale and leads to the divergence of close electron
trajectories in the velocity space and to some effective
electron heating [Balikhin et al., 1998]. The third case
(Figure 5c), takes place when LEr � LBr; the particle is
strongly demagnetized. The time of the ramp crossing does
not need to be large enough for electron trajectories to
diverge considerably, and electron heating at the shock front
represents something like differential acceleration similar to
the differential deceleration of ions in subcritical shocks
[Balikhin and Wilkinson, 1996].
[22] These results emphasize the importance for determin-

ing correctly the spatial widths of both ~E and ~B fields at the
shock ramp. From present numerical results, we have ana-
lyzed the conditions for which electron demagnetization may
be evidenced and we have compared these conditions with
theoretical predictions. Two different and complementary
approaches are used: a self-consistent single particle ap-
proach (section 4.2) and a test particle approach (section 5).

4.2. Self Consistent Full Particle Results: A Single
Particle Approach

[23] Results of section 3 have shown that the electron
motion corresponding to the simulated shocks should cor-
respond to the second case mentioned in section 4.1 (i.e.,
Figure 5b). As a consequence, demagnetization is expected
in terms of particle trajectories. Present analysis is based on
the use of ‘‘marked’’ electrons, which have interacted self-
consistently with the fields and is summarized as follows: a
first 2-D simulation run has been performed in conditions of
section 2, from which results of section 3 have been issued.
At a given time of the run (~t = 648), we have marked several
electrons located around the shock front including all those
that have been reflected (R) and directly transmitted (DT).
Then, a second longer run has been performed identical to
the first one, in which we have followed and stored versus
time velocity components (~px, ~py, ~pz), positions (x, y) of all
marked electrons and all fields components seen by each of
these electrons. Indeed, it is important to stress out that
equation (1) [Cole, 1976] applies to fields and gradients of
fields seen by the particle (not to be confused with the
normal field plotted versus x). The time length of the run is
long enough (until time ~t = 1560, that is, covering 3~tci) to
identify easily DT and R electrons. Herein, we only focus
our attention to DT electrons during their shock ramp
crossing.

[24] Typical results are illustrated in Figure 6, which
exhibits the features of one selected marked DT electron:
the shock crossing occurs around time ~t = 630 (Figure 6a).
While crossing the shock front, the electron suffers an
important Y-drift (Figure 6b), which is related to the
variation of both Btz and Elx fields components (Figures
6c and 6d). A simultaneous kinetic energy gain (mainly in
the parallel energy) is evidenced at the shock front crossing
(Figure 6e). Velocity component ~p?1 perpendicular to the
local magnetic field shows time fluctuations of which
timescale corresponds to local gyroperiod (Figure 6f). This
period suffers combined effects of all ~E and ~B fields and
associated gradients, allows to deduce the ‘‘full’’ electron
gyroperiod ~tfull, and can be compared with theoretical
predictions. On the same, the magnetic gyroperiod ~tce has
been deduced from the magnetic field versus time seen by
the particle. Then, the time history of the local quantity
Qfull = 1 � (~tfull/~tce) can be estimated. Results are repre-
sented by stars in Figure 7 for three typical electrons
illustrating different levels of demagnetization.
[25] In order to compare directly with theoretical results,

one identifies the time ranges where the field Elx varies
noticeably during the shock crossing (in particular where
dElx/dx > 0 in the ramp). Within each range, one calculates
the mean value hQfulli averaged over all local Qfull values.
The time evolution of hQfulli, allows to identify the ranges
where demagnetization is evidenced (hQfulli 6¼ 0) or not
(hQfulli � 0). For each particle, the value hQfulli � 0
measured in the upstream region is used as a reference;
space distribution of stars around this value illustrates the
error range made on the measurements because of the
natural plasma fluctuations (and the numerical noise of
the full particle code).
[26] Figure 7a corresponds to the electron features of

Figure 6. The perpendicular velocity component ~p?1 shows
a mean zero value in the upstream region, with a weak
change when the electron crosses the shock front (top
panel). This weak change corresponds to ranges where
dElx/dx > 0 (for instance 577 < ~t < 634). In addition, the
value hQfulli stays around zero everywhere, which means
that the electron is mainly magnetized (bottom panel).
[27] Figure 7b illustrates the case where the mean value

h~p?1i differs from zero at the shock front and in particular in
time range where dElx/dx > 0 (614 < ~t < 633). This ~p?1 drift
is related to a shift independent of the magnetic field (which
only leads to a change of wce) and may be associated to the
Elx field effect (top panel). In addition, the mean value of
hQfulli noticeably differs from zero in the time range where
dElx/dx > 0 (hQfulli � �0.17). This means that the demag-
netization is not negligible any more (bottom panel).
[28] Figure 7c is analogous to Figure 7b but illustrates an

even larger demagnetization (hQfulli = �0.32 for 593 < ~t <
615 during the ramp crossing). This deviation is now
illustrated by a large change in the mean value h~p?1i
exactly in the same time range (where dElx/dx > 0). The
present demagnetization is relatively moderate since the
Mach regime used herein has been chosen in order to
correspond to moderate Mach regime observed in experi-
mental data. It is evident that higher Mach regime will lead
to higher fields gradients at the shock front and to a
stronger demagnetization. The demagnetized particle per-
forms about one rotation as it crosses the first half of the
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ramp (dElx/dx > 0). During this rotation time, the magni-
tude of the magnetic field increases almost twice. It is
obvious that the main assumption of magnetization, that the
scale of the electromagnetic field variations should be
much higher than the spatial size of one gyroorbit, is not
valid any more.
[29] It is important to stress that all three particles have

almost similar x and y time trajectories (not shown here)
when crossing the shock front. However, since these meet
the shock front at different locations (both in x and y) and at
different times, the ~E and ~B fields components seen by each
particle (as in Figures 6c and 6d) differ from each other.
Moreover, the effect of the other electrostatic component Ely

is also fully involved in the self consistent particle trajec-
tory. However, results cannot be compared with theory on
this point since theoretical calculations do not include yet
the effect of this component.

5. Test Particle Simulations Results

[30] At this stage, two questions are still unanswered.
First, we ignore the electrons among an upstream distribu-
tion function that follow a demagnetized/magnetized mo-
tion during the shock front crossing. For so doing, we have
to consider groups of electrons associated with same
thermal velocity, located at exactly the same location from

Figure 6. Main characteristics of one typical marked DT electron versus time: (a) x-coordinate of the
particle (thick line) and mean x-position of the shock front (thin line) after averaging over y axis; (b) y-
coordinate of the particle; (c) and (d) fields ~Btz and ~Elx seen by the electron; (e) parallel (full line) and
perpendicular (dotted line) kinetic energy; (f) perpendicular velocity component ~p?1

.
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the front but having different phases in the velocity space.
Identifying such electrons from self consistent simulation
results is almost impossible. Second, we also ignore wheth-
er the nonhomogeneity and nonstationarity effects of the
shock front contribute to the electron demagnetization. In
order to clarify these two points, we have made use of test
particle simulations in which electrons are interacting with a
shock profile issued from the full particle simulations
(shown in previous sections). Nonstationary and nonuni-
formity effects of the front have been removed, in order to
focus only on the effects of spatial scales of fields compo-
nents along x; this allows a direct comparison with theory
of Balikhin et al. [1998]. Profiles of all E and B compo-
nents are chosen at a given time of the run, and are moving
with a velocity vsh along x identical to that measured in

section 4; at that time, an infinite homogeneous shock front
is considered by using all fields y-averaged components.
Electrons are distributed in velocity space over a cube
(centered at the thermal velocity), which includes a set of
9 electrons (8 on each angle of the cube and 1 in the
center). The side Lc of the cube is chosen relatively small
with respect to the thermal velocity (Lc = 0.001 vthe) so that
the estimated expansion coefficient can be compared with
theoretical Lyapounov coefficient [Balikhin et al., 1998].
Indeed, this last coefficient can be used provided that the
deviation from the initial configuration is reasonable. In
order to analyze the impact of the velocity phase, cubes are
initially distributed uniformly with different phase angles �
and � over a sphere in velocity space, whose radius is
equal to the thermal velocity. For illustration, initial angular

a

Figure 7. Time variation of features of three selected directly transmitted electrons. Two panels are
dedicated to each particle. The top panel includes the electron gyroperiod ~tce calculated from the
variation of the magnetic field seen by the electron (dashed line), the electrostatic field Elx seen by the
electron (dotted line), and the perpendicular momentum component ~p?1

(full line). For the purpose of
clarity, real values of ~wce, ~Elx and ~p?1

have been multiplied by coefficients 0.2, 4, and 1, respectively. The
bottom panel includes the electrostatic field ~Elx seen by the electron (full line), which is used as a
reference, local values of Qfull = 1 � (~tfull/~tce) represented by stars, and mean value hQfulli locally
averaged within some time ranges (see text). Results are only plotted within an enlarged time range
around the shock front crossing made by each marked electron. Figures 7a, 7b, and 7c illustrate different
levels of demagnetization (see text).
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locations of 20 cubes are represented in Figure 8a and will
be used as reference in the following discussion. The center
of the sphere is initially located upstream at a distance
~x = 80 from the ramp (Figure 8b).
[31] In the present case, we will analyze particle demag-

netization by using three diagnosis sets: first, dynamics of
the each barycentric electron (single test particle) and
second, relative deformation of each cube (test particles
cube). Several complementary diagnosis will be used in
order to identify whether demagnetization takes place, its
relative magnitude and the precise location of this deviation
within the shock front. Third, a statistical analysis will
determine the percentage of demagnetized/magnetized elec-
trons according to their relative deviation based on the
quantity hQfulli.

5.1. Single Test Particle Analysis

[32] For this study, the electron located at the barycenter
of the cube will be considered as a reference particle.
Several diagnosis are used: first, the time trajectory of the
barycentric electron allows to evidence different types of
interactions: some electrons are reflected (R), are directly
transmitted (DT), or even do not interact with the front. In
the latest case, electrons have the appropriate phase and a
velocity large enough not to be overcome by the shock front

within the time range of concern. This means that the type
of interaction strongly depends on the relative phase of the
electron at the time of the shock front crossing. Presently,
we focus our attention only on DT electrons. Second, the
quantity hQfulli directly provides a demagnetization estimate
for the barycentric electron, similarly to the calculation
performed for self-consistent particle in section 4.2. Third,
the ratio Rfull/eff = 1 � (tfull/teff) (where teff may be
estimated from equation (1)) will indicate the deviation of
the full electron gyromotion as compared with theoretical
effective gyromotion.
[33] Let us note that the use of magnetic momentum m

presents some risks. Deviation of the ratio M(= m/mo) from
value 1 (where mo is the upstream momentum calculated at
initial time t = 0) between upstream and downstream
regions is often used to illustrate any possible deviation
from adiabaticity. However, previous studies have clearly
shown that adiabaticity behavior seems to prevail in
situations where it is not expected (see the review of
Whipple et al. [1986]). Pesses [1981] has shown in
numerical simulations of particle motion through a perpen-
dicular shock (of zero thickness), that the original magnetic
momentum of a particle is often recovered by a particle
after crossing the shock although it is violated during the
transit. To the knowledge of the authors, the impact of the

Figure 7. (continued)
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finite front width on quantity M has not been analyzed yet.
It is precisely the aim of this study to analyze where
demagnetization take place within the shock front itself;
then, the magnetic momentum m will be not used herein.
[34] Numerical results are illustrated in Figures 9 (demag-

netized electron) and 10 (magnetized electron). For each
case, are represented time variations of the barycenter
location and of main quantities necessary for its analysis.
Because of their different phases, barycentric electrons
cross the front with different velocities vth,x with respect
to the direction of the shock front velocity vsh along x. In
the present case, most DT electrons (i.e., cubes 0 to 7, 11,
12 and 19) correspond to particles initially located in the
half region of negative � (Figure 8a). All these electrons
cross the shock front with initial pitch angle between 105�
and 120�, that is, do have the appropriate phase for crossing
the shock with velocity direction opposite to the front
propagation.
[35] On the other hand, all DT electrons always see the

same maxima values of E and B fields (which are
stationary), but spend different time durations �t according
their phases when crossing the whole ramp. This affects
their interaction with the ramp. The quantities hQfulli and
Rfull/eff will be quite different as confirmed by present
results. We will focus on the time range �t>0 = tB � tA

where the gradient dElx/dx is positive, that is, within the
first part of the ramp. Main differences between demagne-
tized and magnetized electrons are summarized as follows:
[36] 1. Demagnetization is clearly identified by the no-

ticeable deviation of the quantity hQfulli from zero upstream
value (Figure 9c) in contrast with Figure 10c. This deviation
is always maximum exactly within �t>0 (Figure 9d).
Weakly demagnetized electrons (0 < jhQfullij < 0.13) corre-
spond to barycenters 2, 4, 11 and 12. Noticeable demagne-
tization (0.13 < jhQfullij < 0.35) is observed for barycenters
0, 1, 3, 5, 6, 7 and 19. The largest demagnetization
(jhQfullij � 1.8) is for barycenter 1. These results indicate
that the demagnetization amplitude increases as � tends to
�45� and � approaches large values (j�j > 90�).
[37] 2. Oscillations in Elx, in the gradient dElx/dx and in

Btz time profiles seen by electrons illustrate the fact that the
particle gyromotion forces the electron to see alternatively
higher and weaker fields values during its ramp crossing.
Such oscillations are quite clear for magnetized electron
(Figures 10c–10d), but almost disappear in the time range
�t>0 (i.e., where highest acceleration is expected) for the
demagnetized electron (Figures 9c–9d), which suggests that
the convection effect within the first part of the ramp is
much stronger than gyromotion effect. Another clear evi-
dence of demagnetization is also shown in x-y trajectories

c

Figure 7. (continued)
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(Figure 9b). The upstream gyromotion of the electron is
replaced by a trajectory A-B strongly stretched along y axis
within the range �t>0. This confirms the strong convection
along y-direction which reduces the number of full gyra-
tions as compared with a magnetized electron (Figure 10b).

Statistical analysis also shows that demagnetized electrons
are characterized either by a y-deviation comparable (to that
of the magnetized ones) but covered over a longer �t>0
(present case), either by a comparable �t>0 covering a
longer y-deviation (not shown herein).

Figure 8. (a) Sketch of the cubes distribution over the sphere defined in the velocity space. Euler angles
of the thermal velocity vector are defined by f = (vth,x, projx,yvth) and � = (projx,yvth, vth). Each cube (i.e.,
barycentric electron herein) is identified by a number (0 to 19). (b) Profiles of the fixed Btz and Elx

components, and location of the velocity sphere at initial time t = 0 of the test particle simulation; these
profiles correspond to the y-integrated fields components measured at time ~t = 1284 in the 2-D full
particle simulation.

Figure 9. (opposite) Numerical results issued from test particles simulations for a typical demagnetized electron.
Represented are the ~x-location of the barycenter (thick line) and of the shock front (thin line) versus time (Figure 9a), the
time trajectory of the barycenter in the ~x-~y plane (Figure 9b), the quantity hQfulli (thick bars) with main fields components
~Elx (dotted line) and ~Btz (full line) (Figure 9c), the gradient d~Elx/d~x (Figure 9d), the quantity Rfull,eff (Figure 9e), the parallel
momentum component ~pk (Figure 9f ), the pitch angle a (Figure 9g) and the quantities �k, �?, and � (Figure 9h). Figures 9c
to 9h correspond to quantities seen by the barycentric electron versus time. The short time range �t>0 = tB � tA is defined
from Figure 9d and is covered over the path A-B in Figure 9b; the large time range �t = tC � tA corresponding to the
crossing of the whole ramp is measured from Figure 9c, is covered over the path A-C in Figure 9b and is reported in Figure
9d. The shock front is propagating with a velocity ~vsh = 0.73 (from section 2).
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[38] 3. Demagnetized electrons suffer a strong parallel
acceleration within the time range �t > 0 (Figure 9f). This
acceleration still persists partially after �t > 0 and reaches its
highest value (saturation) at time the modulus of negative
dElx/dx reaches its maximum. These electrons may stream

along the B field with a parallel velocity higher than
magnetized ones, when penetrating the downstream region,
as evidenced by comparing Figures 9f and 10f. In contrast,
the magnetized electron suffers some deceleration and pk
oscillates around zero value (bouncing effect) within the

Figure 10. Same as Figure 9 for a characteristic magnetized barycentric electron.
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range �t > 0, so that its resulting energy gain is relatively
limited (Figure 10f).
[39] 4. For demagnetized electrons, the pitch angle a only

shows one large fluctuation within �t > 0 (amplitude of 20�)
around its upstream value (Figure 9g). When entering
within the range where dElx/dx is negative, a increases with
many fluctuations (13� amplitude) until reaching a satura-
tion level (163� herein). No noticeable difference appears
for the magnetized electron (Figure 10g), except that now
the large amplitude fluctuations combined with the initial
value of the pitch angle allow to reach the value 90� within
�t> 0 (bouncing effect).
[40] 5. Some demagnetized electrons spend less time

within the whole ramp (Figure 9c) than magnetized ones
(Figure 10c), that is, the time range where these suffer the
effect of Elx field is smaller. However, this is not always the
case. This means that the estimate of this time range is not
the main criteria for separating magnetized and demagne-
tized electrons. All crossing electrons see the same maxi-
mum value of gradient dElx/dx. Then, according to the
theory of Balikhin et al. [1998], one would expect hQfulli
to be of similar amplitude, which is not the case. This
apparent contradiction can be clarified by emphasizing that
the time profile of dElx/dx is slightly different (in terms of
local fluctuations) within �t > 0 between demagnetized elec-
trons according to their initial phase. Similarly, maxima
values reached by Rfull/eff also vary within the range �t > 0.
[41] Then, the present results confirm that demagnetiza-

tion of electrons take place mainly within the first part of
the ramp, in a good agreement with theoretical calculation
of Balikhin et al. [1998]. However, further improvements
of the theory is still necessary for estimating more pre-
cisely this deviation. This point is reinforced by the fact
that Rfull/eff (Figure 9e) is always negative for demagnetized
electrons within �t > 0, which means that the theoretical
frequency weff overestimates the real frequency wfull. The
strong deviation of Rfull/eff (�0.68) within the range �t > 0
means that the positive gradient dElx/dx cannot account
alone for the full demagnetization of electrons. Other
mechanisms not identified yet are also expected to con-
tribute to this demagnetization.

5.2. Test Particle Cubes Analysis

[42] When crossing the shock front, a given cube is
progressively deformed and one can follow this deformation
in time. Barycenter and center of the cube are mixed at
initial time t = 0 only. The deformation is calculated (1) first,
by estimating the parallel and perpendicular velocity com-
ponents for each of the 9 electrons, and (2) second, by
measuring the time variation of the relative distance of each
electron with respect to the barycenter. This procedure
allows to estimate a coefficient of relative expansion (or
shrinking) of the initial cubic structure respectively for
parallel and perpendicular velocity directions; these coef-
ficients are respectively defined by �k and �?.
[43] For magnetized electrons, the expansion is mainly

perpendicular; within the time range �t > 0, �k is negligible
(�k/�? � 13.8% in Figure 10h). The total rate � follows
roughly the B field variation within the front. Time variation
of the expansion rate strongly varies from one cube of
magnetized electrons to another. In contrast, the cube of
demagnetized electrons exhibits some persistent features

(Figure 9h). First, even if �k still stays weaker than �?, it
is relatively much larger within the range �t > 0 (�k/�? �
43% in Figure 9h). This parallel expansion is a consequence
of the strong parallel acceleration that each electron of the
cube suffers. Second, the increase of the total rate � is more
restricted within �t > 0 for most demagnetized electrons than
for the magnetized ones. Third, for the demagnetized case,
the growth rate of � is the quickest only within the part of
the time range �t > 0 where the gradient dElx/dx increases,
and starts saturating as dElx/dx starts decreasing. This result
suggests that at least the second derivative of Elx may have
some impact on the demagnetization within �t > 0.
[44] All the results are in agreement with theoretical

prediction of Balikhin et al. [1998]. Main differences
between magnetized and demagnetized electrons take place
within the first part of the ramp as expected. However, this
agreement is only qualitative but not quantitative. Indeed,
maximum value of total � reached for demagnetized elec-
trons within �t > 0 is comparable to or even much less
(present case) than that reached for magnetized ones. In
all cases, it is never larger than that defined for magnetized
electrons as expected from theoretical considerations [Bali-
khin et al., 1998]. Present results suggest that this theory
overestimates the demagnetization in terms of time expan-
sion rate, and requires further improvement.

5.3. Test Particle Analysis: A Statistical Study

[45] Statistical analysis has been performed with 580
electrons (barycenters) distributed over the whole sphere
in velocity space. The sphere is initially located far from
the shock front at ~x = 80; 302 electrons are directly
transmitted (DT). Demagnetized electrons are identified
from the deviation of jhQfullij quantity from zero value
within the time range �t>0. Results are illustrated in
Figure 11a, where the fields components of the shock
profile are issued from the same full particle simulation
at time ~t = 1284. It is important to note that, when started
at ~x = 80, all DT electrons suffer the effects of both the
precursor and the ramp. Let us remind that the precursor is
responsible for electron preheating, which can affect up-
stream electrons before crossing the ramp [Savoini and
Lembège, 1995]. In the present case, the precursor is
formed by the contribution of both the whistler precursor
and the partial formation of the foot. Results clearly
evidence that most DT electrons are demagnetized (0.8 >
jhQfullij > 0.1). A small percentage of electrons are
strongly demagnetized (jhQfullij > 0.8). In order to clarify
the relative contribution of the ramp and of the precursor to
the electron demagnetization, we have performed another
identical run except that the sphere is now located very
near the ramp at ~x = 13 (Figure 11a). Of course, this last
run has no full physical meaning since it neglects any
preheating effect but the procedure has the advantage of
relative simplicity for a comparison of both cases. Number
of DT electrons decreases from 302 to 290. It appears that
(1) a noticeable percentage of electrons are still demagne-
tized within the ramp for ~x = 13 and (2) the demagneti-
zation is stronger for electrons, which have interacted with
both the precursor and the ramp (~x = 80). In other words,
the precursor deforms the velocity sphere (i.e., amplitude
of the thermal velocity and phase of electrons in velocity
space) before electrons reach the ramp in such a way to
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increase the resulting demagnetization. Another effect is
that the precursor contributes to get more electrons trans-
mitted through the shock front.
[46] Since the shock front is strongly nonstationary, one

can expect that present statistical results may strongly vary
for different profiles of E and B components measured at
different times. In order to verify this point, two comple-
mentary test particle runs have been performed similar to
that of Figure 11a, except that the used profiles of E and B
components are now measured at times ~t = 1362 and 1248.
[47] First, let us consider Figure 11b for which the

precursor is mainly dominated by the foot. The foot
amplitude is much larger and the ramp amplitude has
decreased with respect to time ~t = 1284. The velocity
sphere is unchanged, and is located at ~x = 80 and 13. For
~x = 80, main changes with respect to Figure 11a are
summarized as follows: (1) the number of DT electrons
has increased from 302 to 354; (2) a larger percentage of
weakly demagnetized electrons is measured within the same
range 0.35 > jhQfullij > 0.1; and (3) in contrast, a weaker
percentage of demagnetized electrons is measured for larger
deviation (0.8 > jhQfullij > 0.4). Only a few electrons are
strongly demagnetized (jhQfullij > 0.8) as in Figure 11a.
When the sphere is initially located at a short distance from
the ramp (~x = 13), the number of DT electrons has slightly
decreased from 354 to 331. A noticeable number of
demagnetized electrons is still measured through the ramp
alone, but the number of magnetized electrons increases.
Comparison of both cases ~x = 13 and 80 confirms that the
strength of the demagnetization is reinforced when electrons
also interact with the foot.

[48] Second, let us consider Figure 11c for which the
precursor is mainly dominated by the electromagnetic
whistler emitted from the ramp (weak effect of the foot).
The ramp amplitude is now comparable to that at time ~t =
1284. Results are similar to those obtained for Figure 11b,
except that the number of DT electrons has increased from
354 to 432 (~x = 80), and from 331 to 408 (~x = 15). A
noticeable number of demagnetized electrons is always
evidenced at the ramp, and the interaction of electrons with
the precursor again leads to a stronger resulting demagne-
tization. In all three cases of Figure 11, let us note that the
ratio R � 1.
[49] As a consequence, the relative percentage of demag-

netized/magnetized electrons and the demagnetization
strength are strongly dependent on the shock front turbu-
lence. These results have to be compared with experimental
measurements performed by multisatellites mission as Clus-
ter2. This last step requires an important parametric study
(including full nonuniformity and nonstationary effects),
and a detailed statistical analysis of experimental data which
are out of the scope of the present study.

6. Conclusions

[50] In contrast with previous works, breakdown of
electron adiabaticity has been analyzed in details within
the shock front itself and not in terms of quantities jump
between upstream and downstream regions (as for instance
with magnetic momentum). This approach allows to deter-
mine precisely the local physical mechanisms responsible
for this deviation. To the knowledge of the authors, this is

Figure 11. Top panels show profiles of ~Btz (full line) and ~Elx (dotted line) fields components at three
different times ~t = 1284, 1362 and 1248; these profiles are y-averaged fields components issued from 2-D
full particle simulations. Bottom panels show statistics of electrons versus the quantity hQfulli averaged
within the time range �t > 0 of the shock ramp crossing, where Qfull = 1 � (~tfull/~tce) is calculated as in
Figure 7; these results are issued from test particle simulations based on the fields components profiles
defined in the corresponding top panels.
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the first quantitative study within the shock ramp itself. The
deviation is based on particle trajectory analysis where
demagnetization can be identified and precisely estimated
within the ramp. The use of full particle simulations is
necessary in order to access self-consistently to all physical
electron and ion time/spatial scales inherent to the dynamics
of the shock front. This is a necessary condition to analyze
the full interaction of electrons with the shock front even if
the dynamics of the shock is strongly dictated by ions. In
order to complete this analysis, both self consistent full
particle and test particles (not self-consistent) simulations
have been used. The main results are as follows:
[51] 1. Present statistical analysis confirms that (1) the

width of the magnetic ramp is always lying between c/wpe

and c/wpi, and (2) the width of the electrostatic field in the
shock ramp can be comparable to the magnetic ramp width
(ratio R � 1). These features are in good agreement with
recent experimental measurements made by Cluster 2 and
with recent full particle simulation based on the use of a
realistic mass ratio. The ratio value R � 1 is quite appro-
priate for providing particle demagnetization and resulting
nonadiabatic heating in the ramp, as predicted by previous
theoretical works.
[52] 2. In order to verify these theoretical predictions, a

first approach has been based on self-consistent ‘‘marked’’
electrons issued from full particle simulations, where non-
stationarity and nonuniformity of the shock front are fully
included. Indeed, one needs to know at least and simulta-
neously (1) the local ~B and ~E fields (or more exactly the
gradient dElx/dx) seen by each self-consistent particle and
(2) the associated momentum component p?1 versus time.
Key diagnostics such as the time histories of the p?1

component, and of the measured quantity hQfulli, confirm
quite well that the electron demagnetization take place
within the first part of the ramp where dElx/dx > 0
(characterized by the time range �t>0).
[53] 3. A second approach has been performed with test

particles simulations in order to identify precisely the basic
underlying mechanisms responsible for demagnetization
within the ramp along the shock normal. Nonstationary
and nonuniformity of the shock front have been removed.
Electrons are distributed over a sphere so that velocity
phase effects are fully included. Demagnetized electrons
are identified from deviation of the averaged quantities
hQfulli (with respect to their zero upstream values), mea-
sured within �t>0. Three complementary analysis have
been performed. First, a single particle analysis has shown
that a demagnetized electron suffers (1) a strong deviation
of hRfull,effi, (2) a net increase of the parallel momentum p//,
and (3) convection effects much stronger than gyromotion
effects. These dominant effects lead to a noticeable
stretched motion along the y-axis and to very weak time
fluctuations in the fields components. Second, it was also
shown that a cube of demagnetized electrons has a non-
negligible parallel expansion rate within �t > 0, even if it
stays lower than the perpendicular rate. This parallel rate is
negligible for magnetized electrons. Third, a statistical
analysis has shown that the relative percentage of demag-
netized/magnetized electrons within �t > 0 is strongly de-
pendent on the nonstationary behavior of the shock front
(self reformation), and that the precursor increases the
strength of the resulting demagnetization (as compared to

that of the ramp alone). In all cases analyzed herein, a
noticeable percentage of demagnetized electrons is always
formed within the ramp itself. This percentage is expected
to increase in shocks with higher Mach number, character-
ized by larger gradient dElx/dx.
[54] All these results confirm that electron demagnetiza-

tion takes place within the time range �t > 0 as expected
from theoretical considerations. This demagnetization
reveals to be a good candidate for accounting for nonadi-
abatic heating through a shock front [Balikhin et al., 1998].
However, this demagnetization cannot be explained by the
contribution of the gradient dElx/dx alone, and other mech-
anisms not identified yet also contribute. These results need
to be compared with experimental measurements performed
by multisatellites mission Cluster-2.
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Lembège, B., S. N. Walker, P. Savoini, M. A. Balikhin, and V. Krasnosels-
kikh, The spatial sizes of electric and magnetic field gradients in a simu-
lated shock, Adv. Space Rev., 24, 109, 1999.

Leroy, M. M., C. C. Goodrich, D. Winske, C. S. Wu, and K. Papadopoulos,
Simulation of a perpendicular shock, Geophys. Res. Lett., 8, 1269, 1981.
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