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Abstract

Here we present the first multi-model ensemble of regional climate simulations at kilometer-scale horizontal grid spacing
over a decade long period. A total of 23 simulations run with a horizontal grid spacing of ~3 km, driven by ERA-Interim
reanalysis, and performed by 22 European research groups are analysed. Six different regional climate models (RCMs)
are represented in the ensemble. The simulations are compared against available high-resolution precipitation observa-
tions and coarse resolution (~ 12 km) RCMs with parameterized convection. The model simulations and observations are
compared with respect to mean precipitation, precipitation intensity and frequency, and heavy precipitation on daily and
hourly timescales in different seasons. The results show that kilometer-scale models produce a more realistic representation
of precipitation than the coarse resolution RCMs. The most significant improvements are found for heavy precipitation and
precipitation frequency on both daily and hourly time scales in the summer season. In general, kilometer-scale models tend
to produce more intense precipitation and reduced wet-hour frequency compared to coarse resolution models. On average,
the multi-model mean shows a reduction of bias from ~ —40% at 12 km to ~ —3% at 3 km for heavy hourly precipitation
in summer. Furthermore, the uncertainty ranges i.e. the variability between the models for wet hour frequency is reduced
by half with the use of kilometer-scale models. Although differences between the model simulations at the kilometer-scale
and observations still exist, it is evident that these simulations are superior to the coarse-resolution RCM simulations in the
representing precipitation in the present-day climate, and thus offer a promising way forward for investigations of climate
and climate change at local to regional scales.

Keywords Regional climate models - Multi-model ensemble simulations - Kilometer-scale resolution - Precipitation

1 Introduction various downscaling techniques (Giorgi et al. 2009; Maraun

and Widmann 2018). Dynamical downscaling makes use
The need for climate change information at regional and  of limited-area high-resolution regional climate models
local scales that are not resolved and represented by global (RCMs) nested into global model output (Giorgi et al. 2009).
climate models (GCMs) has led to the development of  In the last ~30 years, RCMs have been used in a series of
large collaborative projects like PRUDENCE (Christensen
et al. 2007), ENSEMBLES (van der Linden and Mitchell
2009), PRINCIPLES and EURO-CORDEX (Jacob et al.
2014), in which the horizontal grid spacing was decreased
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from 50 km in PRUDENCE to 25 km in ENSEMBLES and
to 12 km in PRINCIPLES and EURO-CORDEX (Giorgi
2019). These projects provide coordinated ensembles of
climate simulations over Europe, which have been used in
assessing the uncertainty of RCM projections and in impact
assessment studies but also to recognize the systematic
model behavior and remaining biases. These results show
that increased resolution of RCMs adds value in comparison
to GCMs (see e.g., Torma et al. 2015), but no clear benefit
of decreasing the grid spacing of RCMs from 50 to 12 km is
found for simulation of seasonal mean quantities (Kotlarski
et al. 2014). Furthermore, the results show that biases related
to heavy precipitation intensity and frequency still persists
especially at the sub-daily timescales (e.g., Brockhaus et al.
2008; Frei et al. 2003).

Over the last decade, many studies have been explor-
ing RCMs at so-called convection-permitting, convection-
resolving, convection-allowing or kilometer-scale grid spac-
ing (Ban et al. 2014; Kendon et al. 2012, 2014; Leutwyler
et al. 2017; Liu et al. 2017; Berthou et al. 2018; Fumiére
et al. 2019). The defining characteristics of these types of
simulations are that deep convection parameterizations are
turned off and they are run at grid spacings below 4 km.
These studies have been conducted over diverse geographi-
cal regions such as North America (Liu et al. 2017), Europe
(Leutwyler et al. 2017; Berthou et al. 2018), Africa (Kendon
et al. 2019b) and Eastern China (Yun et al. 2019), and focus
on both present day, as well as projected future, conditions.
While the numerical weather prediction community has
long appreciated the benefits of explicitly resolving convec-
tion and other (thermo)dynamical processes, it is only with
recent computational advances that climate time scales (i.e.,
decade or longer) have been within reach. As more and more
studies are performed, the evidence continues to mount that
kilometer-scale modeling confers such significant advan-
tages in representing climate and that the costs are worth it
if the focus is on local to regional scales.

Prein et al. (2015) provides a summary of results, chal-
lenges and prospects related to convection-permitting cli-
mate modelling from an ensemble of opportunity consisting
of most convection-permitting modelling studies available at
that moment. The ensemble of studies mixed different mod-
els, experiment designs, domain locations, resolutions and
sizes, time periods and nesting strategies. Regarding pre-
cipitation, they found added value especially at the smaller
spatial and temporal scales. Namely, they report improve-
ments in the representation of hourly extreme precipitation;
in the timing of the onset and peak of the diurnal cycle of
precipitation; in the spatial structure of precipitation; and in
the wet-day/hour frequency (Kendon et al. 2012; Prein et al.
2013; Ban et al. 2014). Improvements in these precipita-
tion features occur mainly during summer, when convection
plays an increased role, especially in the mid-latitudes. More
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recent studies have extended evaluation beyond precipita-
tion and have shown that the kilometer-scale grid leads to
improvement in the simulation of clouds (Hentgen et al.
2019), local wind systems like sea-breezes (BeluSi¢ et al.
2018) and snow cover (Liithi et al. 2019; Ikeda et al. 2010;
Rasmussen et al. 2011, 2014; Liu et al. 2017).

Recently, an ensemble of twelve km-scale projections,
spanning three 20-year periods, were carried out as part of
the UK Climate Projections project (Kendon et al. 2019a).
These ensemble simulations provide an initial estimate of
uncertainties at km-scales, but only sample uncertainty in
the driving model physics parameters and not in the con-
vection-resolving model itself. To date, no study has inves-
tigated uncertainties in climate simulations at km-scales in
a coordinated multi-model framework.

The coordinated regional climate downscaling experi-
ment (CORDEX; Gutowski et al. 2016) Flagship Pilot
Study (CORDEX-FPS) on Convective Phenomena over
Europe and the Mediterranean (Coppola et al. 2019) has
recently setup the first coordinated multi-model framework
to explore convection-resolving climate simulation capabili-
ties and uncertainties in a systematic manner. The greater
Alpine region has been selected as a common target area
for this experiment. Many regional modelling groups have
tested their models and run simulations for the standard FPS
domain over the last 2 years. A large part of simulations for
the present-day climate driven by ERA-Interim reanalysis
are completed, but some of them are still ongoing, espe-
cially those forced by historical and scenario global climate
simulations. The resulting database will be an unprecedented
resource to explore convection-resolving climate modelling
uncertainties and to drive future model development.

In this manuscript, we present the first multi-model
ensemble of decade-long climate evaluation simulations at
convection-resolving resolution available from the COR-
DEX-FPS on convective phenomena. The main goal of
this study is to evaluate this multi-model ensemble against
available high-resolution observations and coarse resolu-
tion regional climate simulations for the representation of
precipitation in all seasons. The specific objectives are the
following:

1. Are there systematic differences in precipitation biases
between the two types of simulations (convection-
resolving at kilometer-scale grid spacing versus param-
eterized-convection at horizontal grid spacings greater
than 12 km)?

2. 1If yes for the above, do convection-resolving climate
models improve the simulation of precipitation?

3. Does the multi-model ensemble approach at kilometer-
scale grid spacing reduce uncertainty estimates in com-
parison to coarse resolution models?
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The current manuscript presents the first part (out of two) of
the first multi-model ensemble of regional climate simula-
tions at kilometer-scale resolution and focuses on the evalu-
ation of precipitation in present-day climate. Thus, here we
use only ERA-Interim driven simulations. The second part
of this series (Pichelli et al. 2021), addresses precipitation
evaluation and future projections in historical and scenario
simulations downscaled from global climate model simula-
tions. Since some of the simulations are still ongoing, only
a subset of simulations (12 simulations) is used in Pichelli
et al. (2021) depending on their completeness at the time of
preparing the manuscript.

The structure of this manuscript is as follows: Sect. 2 pre-
sents the data and methodology of this study, Sect. 3 pre-
sents results on the evaluation of precipitation, and Sect. 4
provides a summary and conclusion.
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the ensemble—WREF (the Weather Research and Forecasting
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The main difference between the coarse and high-resolu-
tion resolution simulation, in addition to the grid spacing, is
the use of deep convection parametrization in coarse resolu-
tion models. In high-resolution models, the parameteriza-
tion of deep convection is switched off, and thus convective
processes are explicitly resolved.

The overarching goal is to assess the performance of a
multi-model ensemble under present-day climate conditions.
Thus, all groups have downscaled ERA-Interim reanalysis
(Dee et al. 2011) for a ten-year long period (2000-2009)
and have provided output data on the required greater
Alpine domain. The majority of groups employed a dou-
ble nest approach in which high-resolution model is nested
into coarser resolution model output. In most of the cases,
domain of the intermediate nest covers the EURO-CORDEX
domain (Kotlarski et al. 2014; Jacob et al. 2014) although
some variations exist. Furthermore, within this ensemble, we
have a number of variations which allow for more nuanced
investigations in future studies. The experimental setup
includes (1) a multi-physics ensemble using WRF with a
systematic exploration of cloud microphysics, shallow
convection and planetary boundary layer processes param-
eterizations and (2) a sensitivity test on the nesting strategy
using COSMO-CLM, where different intermediate resolu-
tion nests were considered, including a direct nesting into
ERA-Interim. Also, pan-European kilometer-scale simula-
tions are available for COSMO-CLM and UM. A detailed
list of model versions and contributing groups is provided
in Table 1. Here we only provide short descriptions of the
different models.

WRF Nine simulations in this study were conducted
with the WRF model, version 3.8.1, using the Advanced
Research dynamical core (Skamarock 2008), which inte-
grates the fully compressible, Euler non-hydrostatic equa-
tions cast in flux form, leading to the conservation of scalar
variables. Equations are solved numerically on an Arakawa-
C staggered grid. The model uses a vertical terrain-follow-
ing, dry-hydrostatic pressure coordinate, with the top of the
model at a constant pressure surface (20 hPa in this work).
WREF can be applied over wide range of spatial and temporal
scales, and includes a comprehensive selection of physical
parameterization schemes for processes unresolved by the
model dynamics. These simulations make up “CORDEX
WRF coordinated experiment B”, as indicated by the second
to last letter in the model names in Table 1. Each of the 9
WREF simulations in this study uses a different parametri-
zation setting, identified by the last model name letter (B,
D,E, F, G, H, 1], L) in Table 1. Note that this final letter
is unrelated to the lettering scheme in experiment A (Cop-
pola et al. 2020) or in EURO-CORDEX (Garcia-Diez et al.
2015; Katragkou et al. 2015). The ensemble is designed
so that each WREF configuration differs in a single phys-
ics choice from other ensemble member. This enables the
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identification of the process responsible for the observed
differences in the results (Garcia-Diez et al. 2015). For the
boundary layer turbulence, the schemes vary between the
local closure MYNN?2 (Nakanishi and Niino 2009; D, E, H,
I, J) and the non-local YSU (Hong and Dudhia 2006; B, F,
G, L). Soil processes are represented either by the NOAH
LSM (Chen and Dudhia 2001; B, L) used in EURO-COR-
DEX or the state-of-the-art NOAH-MP (Niu et al. 2011; D,
E, F, G, H, 1, J), which includes a more sophisticated treat-
ment of the soil and multi-layer snow processes. For shallow
cumulus convection, the Global/Regional Integrated Model
System (GRIMS; Hong and Coauthors 2013; B, D, F, G,
H, I, L) or University of Washington (UW) scheme (Park
and Bretherton 2009; E, J) was used. Unlike WRF EURO-
CORDEX configurations, we used double-moment 6-class
cloud microphysics schemes including graupel and other
ice microphysics species which can develop in the resolved
convective updrafts. The schemes included in the ensemble
are WDM6 (Lim and Hong 2010; G, H, I, J) and Thompson
and Eidhammer (2014), which has the option to consider the
effect of natural and anthropogenic aerosols as condensation
nuclei (B, D, E, L) or not (F). A common setting was used
for all WRF simulations for shortwave and longwave radia-
tive processes—RRTMG scheme (Iacono et al. 2008)—and
for deep convective processes in the intermediate 15 km
nest used to reach the 3 km convection-resolving grid spac-
ing—QGrell and Freitas (2014) scale- and aerosol-aware
scheme. The intermediate nest covers the EURO-CORDEX
domain at 0.1375° (~15 km) horizontal grid spacing to use
a 5:1 odd nesting ratio to the standard convection-resolving
domain with grid spacing of 0.0275° (~3 km). This enables
an exact conservation of the fluxes in the one-way, two-step
telescopic nesting used at each model time step. No nudging
to ERA-Interim driven data has been used in any simulation.

RegCM4 The RegCM4 version (Giorgi et al. 2012)
used in this study for two simulations has been extended to
describe high resolution topography by adding a new non-
hydrostatic dynamical option following the same equations
as described in Dudhia (1993) and implemented in the Mes-
oscale Model MM5 (Grell et al. 1994). The model equa-
tions with complete Coriolis force option and a top radia-
tive boundary condition as described in Grell et al. (1994)
have been implemented in the RegCM4 code, with some
modifications to achieve increased long term stability of the
overall dynamics. The same physical packages available for
the hydrostatic dynamical core RegCM4 (see (Giorgi et al.
2012)) have been adapted to use the different prognostic
variables, while the Nogherotto—Tompkins (Nogherotto
et al. 2016) and WSMS5 (Hong et al. 2004) microphysics
schemes options have been added. The Nogherotto—Tomp-
kins Scheme for the stratiform cloud microphysics and pre-
cipitation is built upon the European Centre for Medium
Weather Forecast’s Integrated Forecast System (IFS)
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Table 1 List of ERA-Interim driven simulations from different institutions and models used in this study

Group abbreviation Group full name Model Grid spacing Intermediate step grid spac-
(km) ing (km)/model/domain®
IPSL Institut Pierre-Simon-Laplace WRF381BE 3 15/WRF/
(France) EURO-CORDEX
BCCR The Bjerknes Centre for WRF381BF 3 15/WRF/
Climate Research (Norway) EURO-CORDEX
AUTH Aristotle University of WRF381BG 3 15/WRF/
Thessaloniki (Greece) EURO-CORDEX
CICERO Center for International WRF381BJ 3 15/WRF/
Climate and Environmental EURO-CORDEX
Research (Norway)
FZJ Research Centre Jiilich (Germany) WRF381BB 3 15/WRF/
EURO-CORDEX
IDL Instituto Dom Luiz (Portugal) WRF381BH 3 15/WRF/
EURO-CORDEX
UCAN Universidad de Cantabria (Spain) WRF381BI 3 15/WRF/
EURO-CORDEX
UHOH University of Hohenheim (Germany) WRF381BD 3 15/WREF/
EURO-CORDEX
WEGC Wegener Center for Climate and WRF381BL 3 15/WRF/
Global Change, University of Graz (Austria) EURO-CORDEX
ICTP International Centre for RegCM4 3 12/RegCM4/
Theoretical Physics (Italy) Europe
DHMZ Croatian Meteorological and Hydrological Service RegCM4 4 12/RegCM4/
(DHMZ), Zagreb, Croatia Europe
KNMI Royal Netherlands Meteorological HCLIM38-AROME 2.5 12/RACMO/
Institute (Netherlands) Europe
HCLIMcom HARMONIE-Climate community HCLIM38-AROME 3 12/ALADING62/
Danish Meteorological Institute and Europe
MET Norway and
Swedish Meteorological and
Hydrological Institute (Sweden)
CNRM Centre National de Recherches CNRM-AROME41t1 2.5 12/CNRM-ALADING62/
Meteorologiques (France) MED-CORDEX
GERICS Climate Service Center (Germany) REMO 3 12/REMO/Europe
UKMO Met Office Hadley Centre Exeter, (UK) UM 2.2 No?
ETHZ ETH Ziirich (Switzerland) COSMO-CLM® 2.2 12/COSMO-CLM/
Europe
CMCC Centro Euro-Mediterraneo sui COSMO-CLM 3 12/COSMO-CLM/
Cambiamenti Climatici (Italy) EURO-CORDEX?
KIT Karlsruhe Institute of Technology COSMO-CLM 3 25/COSMO-CLM/
(Germany) Europe
GUF Goethe University Frankfurt COSMO-CLM 3 12/COSMO-CLM/
(Germany) MED-CORDEX
BTU Brandenburg University of COSMO-CLM 3 12/COSMO-CLM/
Technology (Germany) EURO-CORDEX
JLU Justus-Liebig-University Giessen COSMO-CLM 3 No

(Germany)

*Note that many groups are using European domain as an intermediate step. However, this domain is not necessarily the same between the
groups, except for the EURO-CORDEX domain

®Although, UKMO group is not using the intermediate step, they are providing the data from the UM model at the resolution of 12 km. This

data was also used for comparison in the work of Berthou et al. (2018)

¢ ETHZ is contributing with two sets of simulations—one conducted at the Alpine scale domain (ETHZa) and another conducted at the Euro-

pean scale domain (ETHZb) and presented in Leutwyler et al. (2017).
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Table 1 (continued)

4Note that the precipitation output of 12km driving RCM is available every 3 hours for CMCC group. To make the results comparable, indices
for precipitation intensities are converted to hourly. This is done by dividing the 3-hour precipitation intensities by 3

(Tiedtke 1993; Tompkins 2007; Nogherotto et al. 2016). The
scheme implicitly solves five prognostic equations for water
vapour, cloud liquid water, rain, ice and snow. The Single-
Moment 5-class microphysics scheme (WSMS5) belonging
to the WRF model (Skamarock 2008) has been also imple-
mented in RegCM4. This scheme follows Hong et al. (2004)
and treats vapour, rain, snow, cloud ice, and cloud water
hydrometers separately. The scheme also treats ice and water
saturation processes separately. It assumes water hydrome-
teors for temperatures above freezing, and cloud ice and
snow when below the freezing level (Dudhia 1989; Hong
et al. 1998). It accounts for supercooled water and a gradual
melting of snow below the melting layer (Hong et al. 2004;
Hong and Lim 2006).

The RegCM4 model is used for two simulations used in
this analysis. These are ICTP and DHMZ, which at higher
resolution differ in horizontal grid spacing (3 km and 4 km,
respectively), the use of shallow convection scheme (used
for ICTP, not for DHMZ), and in the driving data. At coarser
resolution, i.e., for simulations at 12 km horizontal grid
spacing they differ in the schemes used for the paramteriza-
tion of PBL, large scale clouds, and convection. DHMZ at
12 km grid spacing is using WSMS5 (see above) parameteri-
zation of large-scale clouds, Holtslag (non-local K-profile
scheme) parameterization for PBL and Grell scheme for
convection parameterization, while ICTP is using SUBEX
(Subgrid Explicit Moisture Scheme based on RH and with
only cloud water prognostic equation) for large-scale clouds,
local 1.5 order parameterization of PBL after University of
Washington scheme, and Tiedtke parameterization of deep
convection.

AROME The climate version of AROME based on the
weather prediction model AROME is used for three simula-
tions conducted in this study. First examples of AROME
employed in climate mode can be found in Déqué et al.
(2016), Lind et al. (2016), Fumiere et al. (2019), Cop-
pola et al. (2020), Belusi¢ et al. (2020) and Caillaud et al.
(2021). AROME is a small-scale, non-hydrostatic, limited-
area, atmospheric model. The dynamical core is the non-
hydrostatic ALADIN spectral core with a semi-Lagrangian
advection and a semi-implicit scheme (Bénard et al. 2010).
The physical parametrizations of the model come mostly
from the Méso-NH research model (Lafore et al. 1998; Lac
et al. 2018). The microphysics scheme is ICE3, one-moment
prognostic scheme with five prognostic variables of water
condensates (cloud droplets, rain, ice crystals, snow and
graupel) (Pinty and Jabouille 1998; Lascaux et al. 2006).
Shallow convection is parameterized by the PMMC09
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scheme based on the eddy diffusivity mass flux (EDMF)
approach (Soares et al. 2004) associated to a statistical
cloud scheme (Bechtold et al. 1995; Pergaud et al. 2009).
The radiation parameterizations are versions of those from
the European Centre for Medium-Range Weather Forecasts
(ECMWF) (RRTMG 16 bands for longwave (Iacono et al.
2008; Mlawer et al. 1997) and FMR 6 bands for shortwave
(Fouquart and Bonnel 1980; Morcrette 2001)). The land sur-
face modelling system is the SURFEX platform (Masson
et al. 2013) and the urban scheme TEB (Masson 2000) is
activated. Two versions of AROME are used in this study
: HCLIM38-AROME and CNRM-AROME41. The main
differences are: the model version (cycle 38 for HCLIM38-
AROME and 41 for CNRM-AROME41 (Termonia et al.
2018)), different versions of SURFEX (7.3 for CNRM-
AROME41 and 8 for HCLIM38-AROME), FLAKE inland
waters activated in HCLIM38-AROME and aerosol forcing
(Tegen et al. (1997) for HCLIM38-AROME and Nabat et al.
(2013) for CNRM-AROME41). In addition, the three simu-
lations conducted by the AROME model use different mod-
els for intermediate step—ALADIN for simulations con-
ducted by CNRM (CNRM-ALADING62, Nabat et al. 2020)
and HCLIMcom and RACMO for simulations conducted by
KNMI (see Table 1).

REMO One simulation is conducted by non-hydrostatic
version of REMO model which is developed at the Max
Planck Institute for Meteorology in Hamburg, Germany
and currently maintained at the Climate Service Center
Germany (GERICS) in Hamburg. This model is based on
the latest hydrostatic REMO version, but further developed
based on Laprise (1992) and Janjic et al. (2001). The model
solves governing equations on a spherical Arakawa-C grid
(Arakawa and Lamb 1977) in rotated coordinates and hybrid
sigma-pressure coordinate. Model dynamics includes sec-
ond order horizontal and vertical finite differences, leap-
frog time stepping with semi-implicit correction and Asse-
lin-filter, and fourth-order linear horizontal diffusion of
momentum, temperature and water content. The prognostic
variables in REMO are horizontal wind components, sur-
face pressure, air temperature, specific humidity, cloud lig-
uid water and ice. The physical packages originate from the
global circulation model ECHAM4 (Roeckner et al. 1996),
although many updates have been introduced (Pietikdinen
etal. 2018)

UM The Unified Model (UM) was used for one simula-
tion in this study. In particular, the configuration used here is
based on the UKV Met Office operational model at UM ver-
sion 10.1. The simulation spans a pan-European domain at
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2.2 km grid spacing, and is driven at its lateral boundaries by
ERA-Interim reanalysis for a 15 year period (1999-2014).
No intermediate nest is used, and a spin-up region around
the edge of the 2.2 km domain is excluded from the analy-
sis to remove any boundary artefacts. Details of the model
configuration can be found in Berthou et al. (2020), with
a brief summary below. The 2.2 km model configuration
uses the semi-implicit semi-Lagrangian ENDGame (Even
Newer Dynamics for General atmospheric modelling of the
environment, Wood et al. 2014) dynamical core. This solves
the non-hydrostatic, fully-compressible deep-atmosphere
equations of motion. The new dynamical formulation leads
to improved numerical accuracy and stability (Walters et al.
2017). The 2.2 km model includes a two-stream radiation
scheme (Edwards and Slingo 1996) and an extensive set of
parameterizations describing the land surface (Best et al.
2011), boundary layer (Lock et al. (2000), with revisions
described in Boutle et al. (2014)) with 3-dimensional Sma-
gorinsky (1963) turbulent mixing, and mixed-phase cloud
microphysics (based on Wilson and Ballard (1999), but with
extensive modifications). The latter includes prognostic rain,
which allows the three-dimensional advection of rain mass
mixing ratio. This improves precipitation distributions in the
vicinity of mountains, especially at the smaller grid spacing
used in convection-permitting configurations (Lean et al.
2008; Lean and Browning 2013). Due to sub-grid inho-
mogeneity, clouds will form before the overall grid-box
reaches saturation, and this is still true for kilometre-scale
grid boxes (Boutle et al. 2016). The 2.2 km model uses the
Smith (1990) cloud scheme to determine the fraction of
the grid-box that is covered by cloud, and the amount and
phase of condensed water in these clouds. The microphys-
ics scheme then determines whether any precipitation has
formed. The convection scheme is switched off entirely in
the 2.2 km model, with all precipitation coming from the
resolved dynamics. Even though this convection-permitting
simulation was nested directly into ERA-Interim, an addi-
tional simulation over the same pan-European domain at
12 km resolution (Berthou et al. 2020) was considered in
this study for the sake of comparison.

COSMO The climate version COSMO-CLM of the
state-of-the-art weather prediction model COSMO (Con-
sortium for Small Scale Modeling) is used for seven simu-
lations conducted in this study (Rockel et al. 2008). It is a
non-hydrostatic, limited-area, atmospheric model designed
for applications for the meso-f to the meso-y scales (Step-
peler et al. 2003). The model describes compressible flow in
a moist atmosphere, thereby relying on the primitive thermo-
dynamical equations. These equations are solved numeri-
cally on a three-dimensional Arakawa-C grid (Arakawa and
Lamb 1977) based on rotated geographical coordinates and
a generalized, terrain following height coordinate (Doms
and Baldauf 2015). The model applies a Runge—Kutta

time-stepping scheme (Wicker and Skamarock 2002). The
parameterization of precipitation is based on a one-moment
micro-physics scheme that includes five categories of hydro-
meteors—cloud, rainwater, snow, ice and graupel (Doms
et al. 2011). The physical parameterizations include the
radiative transfer scheme by Ritter and Geleyn (1992), the
Tiedtke parameterization of convection Tiedtke (1989) for
grid spacing above 10 km, modified Tiedtke parameteriza-
tion of shallow convection Tiedtke (1989) for grid spacing
around 3 km (not used in ETHZa), and a turbulent kinetic
energy-based surface transfer and planetary boundary layer
parameterization (Raschendorfer 2001). The lower boundary
of COSMO-CLM is the soil-vegetation-atmosphere-transfer
model TERRA-ML (Schrodin and Heise 2002). COSMO
simulations differ in model version used for integration,
domain size, grid spacing and nesting strategy. ETHZ group
is using a version of COSMO that is capable of running on
GPUs (Leutwyler et al. 2017), while for other simulations
COSMO 5.0 version is used. More details on the nesting
strategy and grid spacing can be found in Table 1.

2.2 Observations

To assess the fidelity of the ensemble we use several high-
resolution observational precipitation datasets available over
different regions. These are:

1. EURO4M-APGD For brevity we refer to this data as
APGD data. APGD is daily precipitation available on a
5 km grid over the Alpine region from 1971-2008. This
dataset is based on daily rain gauge station data, and is
presented in Isotta et al. (2014).

2. RdisaggH. This is a gridded hourly precipitation data-
set, available for a shorter period (2003-2010) and over
the area of Switzerland with the horizontal grid spacing
of 1 km (Wiiest et al. 2010). It is generated using a com-
bination of station data with radar-based disaggregation.

3. COMEPHORE This is another hourly observational
dataset on a 1 km grid with coverage over metropolitan
France (Tabary et al. 2012; Fumiere et al. 2020). This
product is also a combination of rain gauges and radar.

4. GRIPHO GRIPHO is an hourly gridded precipita-
tion dataset, available over Italy on a horizontal grid
of 3 km (Fantini 2019). This data set is based on rain
gauge measurements and is available for the period
2001-2016.

When dealing with the observations of precipitation, one
must take into consideration shortcomings associated with
these types of datasets. These include underestimation of
precipitation, especially over mountainous regions due
to the sparseness of stations at high elevations and mask
effect problem in areas with high altitude for radar data, the
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systematic wind-induced rain gauge under-catch, and wet-
ting and evaporation losses (see e.g., Sevruk 1985; Frei et al.
2003). Additionally, gridded datasets are typically produced
using interpolation methods, which systematically induce
underestimation of high intensities (smoothing effect) and
overestimation of low intensities (moist extension into dry
areas) (Isotta et al. 2014). Lastly, high elevation rain gauge
stations are mostly located in valleys, therefore mountain
slopes and mountain top estimates are more uncertain.
Recent studies actually report that total annual rain and
snowfall can be better represented by well-configured high-
resolution atmospheric models in mountain terrain, than
with spatial estimates derived from in-situ observational net-
works of precipitation gauges, and radar or satellite-derived
estimates (Lundquist et al. 2020). The underestimation of
precipitation due to the rain gauge undercatch, only, can be
in the order of 4-50% depending on the season, region and
precipitation intensity (see e.g., Frei et al. 2003). To account
for these uncertainties, we consider precipitation biases in
the range between — 5 and + 25 as an acceptable range in
some of our analyses. This range accounts for the mean rain
gauge undercatch of up to 20%, but neglects seasonal, site
and precipitation intensity variations of the observational
error (see also Kotlarski et al. 2014).

For the analyses in this report, we take the observa-
tional periods that overlap with the targeted simulation
period (2000-2009). This is 2000-2008 for the APGD
data, 2003-2010 for the RdisaggH data, 2001-2009 for the
GRIPHO data, and 2000-2009 for the COMEPHORE data.
Although the periods completely overlap in some cases, for
some the observational periods are shorter by 1-3 years.
This shortfall is especially pronounced for hourly precipita-
tion observations. For these reasons and those in previous
paragraph, we do not expect a perfect match between the
observations and model data. Instead, we look to see if the
salient characteristics of precipitation are represented (e.g.,
whether or not the model ensemble fall within the observa-
tions spread).

Table 2 Statistical indices analyzed in this study

Abbreviation Definition Unit

Mean Mean precipitation (mm/day)

Freq Wet day/hour® frequency (fraction)

Int Wet day/hour® intensity (mm/day)/(mm/h)
pXX XX percentile® of daily/ (mm/day)/(mm/h)

hourly precipitation

A wet day (hour) is a day (hour) with precipitation > 1mm
(= 0.1 mm)

PPercentiles are calculated using all events (wet and dry) following
Schir et al. (2016)

@ Springer

2.3 Analysis

We present the analysis for indices listed in Table 2. The

indices are calculated as seasonal values where the summer

season includes June—July—August, winter December—Janu-
ary—February, spring March—April-May, and autumn Sep-
tember—October—November. These seasonal indices are cal-
culated over the full 10-year simulation period.

For the evaluation of precipitation indices we employ fol-
lowing metrics:

— Relative bias—the relative difference (% of
spatially averaged values for a selected region.

— Spatial variability—ratio (#‘Z’fum) of spatial standard
deviations of seasonal values across all grid points of a
selected region.

— Spatial correlation—the spatial correlation of seasonal
values between model and observations across all grid
points of a selected region.

To make the results comparable, all high-resolution RCM
simulations are remapped before the analysis to a common
grid with a grid spacing of 3 km using conservative remap-
ping. The intermediate step i.e. coarser-resolution driving
regional climate simulations have also been interpolated to
the EURO-CORDEX 0.11° grid (~12 km) using the same
method. Observational data are kept at their original reso-
lution to keep as detailed a representation as possible and
where possible. However, for some of the evaluation metrics,
like spatial correlation and spatial variability, which require
a grid-cell-by-grid-cell comparison between model and
observations, the observational data is remapped to match
both 3 km and 12 km grid.

Due to the large amount of data produced by these kilom-
eter-scale simulations, the analysis and the calculation of the
indices is performed by each group individually using scripts
provided by the corresponding author. Only the final results
have been shared. This is the first time that this approach
has been used but might become a standard in the future
as it becomes increasingly difficult to cope with the data
avalanches from kilometer-scale climate simulations (Schir
et al. 2020).

3 Results

In this section we start with a short description of results
presented in Figs. 2, 3,4, 5,6, 7, 8,9, 10 and 11, and
then continue with a discussion of more specific aspects
of the representation of precipitation by the ensemble of
simulations.
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Fig.2 Ensemble mean of analysed indices (from left to right: mean
precipitation, precipitation frequency, precipitation intensity, and
heavy precipitation defined as 99th percentile) calculated for daily
precipitation in the winter and summer season. The results are

3.1 Ashort description of figures

Figures 2, 3, 4 and 5 provide an overview of spatial distribu-
tion of daily and hourly precipitation indices in observations
and models. The ensemble mean of 3 km and 12 km RCM
simulations are shown in Figs. 2 and 4 for daily and hourly
precipitation, respectively, while Figs. 3 and 5 show results
for each of the model simulation at 3 km and 12 km RCM
grid spacing for heavy daily and hourly precipitation defined
as 99th and 99.9th percentile, respectively, in summer sea-
son. These figures focus on the winter and the summer

obtained from EURO4M-APGD observations (Obs; Isotta et al.
(2014)), 3 km-RCM (as a mean across 23 simulations) and 12 km-
RCM model simulations (as a mean across 22 simulations)

seasons, which represent two different synoptic situations—
large-scale precipitation from mid-latitude storms in winter
and more isolated, convective precipitation in summer.
Figures 6 and 7 provide a summary of regionally averaged
biases for all daily and hourly indices (Table 2) and for all
seasons. Figure 6 shows relative biases obtained from the
12 km and 3 km simulations when compared to the APGD
data over Alpine region for daily precipitation indices. Fig