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Abstract Fluid-mineral and fluid-rock interfaces are key parameters controlling the
reactivity and fate of fluids in reservoir rocks and aquifers. The interface dynamics
through space and time results from complex processes involving a tight coupling
between chemical reactions and transport of species as well as a strong dependence
on the physical, chemical, mineralogical and structural properties of the reacting
solid phases. In this article, we review the recent advances in pore-scale imaging and
reactive flow modelling applied to interface dynamics. Digital rocks derived from
time-lapse X-ray micro-tomography imaging gives unprecedented opportunity to
track the interface evolution during reactive flow experiments in porous or fractured
media, and evaluate locally mineral reactivity. The recent improvements in pore-
scale reactive transport modelling allow for a fine description of flow and transport
that integrates moving fluid-mineral interfaces inherent to chemical reactions. Com-
bined with three-dimensional digital images, pore-scale reactive transport modelling
complements and augments laboratory experiments. The most advanced multi-scale
models integrate sub-voxel porosity and processes which relate to imaging instrument
resolution and improve upscaling possibilities. Two example applications based on
the solver porousMedia4Foam illustrate the dynamics of the interface for different
transport regimes (i.e., diffusive- to advective-dominant) and rock matrix properties
(i.e., permeable versus impermeable, and homogeneous versus polymineralic). These
parameters affect both the interface roughness and its geometry evolution, from
sharp front to smeared (i.e., diffuse) interface. The paper concludes by discussing
the challenges associated with precipitation processes in porous media, rock texture
and composition (i.e., physical and mineralogical heterogeneity), and upscaling to
larger scales.
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1 Introduction

Advances in high-resolution imaging techniques coupled with increasing computing
power have enabled the emergence of pore-scale studies. This constitutes a major
advance in the field of flow and transport in porous media over the last 20 years.
The pore scale is an indispensable scale of observation to bridge the gap between the
microscopic scale at which physico-chemical processes are finely described, and the
chemically and physically heterogeneous reservoir scale that deals with averaged be-
haviours. An accurate prediction of reactive fluid flow and transport through time is
required to assess the long-term performance of geo-engineering applications includ-
ing CO2 sequestration, in situ leaching, hydrocarbon production, geothermal energy
production, or nuclear waste, energy or H2 storage.

Traditional workflows for studying flow and transport in geological reservoirs
rely on the continuum description of properties at the Darcy scale. At this scale, the
representative elementary volume (REV) defines the minimum size of the domain
over which measurement of a property stops oscillating and remains stable over a
certain length-scale [18], and becomes a representative property of the considered
domain. Such representative properties include porosity, permeability, dispersivity,
or specific surface area. The presence of geochemical reactions that affect locally the
rock microstructure, however, questions the concept of REV over time. For example,
it is now well-established that permeability-porosity relationships such as Kozeny-
Carman law do not capture accurately the modification of the microstructure because
geochemical processes occur non-uniformly within the rock and depend on many pa-
rameters including transport regime and rock texture [102]. Pore-scale imaging and
modelling, with typical length-scale ranging from a few nanometers to centimeters,
offer unprecedentedo pportunities for predicting macroscopic properties of reservoir
rocks [49,104]. Among 3D imaging techniques, X-ray micro-tomography (XMT) is
now an essential tool for observation of the evolution of the microstructures with
geochemical and reactive transport processes. The combination of high-resolution
3D images with direct numerical simulations, an emergent technology referred to as
digital rock physics [9,10,20], complements and augments the pore-scale observa-
tions.

The pore-scale simulators using 3D digital rocks have improved considerably since
the pioneering work of Spanne et al. [138], and the determination of the permeability
tensor is now achieved routinely by solving the Navier-Stokes equations in the pore
space. The consideration of transport of multi-species or heterogeneous reactivity at
the fluid-mineral interface, however, is more challenging. In particular, obstacles still
remain to describe the transport of charged species [147], surface kinetics involving
possible effect of catalyst or inhibitor species, or simply the specific surface area
[102]. In addition, rocks are made of an assemblage of minerals and exhibit heteroge-
neous reactivity. This non-uniform reactivity at the solid surface degrades the REV
representation through time because mass transfer associated with volume variations
in the solid and fluid phases leads to a motion of the fluid-mineral interface. Obtain-
ing continuum-scale relationships for effective transport properties and reactivity in
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porous media, under dynamically evolving conditions, constitutes a major challenge
in the field [128].

This article focuses on the applications of high-resolution X-ray micro-tomography
imaging and pore-scale reactive transport modelling to study the fluid-solid interface
dynamics. The dynamics results from the complex interplay between geochemical
reactions, flow and transport processes. In Section 2, we give an overview of image
processing tools used to identify and characterize the fluid-solid interface from 3D
imaging. In particular, we discuss the ability of XMT imaging to track the interface
evolution and measure local reaction rates for different types of interfaces, including
sharp and smeared (i.e., diffuse) interfaces. In Section 3, we introduce the governing
equations at the pore-scale and the common computational strategies to move the
fluid-mineral and fluid-rock interfaces. Then, in section 4, we present two applications
of interface evolution in different contexts that highlight the influence of surface re-
actions, species transport, and rock texture on the evolution of the interface retreat,
structure, and roughness through time. Finally, in section 5, we discuss precipitation
processes, mineral and structural rock heterogeneities, and upscaling, three technical
and conceptual challenges for the future of reactive transport modelling.

2 X-ray micro-tomography imaging as a tool to track temporal and
spatial evolution of the geometry

2.1 Resolving pores from X-ray micro-tomography

XMT relies on the three-dimensional (3D) reconstruction of a sample from a series of
radiographs taken over 180◦ or 360◦ angular displacements. The technique is based
on the measurement of the attenuation of an X-ray beam of photon energy E passing
through a material over a distance ϕ following the Beer-Lambert law:

I = I0 exp
(
µTi(E) × ϕ

)
, (1)

with µTi(E) the linear attenuation coefficient of material i, and I0 and I the incident
and transmitted beam intensity, respectively. Attenuation coefficients are additive
over length. Therefore, a composite material crossed by an X-ray beam results in an
average attenuation coefficient, µT (E):

µT (E) =
∫ ϕ

0
µTi(E)dϕ. (2)

Materials with high attenuation coefficients absorb X-rays more efficiently than ma-
terials with low attenuation coefficients, thus resulting in brighter voxel intensity in
the images.

The technique has become a readily available tool over the past 15 years for the
three-dimensional imaging of a wide range of materials since the multiplication of
lab-based systems including commercial desktop scanners and custom-made devices,
in addition to synchrotron-based systems. These devices allow for routinely imaging
samples with a spatial scale ranging from sub-millimeter to a decimeter in a couple
of minutes or hours with a pixel size (or resolution) generally ∼1/2000 of the sample
size [84,89]. The resolution can be increased thanks to local tomography technique
or multi-scan acquisitions. In the first case, the sample is larger than the field of



Acce
pte

d manu
scr

ipt

4 Catherine Noiriel, Cyprien Soulaine

view of the detector, so that specific reconstruction methods are required to account
for the external parts of the sample which are not captured for each rotation. In the
second case, the detector displacement results in a larger field of view and the set of
radiographs taken at a given rotation stage are tiled before reconstruction [63,89].

Reconstruction of 3D volumes from the set of radiographs provides a matrix
of Nx×Ny×Nz voxels. Each voxel takes a gray intensity proportional to the X-ray
absorption by the different materials forming the sample, µT (E).

One of the great advantage of XMT over several other characterisation tech-
niques is that XMT is non-invasive and non-destructive. Some setup offer in situ
imaging under experimental conditions in real time. They can be used to follow the
four-dimensional (4D), time-lapse changes of geometry and fluid distribution during
dynamic processes or experiments. Applications include multi-phase flow studies [23,
13,65], deformation experiments [29,125,124] or hydro-geochemical processes [161,
50,28,91,88,104,81,82,57,105,100,103,1,51,22,82,43,74,39,151,4,91].

2.2 Tracking the dynamics of fluid-mineral and fluid-rock interfaces

Interface definition and propagation. Fluid-mineral and fluid-rock interfaces are ex-
amples of boundary surfaces separating two phases in contact, namely fluid and solid.
They are key elements in surface reactivity. Their geometry can be flat or curved,
sharp (i.e., well defined) or smeared (i.e., diffuse). Under reactive conditions, fluid-
mineral interfaces evolve with geochemical processes that occur at the solid surface
[102]. The dynamic of reactive interfaces depends on a complex interplay between
transport and surface reactions. Tracking the interface displacement is complex from
a theoretical, mathematical, and technical point of view [129]. Most of the imaging
and modelling challenges consist in describing adequately the interface in an Eule-
rian grid and the rate function that drives its displacement through time in a normal
direction. The wide range of techniques that exist for defining interfaces in images or
computational grids underlines this complexity (Figure 1). The interface geometry
and topology evolve in a complex manner due to roughness alteration, the formation
of microporous networks at the solid surface, or the passivation by newly formed
phases [34]. Appropriate approaches for describing interfaces and their motion are
therefore critically geometry- and resolution-dependent. We present methods to ex-
tract and represent the interface displacement from XMT imaging in relation to their
geometry, i.e., flat, curved or smeared. Determination of the retreat from projections
of the surface topography onto a 2D horizontal grid is quite accurate and easy to
handle for flat interfaces, but the method has a limited scope for rough surfaces or
curved interface geometries. Sharp and complex interface geometries require a full
3D representation derived from meshing or mapping of the distance transform after
segmentation of the fluid/solid phases. In contrast, we derive properties of smeared
interfaces, which are poorly-defined, from grayscale data sets.

Identification of sharp fluid-solid interfaces. Digitization of the pore space is a crucial
step for performing direct numerical simulations of flow and transport in the digital
representation of the rock sample [97,9]. When the resolution is high enough to
resolve the interfaces, solid-phase and fluid-phase distributions can be retrieved from
image segmentation. Segmentation consists in classifying and labeling voxels into two
(e.g., air and rock matrix) or more discrete phases (e.g., fluid i, fluid j, mineral i,



Acce
pte

d manu
scr

ipt

Pore-scale imaging and modelling of reactive flow in evolving porous media 5

Fig. 1 Examples of interface (Γ ) representation and evolution thanks to interfacial reactions,
i.e., dissolution or precipitation processes. (a) Interface representation in the physical domain
(solid line) and evolution (dotted line) ; n is the vector normal to the surface. (b) Micro-
continuum representation of the interface in control volumes (filtering-approach); each control
volume has a porosity comprised in between the internal porosity of the solid (dark blue) and
1 (light blue, fluid phase). (c) Adaptive meshing of the interface. (d) Representation of the
interface and its evolution (orange) using a Cartesian grid. The initial and final solid volumes
(or their envelope, i.e., the interface) are highlighted with dark blue & solid line or orange
& dotted line, respectively. (e-f) Effect of increasing resolution on the interface and object
definition shown in (d). Note that (d-e) are similar to what can be derived from XMT at three
different imaging resolutions.

mineral j). Several methods, from simple thresholding to more complex algorithms
based on the voxel intensity distribution or the object shape can be used [64,56,118].
The performance of segmentation methods is limited by the image dynamics, i.e., the
distribution of the voxel intensity. It depends on the degree of interplay or separation
between the different modes (i.e., phases) in the distribution, the amount of noise and
artifacts inherent to the acquisition and reconstruction techniques, and the possible
existence of partial volume effects. Recently, techniques of segmentation based on
machine learning methods, e.g., convolutional deep neural networks, are booming [8,
40]. These methods are particularly helpful to retrieve poorly-resolved interfaces in
multi-crystalline or multi-porosity rocks, although it may require additional material
at a higher resolution, e.g., scanning electron microscopy (SEM) images in supervise
training approaches [67,99]. After segmentation, the interface between two phases is
defined at the boundary between two voxels with a different label.

Surface topography evolution of sharp interfaces. Subsequent alignment of the seg-
mented volumes is required to evaluate the interface topography evolution with time.
Registration is an important step of the image processing procedure for comparing
data sets with each others. Registration consists in a spatial transformation deter-
mined by optimizing a similarity metrics, e.g., invariant moments, cross-correlation
or mutual information. When there is no mechanical deformation of the sample, it
consists in a rigid transformation involving 3 rotations and 3 translations around
the x-, y-, and z- directions, combined with interpolation. Whether the imaging ex-
periments are performed in situ (i.e., directly in the X-ray beamline) or ex situ (i.e.,
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removed from the beamline between two acquisitions), the resulting data sets at in-
creasing acquisition time are slightly to largely rotated and translated relative to each
other. Misalignment of data sets results in error of the interface retreat measurement
between two stages of experiment. Misalignment can be corrected by registering the
data sets in a reference coordinate system. Registration is preferred on the grayscale
data sets, i.e., prior to segmentation, to avoid a rough re-interpolation of the interface
position on already segmented data sets. Many methods exist to perform registration
ranging from landmark-based registration to optimized algorithms based on image
intensity, image features or neural network [85,162]. Registration starts generally
with the first XMT volume used as the reference data set, and all the other data
sets are registered to this volume. However, for self-running registration algorithms,
if the sample geometry evolution is large during the experiment, it is better to reg-
ister a given data set thanks to the one previously registered. This has the effect of
minimizing the effects of the geometry evolution on the optimization algorithms.

(i) Flat interfaces. It is possible to evaluate locally the topography evolution of
a specific interface of an object by registering the mean plane of the original sur-
face in a horizontal plane, then projecting the surface elevation normal to the mean
plan on a 2D Cartesian grid (Figure 2). The same transformation applied to the
other topographies at increasing time gives the evolution of the interface position.
This method, which is routinely used with two-dimensional techniques measuring
the surface topographies, e.g., Atomic Force Microscopy (AFM) or Vertical Scan-
ning Interferometry (VSI) [142,15,47], is convenient as it permits to manipulate the
data on a 2D discrete grid. It can be used to observe the topography evolution of
fracture walls [57,107,105] or fluid-crystal interface [109,108] using 3D XMT. This
method, however, is valid for flat surfaces only. For rough surfaces, the inclination of
surface elements introduces an error in the retreat determination. The error in the
determination of the surface retreat is estimated using,

‖h′ · n′‖ = cos θ × ‖h · n‖, (3)

where n′ is the normal to the reference plane, h′ is the surface elevation normal to
the reference plane, n is the normal to the mean local surface plane, h is the surface
elevation normal to the mean local surface plane, and θ is the angle formed by n′

and n (Figure 2). If θ is superior to 25◦, the error in the determination of the surface
retreat is more than 10%.

(ii) Curved or complex interfaces. For curved or steep surfaces, projections nor-
mal to the mean plane generate an error in the determination of the interface ele-
vation. As for complex interfaces with overlaps, like rough surfaces resulting from
differential dissolution of minerals [57], the projection of the surface normal to the
mean plane requires the selection of only one interface, whereas several may exist at
the same (x,y) location. Consequently, it leads to a simplistic representation of the
fluid-rock interface (see also Figure 2 where fine particles or insoluble minerals are
present at the surface) and introduce bias in the surface retreat measurement, the
evaluation of the fluid-rock interface position and the surface roughness calculation.
In these cases, it is preferable to work with the full 3D digital representation of the
solid phase after segmentation to track the interface evolution or to calculate the
mass balance. In any case, it is possible to get an explicit representation of the inter-
face directly from the 3D digital images, after mapping of the labelled solid and fluid
voxels into a regular Cartesian grid. Adaptive mesh refinement methods based on
level set, phase field, volume-of-fluid or conforming meshes also offer the possibility
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Fig. 2 Extraction and mapping of the fluid-rock interface topography evolution from a 3D
rock volume (left) to a 2D Cartesian grid (right). The red square is 512×512 pixels in size, and
the mean surface plane was set to z = 0 for the topography at t0. The sample is a limestone
aggregate imaged with a pixel size of 0.65 µm initially (t0) and after 12h (t5) of a dissolution
experiment in a high fluid-to-rock ratio reactor using HCl at pH=4.0. Meantime the retreat was
15.0 µm in average. Note the presence of fine particles and quartz grains at the surface (black
arrows) which affect locally the interface elevation. The frame (top left) shows the problem
inherent to interface retreat determination for non-flat interfaces, when the mean local surface
plan is tilted with respect to the reference surface.

to refine in the computational domain the interface obtained from XMT images [94,
97]. These methods are particularly adapted to further track the interface motion.
Direct surface meshing of the complex interfaces is also possible from the 3D digital
images, for instance using triangulation methods.

Dealing with smeared interfaces. In rocks with multi-modal distribution of porosity,
like in poorly-sorted sandstone or bioclastic limestone, the pore space is commonly
irregular and not sufficiently resolved to extract the fluid-mineral or fluid-rock in-
terfaces, which remain poorly defined. The same problem applies to other rocks,
e.g., silt or shales, when XMT imaging resolution is too low regarding the pore size.
In these cases, the locations straddling several materials are affected with partial
volume effects, which result from a limited spatial resolution of the imaging tech-
nique compared to pore size. A voxel affected with partial volume effects depicts
a grayscale intensity (absorption value) balanced by the quantity of the different
materials included in this portion of space (Eq. 2). Segmentation often leads to a
misrepresentation of the fluid and solid phase distribution in that case. Multi-scale
imaging [63,52,91] possibly involving local tomography technique [86] is helpful to
differentiate the smallest pores in small volumes of interest (VOI) and allows for a
better estimate of the micro-porous network topology and micro-porosity. Neverthe-
less, it is worth noting that segmentation is not mandatory for all the pore-scale
modelling approaches. For example, hybrid modelling and filtering approaches based
on the Darcy-Brinkman approach [132,127,14] permits to account for the micro-
porosity which is not resolved with XMT (Figure 1b). In addition, it is also possible
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to calculate the porosity of a growing, smeared and porous interface directly from the
grayscale images. The porosity is derived from the absorption properties of the indi-
vidual materials forming the unaltered rock matrix, i.e., pores (air) and minerals i. If
the mineral assemblage is homogeneous, minerals have similar absorption properties
and the unaltered matrix porosity is null, the unaltered matrix has an attenuation
coefficient (µmat) similar to the linear attenuation coefficients of the matrix-bearing
minerals (µmini ). The porosity of the altered matrix is then given by [100]:

φ = (µmat − µT )/(µmat − µair), (4)

where µmat ≈ µmini , µT is the attenuation of the altered matrix, and µair is the
linear attenuation coefficient of air. However, if the unaltered matrix is initially
micro-porous, then µmat 6= µmini , and µmat must be corrected in Eq. 4 to account
for sub-voxel porosity:

µmat = (1− φmat)× µmini + (φmat × µair). (5)

Figure 3 shows an example of porosity field estimation based on XMT in an
argillaceous limestone fracture altered by acid fluid, where carbonate minerals (cal-
cite and dolomite) dissolve while low-reactivity silicates (clays and quartz) remain
in the matrix [107]. Consequently, the fluid-rock interface evolves from a sharp (ini-
tially) to a smeared, diffuse interface because the altered layer in the porous matrix is
not fully resolved by the imaging instrument resolution. The porosity increase calcu-
lated in the altered layer is highly consistent with the amount of dissolved carbonates
in the matrix.

2.3 Evaluation of displacement and local reaction rates for evolving fluid-mineral
interfaces

The interface displacement results from the transient, non-linear coupling between
transport of species and chemical reactions in the vicinity of the fluid-rock interface.
Determination of reaction rates at the mineral or rock scale requires first an eval-
uation of the interface displacement, i.e., the interface retreat (or motion) function
through time. Because the interface position is defined on a Cartesian grid, two ways
appear to measure the displacement, which is equivalent to measuring the distance
between two surfaces. The first is achieved through the extraction and meshing of
the interface topography at different time steps. This method requires less memory
compared to working directly with the 3D data sets, and also offers the possibil-
ity to smooth the sharp, cubical-shaped interfaces obtained by segmentation. The
second consists in computing the 3D distance field, also called distance map or dis-
tance function, on a reference volume, starting from the interface which constitutes
a zero level set, and looking at the intercept of the distance map with the interface
at another time step. Both methods are convenient to further measure the interface
displacement rate or the reaction rate, as already shown in studies focusing on dis-
solution of fracture walls [100], mini-boreholes [66] or minerals [100,109,108,160] or
precipitation in porous media [112].
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Fig. 3 (a,c) Porosity field map of an altered fracture derived from (b) XMT imaging, where
an altered interfacial layer of silicates (clays + quartz) has developed for 99.5h of dissolution
by CO2 enriched water (pH = 3.9 and flow rate of 300 cm3h−1) of the carbonate phase
held in the argillaceous limestone matrix; (d) comparison with SEM observation. The rock is
∼73% carbonates (calcite + dolomite) and contains ∼27% of low-reactivity minerals (clays,
quartz, and pyrite). The pore size given by SEM analysis is micrometric (e), but only pores
>100 µm2 could be resolved with XMT imaging at the resolution (pixel size) of 4.91 µm. The
attenuation coefficient of the unaltered matrix (µmat) is weighted by the porosity of the rock
(10%), and the porosity of fracture void is set to 100%. The average porosity of the altered
matrix derived from XMT (75%) near the fracture void, i.e., where all the carbonates have
been dissolved, is in very good agreement with the amount of minerals remaining in the altered
matrix (26% silicates). Note that the presence of pyrite, whose attenuation coefficient µpyrite

is very different from the other minerals (µsilicates ∼ µcarbonates), alters locally the porosity
evaluation (resulting in φ< 0%). The red rectangles give the scale of image (e). See [107] for
more information about the experimental study.

Surface retreat from interface topography meshing. The first step before measuring
the displacement rate of the interface consists in extracting and possibly meshing the
interface at the different time steps. Extraction of the interface is possible from the
registered binary or labeled data sets. Pixels at the interface between solid and fluid
voxels can serve as square elements to directly create a mesh at the XMT imaging
resolution. Triangular or tetrahedral elements are also commonly used to create a
mesh. Mesh generators offer many possibilities in term of refinement, simplification
or smoothing of the original surface [42]. Once two surfaces are extracted, the next
step consists in computing the distance between them. This is achieved by comput-
ing the normal vectors from the reference surface S(ti), then projecting normal rays
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until they intercept the second surface S(tj). The choice of the reference surface is
important (Figure 4), especially for convex or concave surfaces, as: (i) propagation
distance depends intimately on the curvature of the interface, convex regions propa-
gating slower than concave regions [129], and (ii) changes in surface area during their
expansion or constriction modify undoubtedly the number of elements from which
the normal vectors are projected, and consequently the displacement distribution
(Figures 4a and 5c,d).

In some cases, it is possible to extract directly the interface topography from
the binary data sets, i.e., without meshing. This method is particularly fast and
convenient but requires the topography of the interface to be quite flat or smooth,
like fracture wall surfaces [100], or cleaved mineral surfaces [108]. The surfaces must
be replaced as well in a horizontal or quite horizontal plane (see Figure 2 and section
2.2).

Fig. 4 Illustration of the problem of curved interfaces and choice for a reference surface for the
interface displacement evaluation; (a) evaluation from the propagating distance vectors; (b)
evaluation from the Euclidean distance field. In the present case, S(ti) is used as the reference
surface to propagate normal rays that will intercept the translated surface S(tj). Note the
difference in the distance distributions in areas of sharp convexity or concavity; (c) Chamfer
distance field using the interface at S(ti) as a reference. The values in red correspond to the
displacement of the interface (in pixels) between S(ti) and S(tj).

Surface retreat from the distance map construction on 3D images. The distance
transform is another way to evaluate surface displacements in 3D data sets. It con-
sists in propagating the interface along its normal vector field inward or outward (i.e,
either in the solid or the fluid phase) with a constant rate, thus labeling progres-
sively the different voxels with discrete values, e.g., using a chamfer distance-based
algorithm, or with continuous values through the Euclidean distance calculation [3,
126] (Figure 4b,c). The method consists in mapping the distance field in the refer-
ence volume V(ti), starting from the reference interface S(ti), which constitutes the
zero level set. The intercept of the distance field with the closest voxel to the second
interface S(tj) on volume V(tj) gives the interface displacement during dt = tj − ti
(Figure 5c). Taking the closest voxels to the interface is justified by the fact that
the distance is measured between two boundary voxels while distance values are
defined at the voxel centers (Figure 4c). The choice of the reference surface is im-
portant, especially for dilating or constricting surfaces, in direct relationship with
the interface curvature (Figures 4b and 5e,f). For instance, Noiriel et al., 2019 [109]
map the distance field inside a cleaved calcite crystal (i.e., inside the solid phase)
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during dissolution using the initial crystal as the reference volume, and look at the
intercept with the fluid-mineral interface at increasing stages of dissolution (i.e.,
for tj > ti). That way, the surface retreat is calculated as the shortest distance to
the closest cleaved (1014) plane, which is more logical from a mechanistic point of
view. The opposite approach consists in taking V(tj) as the reference volume, then
mapping the distance field outward of S(tj) (i.e., in the fluid phase) and looking at
the intercepts with the interface S(ti) at the previous stages of experiment (i.e., for
ti < tj). This is equivalent to measuring the interface retreat normal to any element
of the crystal surface instead of the retreat normal to the cleaved planes. The latter
case, however, leads to an overestimation of the reaction rate at the crystal edges
(Figure 5). Nevertheless, Noiriel et al., 2020 [108] used this last method, motivated
by the fact that: (i) the distance map is recalculated at any time step to accounts
for the changes of crystal morphology at the edges and corners in different experi-
mental conditions, and (ii) the crystal has a morphology far more complex than a
simple rhombohedron with only cleaved faces and sharp convex edges and corners,
especially after dissolution has proceeded. The last method permits to measure the
dissolution rate at the crystal surface regardless a strong assumption on the crystal
geometry. Even if the highest rates at the edges are overestimated at the beginning
of the experiment, it is possible to catch correctly the evolution of their distribution
with time.

To summarize, there is no unique solution in computing the distance between two
surfaces, and the method must be adapted to the problem under study. In porous
media, the choice of the reference is crucial as well, as the pore throats and pores have
opposite curvature. Depending on whether the focus is put on pores or pore throats,
the choice of the reference surface might balance between S(ti) and S(tj). If the
focus is put on the pore-throat enlargement rate, in relationship with permeability
for instance, it is preferable to use S(tj) as the reference surface. In addition, it is
worth noting that these methods could fail when applied to the evolution of complex
interfaces (Figure 6), especially when isolated solid aggregates, e.g., fine particles,
totally dissolve or are largely displaced between two time steps, a common effect
occurring during dissolution in porous media [104,101,87].

Reaction rate. From the evaluation of the interface displacement, it is possible to
calculate the local reaction rate at the surface according to:

r′diss = d Ifs· n

dt
, (6)

with Ifs the position vector of the interface, and n the normal vector to the fluid-
mineral interface; the product d Ifs· n is the surface displacement, i.e., the distance
normal to the interface. The rate for a mineral i is expressed as a retreat velocity at
the surface (nm s−1 or µm h−1), but can also be averaged at the sample scale and
normalized to the surface area [15]. For flat surfaces (see section 2.2), the equation
simplifies:

r′diss−norm =
∑

jsol−fluid

1
ηi × jsol−fluid

d Ifs· n

dt
, (7)

with jsol−fluid the number of voxels at the fluid-mineral i interface, and ηi the molar
volume of mineral i.
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Fig. 5 (a,b) Surface retreat distribution imaged with XMT during crystal dissolution as a
function of the method employed to calculate the retreat (i.e., surface meshing versus distance
field), the degree of simplification of the interface (meshing refinement) and the reference
surface used in the calculations. The sample is a crystal of calcite imaged with a resolution
of 0.65 µm (pixel size). Two time steps are shown here: t0 (initial state) and t3, i.e. after 6
hours of dissolution at by HCl at pH 4.0. Note that the main differences on the histogram are
observed at the crystal edges and corners. (c,d) Evaluation of the surface retreat from mesh
generation and coarsening by a factor 100 (the interfaces are meshed with ∼ 106 triangular
elements for 4–5 106 pixels defining the interface in the original XMT data sets); in (c), the
reference surface is S(t0), and the normal rays are projected toward S(t3); (d) represents the
opposite case. (e,f) Surface retreat derived from Euclidean distance field generation; in (e) the
distance map is computed outside of S(t3) and combined with S(t0), whereas is it computed
inside of S(t0) in (f). See [109] for more information about the experiment.

Fig. 6 Effect of disappearance of a solid object (e.g., a grain or a fine particle) between two
stages of dissolution, that leads to an improper estimation of the displacement vectors. The
image is derived from 3D imaging of glass bead packing. Image processing is used to illustrate
a uniform erosion of the grains, apart from one bead removed to mimic full dissolution. a)
Volume rendering of the initial image with the displacement vectors; b) Volume rendering of
the final image with the central bead removed. The same displacement vectors are shown. The
length of the arrows is proportional to the displacement.

3 Direct modelling of reactive flow

Modelling dissolution processes at the pore scale requires efficient numerical algo-
rithms to track the fluid-rock interface according to surface reactions. In this section,
we recall the fundamental equations used for modelling hydro-geochemical processes
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at the pore scale, and we review the state-of-the-art computational approaches for
solving them. Finally, we discuss hybrid-scale models for moving the interface be-
tween a porous domain and a clear-fluid region.

3.1 Fundamental equations

At the pore scale, the distribution of fluid and solid in the domain is fully resolved,
and the two phases are separated by a sharp interface. The physics of flow and trans-
port obeys the laws of continuum mechanics using mass, momentum, and species
balance equations.

For single-phase incompressible and Newtonian fluid, the mass balance equation
reads,

∇.v = 0, (8)

where v is the fluid velocity.
The momentum balance is described by the Navier-Stokes equation. It writes,

∂ρv

∂t
+∇. (ρvv) = −∇p+ ρg +∇.µ

(
∇v +∇tv

)
, (9)

where p is the pressure field, g is the gravity, and ρ and µ are the fluid density and
viscosity, respectively. The left-hand side corresponds to the inertial effects. As mass
flow rates in aquifers or reservoirs are usually low, it is common to neglect this term
and to use Stokes instead of the Navier-Stokes momentum equation [73,31]. On the
right-hand side, the first term is the pressure gradient, the second is the gravity
acceleration and the third term is the viscous dissipation. At the pore scale, the
density is assumed constant due to the relatively small changes in fluid composition,
so that it is common to neglect the gravity term. Hence, the following momentum,

0 = −∇p+∇.µ
(
∇v +∇tv

)
, (10)

is often used instead of Eq. 9.
In its simplest form, the transport of a species i in a fluid phase is modelled by

an advection-diffusion equation:

∂Ci
∂t

+∇. (vCi) = ∇. (Di∇Ci) , (11)

where the first term is the accumulation term, the second term is the advection term
and the right-hand side corresponds to diffusion effects where Di is the diffusion
coefficient of species i into the fluid phase. More complex forms of the solute transport
include multi-component diffusion, thermal diffusion and electrostatic gradients.

The flow and species transport equations are supplemented by boundary condi-
tions at the solid surface. Total mass balance near the interface imposes that the
mass flux from the fluid side balances the mass flux from solid side (see Fig.1a).
Basically, all the dissolved mineral goes into the fluid. The continuity condition at
the solid boundary writes,

n.ρ (v −w) = n.ρs (−w) , (12)

where n is the normal vector to the fluid-rock interface, w is interface velocity,
and ρs is the solid density. For viscous flow, it is common to consider that the fluid
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molecules adhere to the surface due to molecular interactions including van der Waals
or Coulombic forces. Because of this adherence, the fluid particles at the solid wall
cannot slide on the surface and the tangential component of the velocity is null,
leading to the no-slip condition at the moving interface,

v = w

(
1− ρs

ρ

)
. (13)

A common assumption consists in considering a zero-velocity condition at the solid
surface similar to non-reactive flow. This hypothesis is not always valid. As the solid
density is usually larger than the fluid density,

(
1− ρs

ρ

)
< 0, the fluid velocity at

the wall and the interface velocity have opposite signs. Therefore, when the interface
recedes because of mineral dissolution, there is a mass flux coming from the solid
boundary to the bulk of the pore. The importance of this mass flux depends on the
dissolution rates but also on the fluid-solid density ratio. The higher the density
ratio, the stronger the mass flux.

The reactive flux condition when the chemical species reacts with the solid surface
is,

n. ((v −w)Ci −Di∇Ci) = rm (Ci) , (14)
where rm is the reaction rate, i.e., a source or sink term that describes reaction
kinetics. Simple rate laws exist for zero, first, and second-order reactions. Except for
the zero-order reactions for which reaction rates are independent of concentration,
reaction rates depend on the species distribution near the fluid-rock interface. This
dependency is responsible for the complex coupling between flow and surface reaction
that transforms, for example, a cylindrical mineral into an elongated shape [135,41,
72].

The fluid-rock interface recedes during dissolution processes. The receding veloc-
ity, w, of the moving boundary is obtained using mass balance near the interface. It
reads,

w = Vmrm (Ci) n, (15)
where Vm = Mmρ

−1
m is the molar volume, with Mm being the molar mass of the

solid mineral.

3.2 Numerical engines

Computational methods for solving the mathematical model formed by Eqs. (8)-
(15) are challenged by the moving boundary due to the dissolution or precipitation
of solid minerals [133]. Many approaches have been proposed to track the fluid-
rock interface along with surface reactions. A comprehensive review of the numerical
techniques for simulating pore-scale dissolution is found in [93]. Some intend to solve
directly Eqs. (8)-(15) while others use a different set of equations that converges
asymptotically to the solution of Eqs. (8)-(15). The benchmark problem presented
in [93] led to the strong conclusion that all the techniques for moving fluid-rock
interfaces are now mature enough to simulate with confidence pore-scale dissolution
processes. In this section, we give a brief overview of the most common techniques
for reactive transport modelling at the pore scale, including Computational Fluid
Dynamics (CFD) with moving boundary, Level-Set, phase-field or micro-continuum,
Smooth Particle Hydrodynamics (SPH), and Lattice Boltzmann Methods (LBM).
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CFD with moving mesh The pore space is decomposed into polyhedral cells and the
partial differential equations Eqs. (8)-(11) are discretized using Finite Volume Meth-
ods (FVM), Finite Element Methods (FEM) or Finite Difference Methods (FDM).
The no-slip (Eq. 13) and the reactive flux (Eq. 14) conditions are applied at the solid
boundaries. The points at the pore walls are displaced using Eq. (15) and the grid
is deformed accordingly. This technique is also referred to as Arbitrary Lagrangian-
Eulerian because the flow and transport equations are solved in an Eulerian frame
and the grid points are moved using a Lagrangian approach. Complex re-meshing
strategies can be required, in particular if a grain dissolves totally, which changes the
domain topology. Examples for dissolution processes using CFD with moving mesh
are found in [114,140,139].

CFD with Level-Set The distribution of fluid and solid in an Eulerian grid is mapped
using a Level-Set function. Within the Level-Set framework, the rock-fluid interface
is represented by an isocontour. Larger isocontours represent the fluid phase and
smaller values correspond the solid phase. The flow and transport equations are re-
formulated to include the mass flux conditions at the solid surface using immersed
boundary methods. The Level-Set function is then advected using the interface ve-
locity, Eq. (15), which describes the motion of the fluid-rock interface due to chemical
reactions. This approach can handle complex pore space geometries using Cartesian
grids only. Examples of pore-scale simulations of dissolution processes using Level-Set
are found in [95,97,96,77,76,62].

CFD with phase-field Unlike sharp-interface models such as Level-Set, phase-field
approaches assume that the interface has a finite width and that a phase-field func-
tion describes smooth transitions in the different physical quantities between two
phases. The diffuse interface usually smears over a few cells from both sides of the
interface, and phase-field approaches are often combined with adaptive mesh refine-
ment techniques to reproduce accurately the interfacial dynamics. Phase-field models
are rooted in the concept of free energy. The evolution equation of the phase-field
function is described either by the Cahn-Hilliard non-linear diffusion equation [30]
or by the Allen-Cahn kinetic equation [6]. Examples of solid dissolution using phase-
field approaches in grid-based simulations are found in [156,157,155,158].

CFD with Volume-of-Solid and micro-continuum The solid phase is mapped onto
an Eulerian grid using the volume fraction of solid minerals in every grid blocks.
The technique is referred to as Volume-of-Solid by analogy with the Volume-of-Fluid
approach used in CFD for tracking the fluid-fluid interface [61,24]. Mathematically,
it relies on the asymptotic behaviour of the so-called micro-continuum approaches
for modelling pore-scale processes [135]. In this approach, an algebraic set of partial
differential equations that arises from the local averaging of Eqs. (8)-(15) is used
all over the computational grid regardless of the content of grid blocks. The flow
throughout the computational domain is modelled using the Darcy-Brinkman-Stokes
momentum equation [27]. The solid phase is described by a fictitious low-porosity
low-permeability material, which results in near-zero velocities in the solid regions
and a no-slip boundary condition at the rock-fluid interfaces [11,71]. The reaction
rate at the mineral surface, Eq. (14), is embedded in the locally-averaged species
conservation law as a body source term that has non-zero values only in the cells that
contain the fluid-rock interface. A conservation law that corresponds to the volume
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averaging of Eq. (15) for the solid mineral is used to move the fluid-rock interfaces
during the dissolution. We will see in Section 3.3 that the micro-continuum approach
can also be used to model the evolution of a fluid-porous interface. Examples of pore-
scale simulations using the micro-continuum approach are found in [135,136,134].

Smooth Particle Hydrodynamics SPH is a meshless method that describes fluids as
a set of discrete moving particles tracked in a Lagrangian frame. The solid phase
is also represented by immobile particles that enter into the calculation of forces
acting on the fluid particles. All the particles have a sphere of influence over which
their properties are smoothed by a kernel function centered on the particles [148].
The evolution of the fluid-rock interface is modelled by tracking the changes in the
masses of the solid particles resulting from dissolution reactions. If the mass reaches
zero, the solid particle is transformed into a new fluid particle. An example of SPH
for reactive transport is found in [145,146].

Lattice Boltzmann Methods Unlike CFD approaches that solve Navier-Stokes equa-
tions –or locally-averaged Navier-Stokes equations– LBM use another set of equations
based on the gas kinetic theory whose averaged behaviour is known to approximate
the law of continuum mechanics. In LBM, a discrete Boltzmann equation is solved
on a lattice where the particles can only move along a finite number of directions.
Examples of LBM for modelling dissolution at the pore scale are found in [70,69,32,
68,143,144,150,120,78,58].

3.3 Multi-scale models

Multi-modal pore-size distributions are quite common in geological porous media. In
porous fractured media, for example, the width fracture is orders of magnitude larger
than the typical pore throat diameter in the surrounding porous matrix. Approaches
that consider only the fracture aperture evolution during dissolution as if the sur-
rounding porous matrix was impermeable [140,139] can miss important phenomena
such as the development of a weathered zone near the fracture-porous interface. A
full Navier-Stokes modelling, however, requires to resolve all the porosity explicitly,
which leads to tremendous computational grid size. Alternative hybrid-scale models
describe systems involving multiple characteristic length scales for which some re-
gions are described using Navier-Stokes-based modelling while others are modelled
with Darcy-like approaches [80,79]. In reactive environments, the challenge consists
in moving fluid-porous interfaces including the transfer of mass and the develop-
ment of an altered layer between the fracture and the porous matrix according to
hydro-geochemical processes.

Hybrid-scale models are also relevant for image-based simulations for which mi-
croscale features are not visible in the images because they are below the imaging
instrument resolution [14,12,127,132,131]. For example, they can complement and
interpret micro-tomography images of the dissolution or sealing of a fracture [107,
2]. They are also powerful tools to analyze the micro-Raman mapping of mineral
replacement in fractured porous media due to hydro-geochemical processes [119].

Standard approaches include the multi-domain approach that uses Darcy-Stokes
and the micro-continuum approach that relies on Darcy-Brinkman-Stokes. Other
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multi-scale approaches solve pore-scale equations (Eqs. 8-15) and Darcy-based mod-
els simultaneously.

Multi-domains using Darcy-Stokes The computational domain is decomposed into
separate subdomains – one for regions that contain unresolved porosity (e.g. porous
matrix) another for regions containing fully resolved porosity (e.g. fracture) – for
which different physics are used. On the one hand, the flow and transport in the
subdomains that contain unresolved porosity are described through continuum-scale
models based on Darcy’s law. The pore microstructure in these regions is modelled
by classic concepts including porosity, permeability, and reactive surface area. The
evolution of the pore geometries is described through permeability-porosity and sur-
face area-porosity relationships. On the other hand, Stokes equations and standard
advection-diffusion equations describe the flow and the solute transport in the re-
solved regions. Both subdomains are linked together through appropriate boundary
conditions including the Beavers and Joseph interface condition [19] and the Ochoa-
Tapia and Whitaker’s momentum transfer condition [113]. If the porosity in the
porous subdomains becomes equal to one, then the fracture-porous interface is dis-
placed using one of the strategies listed in Section 3.2. An example of multi-domain
simulations using Darcy-Stokes is found in [94].

Micro-continuum with Darcy-Brinkman-Stokes These models use a single set of par-
tial differential equations throughout the computational domain regardless of the
content of a grid block [141,137]. The porosity field maps the porous medium distri-
bution in the grid. The flow is modelled by the Darcy-Brinkman-Stokes equation [27]
that tends towards Stokes momentum in solid-free regions and Darcy’s law in porous
regions [16]. In the latter region, classic continuum concepts including permeability
and reactive surface area describe the sub-grid pore geometry. At the fracture-porous
interface, the Darcy-Brinkman-Stokes equation formally tends to the Beavers and
Joseph condition [98], and the micro-continuum approach captures the development
of an altered layer during the dissolution of the porous matrix [137]. This approach
enables the dynamic displacement of the interface between the porous and solid-
free regions without involving complex re-meshing or interface tracking strategies.
For example, micro-continuum models have been used successfully to simulate the
formation and growth of wormholes in acidic environments [115,55,137,45].

Multi-scale approaches These approaches solve the physics of flow and reactive trans-
port at two scales of description simultaneously, namely the pore scale and the con-
tinuum scale [17]. They intend to provide large-scale solutions by minimizing the
use of constitutive relationships that describe the evolution of the pore microstruc-
ture or transport properties (e.g. permeability-porosity law, mean reaction rate, and
dispersion tensor). The continuum-scale equations are formally obtained by homog-
enizing pore-scale physics, and bi-directional algorithms couple the two scales [149,
159]. As the multi-scale approaches can become very computationally intensive, some
strategies simplify the pore-scale mathematical problem using, for example, a unique
circular grain that dissolve uniformly [26]. More sophisticated multi-scale approaches
solve the complex hydro-geochemical feedback at the pore-scale using the techniques
described in Section 3.2 for moving the fluid-rock interface during the dissolution
[123]. Adaptive multi-scale strategies minimize the update of pore-scale physics only
in cases of large evolution of the minerals geometry [59]. Although promising for
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solving reactive transport in large-scale domains, the multi-scale approaches are still
in their infancy.

4 Applications

In this section we use image-based simulations to investigate various situations for
which the fluid-mineral interface evolves according to surface reactions. First, we
investigate the evolution of the surface roughness in an acidic environment under
diffusion-limited transport. Then, we look at the fracture aperture increase during
the injection of low pH brine considering either impermeable or porous matrix.

All simulations use porousMedia4Foam, an OpenFOAM R© package that solves
multi-scale flow and transport in porous media, including hydrogeochemical processes
[134]. For all the simulations presented in this application section, we use a first-order
kinetics to describe dissolution at the mineral-fluid interface. The rate of reaction
(in mol m−3 s−1) writes:

r = AekH+CH+ , (16)
where Ae is the surface area within a cell in m2 m−3, kH+ is the constant of reaction
in m s−1, and CH+ is the concentration in H+ in mol m−3. This reaction rate may
not be fully representative of the underlying geochemical processes. It is chosen to
demonstrate the ability to move the fluid-mineral interface according to geochemical
processes. More comprehensive reaction networks can be considered coupling multi-
scale transport codes with geochemical packages.

4.1 Fluid-mineral interface evolution in diffusion-limited transport conditions

The evolution of surface roughness in acidic environments has important impacts on
many transport processes. Notable consequences include changes in absolute perme-
ability [117], alteration of wettability [152], and reduction of the large-scale reaction
rates caused by the presence of eddies within the roughness cavities [38]. Here, we
investigate the evolution of surface roughness in diffusion-dominated regimes using
high-resolution pore-scale simulations.

We consider a two-dimensional 512×249µm2 domain that corresponds to the
vicinity of the fluid-rock interface. The interface profile is derived from statistical
properties (roughness and standard deviation of the surface elevation) calculated
from the initial 512 × 512 surface topography presented in Figure 2. The solid
phase is mapped onto the computational grid using the mineral volume fraction, Ys
(see Figure 7). Volume fractions Ys = 1 denotes cells that contain the solid phase
while Ys = 0 corresponds to cells occupied by water. Cells with intermediate values,
0 < Ys < 1, contain the fluid-rock interface. The initial roughness is 704µm long. In
this illustration, there is no flow. The chemical species are transported by diffusion
(Di = 10−9 m2/s) from the bulk to the mineral surface where geochemical reactions
lead to a retreat of the fluid-rock interface. Initially, the concentration of acid in the
domain is zero. A fixed concentration value, CH+ = 10−2 mol/m3, is applied at the
top boundary to describe a constant supply of HCl far from fluid-rock interface. The
lateral boundary conditions are periodic, and the bottom boundary is impermeable.
The reactive condition, Eq. (16), is applied at the fluid-rock interface using immersed
boundary conditions. This is achieved using the Volume of Solid approach for which
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the surface of the fluid-rock interface within a grid block, Ae, is estimated from the
gradient of the mineral distribution [135]. The evolution of the surface roughness is
simulated during 500 hours for Damköhler numbers Da = kH+

AeDi
ranging from 10−1

to 103 by varying the constant of reaction.

Fig. 7 Evolution of the surface roughness for different Damköhler (Da) numbers in a diffusion-
dominated transport regime. For Da < 1, the distribution of the chemical species at the
fluid-mineral interface is uniform and the solid dissolves conserving the surface roughness. For
Da > 1, the peaks are dissolved before the topographical lows causing a flattening of the
surface.

Results are presented in Figure 7. For low Damköhler numbers, i.e., Da < 1,
the characteristic time scale of species transport in the vicinity of the fluid-rock
interface is much lower than the typical time of reaction processes at the mineral
surface. Therefore, the species concentration is uniform at the solid surface and the
interface recedes uniformly at the same velocity. During the mineral dissolution, we
observe a translation of the interface towards the bottom of the domain with quasi
conservation of the surface roughness. For larger Damköhler numbers, i.e. Da > 1,
the surface reaction is faster than the travel time of the chemical species to the fluid-
mineral interface. As the chemical species have a lower distance to travel to reach
the peaks compared with the hollow regions of the roughness, there is a non-uniform
distribution of reactants at the interface. These local concentration gradients favor
the dissolution of the peaks which smooth down the roughness. The phenomenon
is more pronounced for Da > 10 as illustrated in Figure 7. The flattening of the
surface roughness induced by mineral dissolution could explain, at least partially,
the change of contact angle measured experimentally when a droplet of supercritical
CO2 surrounded by brine is deposited on the surface of a reactive mineral [152]. The
new possibilities offered by pore-scale simulators with evolving fluid-rock interface
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will be used to investigate the impact of surface roughness alteration on coupled
hydro-geochemical processes.

4.2 Fluid-rock interfacial area evolution in dissolving rocks

Image-based simulations offer an appealing framework to investigate fracture-matrix
interactions in reactive environments. The large contrast of characteristic length
scales involved in fractured porous media – the typical pore sizes of the rock matrix
and of the fracture aperture differ by several orders of magnitude – limits the use
of very high-resolution images that fully resolve both the fracture and the matrix
microstructure. Nevertheless, the presence of the surrounding porous matrix can
impact the evolution of the fracture aperture by the development of a weathered zone
at the vicinity of the fracture-matrix interface and must be included in the modelling.
Here, we use pore-scale simulations to compare the evolution of a fracture geometry
during the injection of acidic brine in two cases: (i) the rock matrix is impermeable
and (ii) the rock matrix is porous.

The fracture geometry corresponds to the 3D micro-tomography images obtained
in [107] and showed in Fig. 3. The 25×100×165 VOI was segmented into fracture void
and matrix using a region growing algorithm [118]. For the simulations, we consider
that the reacting matrix contains only calcite. The mineral distribution is mapped
onto a 25× 100× 165 Cartesian grid directly derived from the segmented VOI. Two
75µm long manifolds are added at the inlet and outlet of the computational domain
to facilitate injection conditions. An aqueous solution at pH=2 is injected for 100
hours. A pressure difference between the inlet and the outlet, ∆P = 0.6 Pa, is applied
throughout the injection of solute in the system. The resulting flow rates are in the
order of 100 cm3/h as reported in [107].

In both cases, the micro-continuum approach is used for solving Stokes equations
in the fracture and Darcy’s law in the matrix. A Kozeny-Carman law allows switching
automatically from Stokes (in the fracture) to Darcy (in the matrix) whenever the lo-
cal porosity, φ, is smaller than 1. The fracture-matrix interface is displaced according
to chemical reactions that modify the porosity, which subsequently updates the lo-
cal permeability field and then the flow profile. The impermeable and porous matrix
cases differ, on the one hand, by the initial permeability and porosity values, and on
the other hand, by the model used to compute the mineral-fluid surface area, Ae, in
each grid block. In the first case, a fictitious low-porosity low-permeability matrix is
used to describe impermeable boundaries (initially, φ0 = 0.001 and k0 = 10−20 m2).
Porosity value between 0 and 1 (0 < φ < 1) denotes computational cells that contain
the sharp fluid-rock interface. The volume of solid approach [135] uses the gradient
of the mineral volume fraction, Ys, to compute the surface area from the fracture
geometry and apply surface reaction at the rock-fluid interface. In the porous matrix
case, the matrix porosity and permeability are initially φ0 = 0.2 and k0 = 10−13 m2,
respectively. The displacement of a porous-fluid interface is a two-scale problem and
accurate modelling depends on the constitutive law used to describe the mineral
surface area within a computational grid block. For the fracture-matrix interface, it
seems relevant to assume that the species transport from the fracture to the host
matrix is dominated by diffusion. Therefore, in the simulations, the surface area
within a computational grid block evolves according to a power-law, Ae

A0
=
(
Ys

Ys,0

)n
,
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Fig. 8 Fracture response to the injection of HCl. (a) Evolution of the fracture aperture after
25, 50 and 75 hours. (b) Velocity vectors within the fracture. The non-uniform aperture of the
fracture results in a heterogeneous velocity pattern with faster and slower flow regions.

where the initial surface area of the host matrix is A0 = 6500 m2/m3 and n = 2/3 is
a geometric parameter [106].

The fracture aperture evolution results from a complex interplay between advec-
tion, diffusion, and surface reaction. As illustrated in Fig. 8b, the velocity profile
within the fracture is heterogeneous with fast flow regions and slower flow regions
due to the topology of the fracture boundaries. In advection-dominated transport
regimes, the faster flow pathways preferentially drive the reactant which leads to a
non-uniform dissolution of the fracture surface, a phenomenon known as channeling
[139]. Using impermeable boundaries, the mass of solid mineral decreases by 10 %
between the initial and final stage of the acid injection (see Figure 8a and Figure 9a).
As the fracture aperture increases, the system permeability – estimated to be ini-
tially 10−10 m2 – increases by 150 % after 100 hours of HCl injection. The presence
of a porous host matrix strongly impacts the evolution of the fracture aperture and
of the sample permeability. We obtain a decrease of the mass of calcite by 6 % as
well as a permeability increase of 50 %. Unlike the evolution of the fracture aperture
within an impermeable host matrix that is always sharp, the porous-fluid interface
can be diffused forming a weathered zone as observed in Figure 9b. The development
of this altered layer depends on the penetration length of chemical species into the
host matrix that varies according to the interplay between advection, diffusion, and
surface reaction [37,39]. The simulations presented in this part highlight the capabil-
ities of the micro-continuum approach to capture the development of altered zones.
Nevertheless, accurate modelling of the fracture-matrix interface using hybrid-scale
models needs a proper description of the matrix properties evolution during geo-
chemical processes. According to matrix mineralogy, other constitutive laws can be
more relevant. For example, in the case of the dissolution of an aggregate of mineral
particles, the sugar-lump model [106] increases the surface area per unit of volume
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Fig. 9 Two-dimensional cross-section of the fracture aperture, with the host matrix either
impermeable or porous. The white lines correspond to porosity isocontours (φ = 0.5 for the
impermeable case, and φ = 0.4 and φ = 0.25 for the porous case). Notes the development of
an altered layer due to the lateral penetration and reaction of the acidic solution into the host
matrix.

while the power-law used in the present simulations decreases the specific surface
area. Further investigations will focus on the characterisation of the altered layer
thickness according to the Péclet and the Damköhler numbers.

5 Discussion, conclusion and future challenges

This article has presented two applications of interface displacement by dissolution
in different mineral reactivity contexts. We have shown that the evolution of the in-
terface is highly dependent on the coupling between chemical reactions and transport
in the vicinity of the interface. For dissolution of a homogeneous rock in a pure diffu-
sive context, the interface geometry evolution is highly dependent on the Damköhler
number. At low Da, coupled processes result in a translatory displacement of the
interface, whereas the surface roughness is largely affected at high Da. The Péclet
number Pe ∝ vl

Di
, although not investigated in the present study, provides also useful
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information about the evolution of a particular system, by weighting the relative con-
tribution of advective to diffusive transfer. Combined with the Damköhler number,
it plays a role at a larger scale in determining the different dissolution regimes [55].
For dissolution in advective-diffusive contexts, the evolution of the interface is also
highly dependent on the matrix properties. Whereas dissolution of a homogeneous
and impermeable matrix leads to a sharp displacement of the interface, dissolution of
a porous matrix results in the formation of an altered layer between the fluid phase
and the unaltered matrix.

5.1 Precipitation process

The applications presented in this article concern dissolution processes. Precipita-
tion associated with the evolution of fluid-mineral interfaces and reorganization of
the flow paths plays also an important role in porous media [76,145,146,111,54,102].
Modelling precipitation processes is more challenging than dissolution as it requires
more complex descriptions at all scales. In particular, although closely related to
supersaturation and kinetics, the problems of nucleation and crystal growth at the
pore scale generate severe unknowns on the reactive transport modelling method-
ology. For instance, accounting for nucleation, which is largely dependent on the
free surface energy of the substrate [46,112] and to induction time requires a prob-
abilistic approach to initiate nucleation at the interface. In addition, growth largely
depends on the crystal lattice, with very different crystal habits between minerals,
and their shape can also be largely modified thanks to the presence of minor ele-
ments or organics in solution [25]. Additional variation in growth rate of different
crystal facets, as the role of micro-organisms, development of crystallographic pre-
ferred orientations, changes in specific surface area, competition for growth between
neighbouring crystals, ability of the smallest pores to maintain a higher saturation
with respect to crystallisation or Ostwald ripening [36,121,60] makes the evaluation
of the crystallisation process evolution through time and space difficult. The level set
method [76,129] appears presently one of the most promising method to handle the
growth dynamics, although there is no clear way yet to account for all the constrains
above-mentioned. Additional experimental effort involving digital core analysis or
microfluidic device [53,111,119,122] is still required to investigate real rock samples
or representative analogues in presence of oversaturated fluids. Indeed, it is possible
that mineral substrate and crystal growth heterogeneities (Figure 10) have a larger
impact the flow field or pore-space heterogeneity on the reorganization of flow and
sealing capacity of the pore space [110,102]. A special focus on mineral nucleation
and growth is relevant to improve the understanding of the interface dynamics and
the coupling of simulations with different scale-dependent physics.

5.2 The challenge of upscaling

Thanks to advances in non-destructive imaging techniques, pore-scale studies bring
new information on the characterisation of the microstructure evolution. While it
is readily conceivable that observations at the pore scale would help in an easier
way to fill the gap between microscopic and reservoir scales, they actually call some
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Fig. 10 Evidence of crystal growth heterogeneity in a porous sandstone analogue during
calcite precipitation. (a) Identification of newly formed calcite crystals on (b) aragonite oöıds
and (c) glass beads evidences the dependence of the growth rate, density and shape of newly
formed crystals on the substrate (see [112] for more details about the experiment); (d) 2D
cross-section derived from the 3D volume in (a); (e) measurement of the crystal length normal
to the substrate and (f) derived calcite growth rate

. Reprinted in part with permission from [102], Copyright ACS 2017; and with permission
from [112], Copyright Elsevier 2016.

paradigms into question and bring new challenges for modelling of reactive trans-
port at the continuum scale. The most striking example is certainly the development
of micro-porous altered layers in an argillaceous limestone that leads to a decrease
of permeability despite the increase of porosity, as evidenced in [107] and other
following studies [44,83,87]. At the continuum scale, the relationship between the
different physical parameters describing the rock often relies on empirical models
established at the REV scale. In the present cases, the empirical models used to
describe porosity-permeability relationship are typically unable to account for these
observations, which actually may also involve mechanical deformation of the altered
matrix and release or migration of fine particles through the porous network. Up-
scaling of the flow and transport properties should benefit from these pore-scale
observations.

The standard strategy for upscaling physical processes from the pore to the
reservoir scale (see Figure 11) involves a cascade of description levels nested within
each other [154]. A first important challenge is purely technological and concerns
the development of imaging and computing capabilities that reach the size of a
REV. The continuous improvements both in imaging devices and analysis, and in
High-Performance Computing gives a glimpse of larger and larger sample sizes in
the coming years. The recent introduction of machine learning tools offers a de-
crease in computational time for geochemical equilibrium calculations or for upscal-
ing porosity-permeability relationship [75,90,35]. The biggest challenge, however,
is conceptual. For example, the exponential decay laws that estimate the accessi-
ble reactive surface area according to hydrodynamic conditions have been proposed
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for mono-mineral rocks only [135,38,153] and the existence of universal constitutive
relationships for complex rock texture is still an open question. More importantly, re-
active processes including dissolution instabilities and ramified wormholing develop
large heterogeneities that question the notion of REV for evolving microstructures
[33]. It is commonly admitted that a potential method for upscaling should inte-
grate different simulation approaches and data at different scales [23,21]. Multi-scale
imaging and modelling such as the micro-continuum approaches discussed in this
paper are promising ways to handle the complex heterogeneity and the wide range
of spatial scales that exists, starting from sample size below 10−5 − 10−6 m.

Fig. 11 Integration of approaches for reactive transport upscaling from pore to reservoir scale.

5.3 Rock texture considerations

XMT has made possible visualization of pore-scale structures in rocks with a large
panel of mineralogy, chemistry, textures and fabrics. An increasing number of well-
constrained experiments coupled with pore-scale studies highlights, through min-
eralogical, chemical and physical heterogeneities, the role played by these complex
structures on both flow and transport, as well as on reactive transport dynamics
[100]. If rock anisotropic properties, i.e., permeability anisotropy, have long been
pointed to favour the development of instabilities along preferential directions at
reservoir scale [116], it is logical that structural heterogeneity at the pore scale trig-
gers the same type of instabilities. In this way, core samples with heterogeneous
pore structure promote unstable dissolution fronts compared to more homogeneous
pore networks [130,91]. The development of heterogeneous transport, associating
advective-dominant flowpaths to adjacent areas of stagnant fluid dominated by dif-
fusive transport also favors the appearance of non-local equilibrium at the pore scale.
For instance, precipitation can be observed locally in dead-end pores although the
percolating fluid remains globally highly undersaturated [7]. In addition, it is worth
noting that a homogeneous pore space cannot guarantee the non-development of in-
stabilities [102]. In particular, new structural heterogeneity can emerge in rocks with
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different mineral reactivity [107,5,44,51]. The most streaking example is certainly
the argillaceous limestone sample mentioned in Figure 3, where a new structure, i.e.,
the micro-porous altered layer of silicates, grows at the interface while the carbon-
ate phase keeps dissolving. In this example, orders of difference in the dissolution
kinetic rate between silicates and carbonates drive the formation of new structural
heterogeneities that deeply reorganise flow and transport. The detachment and mi-
gration of fine particles also result from differential dissolution between minerals in
the rock matrix. However, new structural heterogeneity can also emerge as well in
mono-mineralic rocks, e.g., through the reorganisation of flowpaths and transport
at the grain boundaries of two types of calcite with different specific surface, re-
activity and diffusivity [106]. The intrinsic reactivity of some minerals can also be
highly sensitive to micro-structural modifications at the fluid mineral interface [102].
To summarize, characterisation and consideration of rock texture evolution at the
pore scale offer an unprecedented opportunity to give more physico-chemical basis
on phenomena that were ignored or poorly-understood until the advent of pore-scale
studies. Hopefully, integration of more realistic thermo-kinetics formulation basis in
models of reactive transport at the pore scale [48,92,134,75] will permit to bridge
the gap to larger scales.
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59. Gärttner, S., Frolkovic, P., Knabner, P., Ray, N.: Efficiency and accuracy of micro-macro
modelsfor mineral dissolution. Water Resources Research 56(8), 1–23 (2020). DOI
10.1029/2020WR027585

60. Hilgers, C., Dilg-Gruschinski, K., Urai, J.L.: Microstructural evolution of syntaxial veins
formed by advective flow. Geology 32(3), 261–264 (2004-03)

61. Hirt, C., Nichols, B.: Volume of fluid (vof) method for the dynamics of free bound-
aries. Journal of Computational Physics 39(1), 201 – 225 (1981). DOI http://dx.
doi.org/10.1016/0021-9991(81)90145-5. URL http://www.sciencedirect.com/science/
article/pii/0021999181901455

62. Huang, H., Li, X.: Pore-scale simulation of coupled reactive transport and dissolution
in fractures and porous media using the level set interface tracking method. Journal of
Nanjing University (Natural Sciences) 47(3), 235–251 (2011). URL http://www.osti.
gov/scitech/servlets/purl/1048897
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