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Abstract
The in situ mechanical response of a rock mass to a sudden dynamic and static stress change is still poorly known. To tackle this question, we conducted an experiment in an underground mine to examine (1) the influence of dynamic and static stress perturbations on seismic velocities, (2) elastic static stress changes, and (3) induced earthquake activity associated with the blast and removal of a portion of hard rock. We accurately (0.01%) measured seismic velocity variations with ambient seismic noise correlations, located aftershock activity, and performed elastic static stress modeling. Overall, we observe that the blast induced a sudden decrease in seismic velocities over the entire studied area, which we interpreted as the damage due to the passing of strong seismic waves. This sudden process is followed by a slow relaxation lasting up to 5 days, while seismic activity returns to its background level after 2 days. In some locations, after the short-term effects of the blast have subsided, the seismic velocities converge to new baseline levels and permanent changes in seismic velocity become visible. After comparing the spatial pattern of permanent seismic velocity changes with elastic static stress modeling, we infer that the permanent seismic velocity changes are due to the change in the static volumetric stress induced by the removal of a solid portion of rock by the blast. To our knowledge, this is the first observation of noise-based permanent seismic velocity changes associated with static stress changes.

1. Introduction
The behavior of the crust shortly after earthquakes has been the subject of numerous studies, but many coseismic and postseismic processes remain poorly understood. These processes are important to properly model and understand the behavior of faults and earthquake cycles. Damage and healing of the bulk rock mass, postseismic deformation, and the mechanisms of triggering are still not well understood [Scholz, 2002; Gonzalez-Huizar and Velasco, 2011; Johnson et al., 2015]. This is partly due to the complexity of the stress distribution and heterogeneities in the fault zone and partly due to the lack of information and measurements close to faults. Laboratory stick slip experiments have provided insights into earthquake cycles and dynamic triggering [Johnson and Jia, 2005], but real faults have complex frictional properties and can be triggered by environmental factors like groundwater depletion [Amos et al., 2014], fluid pressure [Shapiro et al., 2003], dynamic stress perturbations from large earthquakes [Gomberg et al., 2001; Hill et al., 1993; Gomberg et al., 2004], and quasi-static stress changes from slow-slip events [Bouchon et al., 2011], which makes dynamic triggering and real earthquakes hard to model [Bakun and Lindh, 1985].

The mechanism of dynamic triggering is not well understood since the dynamic strain from large earthquakes is small beyond a few fault radii [Gomberg et al., 2003]. Often, delay times of minutes to hours between the initial large event and the “triggered” microseismic events are reported, which makes it hard to attribute the triggering of the latter to the former. Earthquakes can be considered to be dynamically triggered if the start time is within seconds of the arrival of the direct waves of the triggering event, allowing for a reasonable nucleation time [Tape et al., 2013]. In other cases, the occurrence of triggered events is attributed to changes in the elastic static stress induced by the large earthquakes, where the relatively small change in elastic stress by a large earthquake moves another fault closer to failure [Stein, 1999; Mantovani et al., 2010]. This mechanism allows for much larger delay times between the initial earthquake and triggered earthquakes.
To better understand how the crust responds to large earthquakes, there is a need to improve current methods for measuring in situ stress change and damage near active faults. Strain cells, tiltmeters, and extensometers have all been used in active fault zones, but the measurements are very localized and do not provide a complete picture of what is happening at depth.

On the other hand, seismic velocities of rock are sensitive to changes in applied stress [Nur, 1971; O’Connell and Budiansky, 1974; Lockner et al., 1977]. The relation between applied stress and seismic velocity has been attributed to the opening and closing of microcracks, which will decrease and increase the seismic velocities, respectively. If the seismic velocity variations can be determined to the required accuracy, known stress changes like the deformation of the Earth’s crust due to the earth tides or the stress caused by atmospheric air pressure changes can be used to calibrate these stress-induced velocity variations [Fazio et al., 1973; Reasonberg and Aki, 1974; Leary et al., 1979]. Unfortunately, the sensitivity of seismic velocity to applied stress is low [Yamamura et al., 2003], so that the seismic velocities have to be measured very accurately to be able to detect the processes of interest.

Over the last decade, seismic noise correlations have emerged as a method that provides sufficient resolution to resolve small variations (below 0.1%) in seismic velocity [Sens-Schönfelder and Wegler, 2006]. Cross-correlating ambient seismic noise can be used to construct estimates of the seismic Green’s function between sensor pairs, effectively turning one of the sensors into a virtual source [Shapiro and Campillo, 2004; Roux and Kuperman, 2004; Sabra et al., 2005; Campillo, 2006]. With this method it has been shown that large earthquakes have measurable effects on seismic velocity [Brenguier et al., 2008a; Cheng et al., 2010]. These studies reported significant coseismic velocity drops along with a gradual relaxation back to preseismic levels. The velocity drops have been shown to be located in the rupture zone of the large event or in areas where the susceptibility of seismic velocities to stress change is large, like volcanic regions with high pore pressure [Brenguier et al., 2014]. Significant precursory velocity changes have also been reported for volcanic eruptions [Brenguier et al., 2008b], mud landslides [Mainsant et al., 2012], and even earthquakes [Niu et al., 2008].

In this study, we investigate whether accurate measurements of seismic velocity variations using noise correlation methods can provide insights into the immediate and long-term effects of a sudden dynamic stress perturbation on the surrounding rock. The experiment was conducted in an environment that is well instrumented and fits naturally between laboratory and crustal scale—an active underground mine.

2. Data and Methods

In an effort to understand the immediate and long-term effects of a sudden dynamic stress perturbation and elastic static stress changes on the surrounding medium, we conducted a small-scale experiment in an active underground mine while recording continuous seismic data with the standard mine Institute of Mine Seismology (IMS) microseismic monitoring network. The seismic network consists of 18 short-period geophones. The experiment entailed the simultaneous detonation of multiple explosives in a 20 m³ volume in a mining tunnel and examining the effects on the surrounding rock by considering triggered seismicity, seismic velocity variations, and modeled elastic static stress behavior. The blast produced peak ground motions of up to 30 mm/s on geophones roughly 50 m away.

The location of the blast and subsequent aftershocks relative to the mining tunnels and sensors are shown in Figure 1. The aftershocks are not grouped evenly around the location of the blast but appear clustered. The locations of the aftershocks stay reasonably constant over a 2 day period, and no systematic migration patterns were observed. The time distribution of the aftershocks follows Omori’s law with a p value of 0.48, which seems low but is reasonable in a mine setting [Vallejos and McKinnon, 2010].

To better understand the immediate effect of the blast on the surrounding medium and the mechanism behind the aftershocks, we examined hourly measurements of the seismic velocity variations. Most of the previous studies where ambient seismic noise correlations have been used to measure seismic velocity variations have used surface seismic sensor arrays. In these scenarios, the surface waves from the interaction of the ocean waves with the solid earth provide stable seismic noise sources that can be used to make daily measurements of seismic velocity variations. However, the wavelengths of these surface waves are too large to provide sufficient sensitivity and resolution for many small-scale industrial environments (like mines).

Recently, it has been shown that the noise generated by mining activity can be used to construct good estimates of the seismic Green’s function if the noise is carefully selected [Olivier et al., 2015]. The processing
scheme that we employed in this study is a variation of the method described in detail in Olivier et al. [2015] and only briefly outlined here. Every hour of continuous data is split into 10 s sections, spectrally whitened between 20 and 240 Hz and one-bit normalized. The resulting sections are cross correlated among station pairs. If the 10 s cross-correlation function (CCF) for a specific station pair has a signal-to-noise ratio of 2 or more in a window around the lag time corresponding to the expected arrival time of the primary $S$ wave, the CCF is added to the hour stack for this station pair. The resulting stack is used as the hourly CCF.

This processing scheme succeeds in recovering stable estimates of the seismic Green's function every hour. All CCFs for one station pair are shown in Figure 2. Each colored line in the bottom part represents an hourly CCF, while the average for the entire time period is shown at the top of the figure. A remarkable feature visible...
here is the temporal stability of the cross-correlation functions, especially in the coda of the CCFs. The coda of the CCFs is expected to be more stable as a function of time than the direct arrivals. This is due to the fact that the direct arrivals are more sensitive to changes in seismic sources than the coda when constructing CCFs [Froment et al., 2010].

These stable hourly estimates of the seismic Green’s function are used to measure time-dependent relative seismic velocity variations by using the moving window cross-spectral technique [Poupinet et al., 1984; Clarke et al., 2011]. To reduce the potential errors due to changes in the seismic sources, this method is only used to measure changes of the seismic velocity in the coda of the CCFs. Relative velocity variations were measured in the frequency band 100–240 Hz and in the lag time window between 0.02 s after the expected arrival of the direct S wave and up to 0.4 s. A large number of different processing parameters were tested, and these particular parameters resulted in the smallest average misfits in the linear regression measurements. The stable reconstructions of the seismic Green’s functions along with the MWCS technique enabled us to resolve velocity variations as small as 0.01%.

In order to obtain the time-dependent velocity variations for an entire period, it is common to measure changes between individual CCFs and an arbitrary reference CCF. The reference CCF can be the average of all available CCFs or the average of a subset. In an environment where it is possible that the CCFs can change due to medium or source changes, the use of this method could introduce large errors if the CCFs become incoherent over time [Hillers et al., 2014].

Recently, a new way to determine the time-dependent seismic velocity variations has been proposed that eliminates the need to introduce an arbitrary reference function. In this method, the travel time variation between each CCF and all the other CCFs is measured and a Bayesian least squares inversion is performed to find the time-dependent seismic velocity variations [Brenguier et al., 2014].

In order to locate the regions where the velocity variations occur, we average the velocity variations for the $N - 1$ cross-correlation pairs involving a specific sensor (where $N$ is the number of sensors). In the frequency band where velocity variations are measured, the seismic wavefield is diffuse due to the scattering caused by the mining excavations and tunnels [Olivier et al., 2015]. As a result the sensitivity kernels, based on diffusion approximations, have a pronounced maximum close to the sensors. The average of $N - 1$ velocity variations
Involving a specific sensor is therefore a good approximation for the velocity change at this sensor. This averaging process also decreases the errors in the apparent seismic velocity variations introduced by changing noise source locations.

3. Results

The relative velocity variations averaged for one sensor are shown in Figure 3 along with the temporal distribution of the aftershocks. A 4 h smoothing window has been applied to time-dependent velocity variations. The velocity variations for additional sensors are given in the supporting information. The aftershocks occur minutes to hours after the blast (see Figure 3, bottom). This is much later than the arrival of the direct seismic waves, which indicates that the microseismic events are not directly triggered by the passing dynamic strain wave. The spatial clustering and delayed timing of the aftershocks indicate that they were either triggered by the changed static stress or by another mechanism.

Three remarkable features are visible in the relative velocity variation curve. First, an immediate decrease of roughly 0.025% is visible at the time of the blast. The velocity drop is followed by a slow relaxation that takes roughly 5 days. For large earthquakes in a crustal setting, the relaxation can take years [Richter et al., 2014]. Finally, after 5 days the velocity has converged to a new baseline value 0.025% higher than before the blast. The immediate velocity decrease and subsequent relaxation were observed at all sensors within a 200 m radius of the blast.

The mechanism by which seismic velocities decrease in response to dynamic stress perturbations is often described as related to damage, that is, the opening of cracks or motions at the grain boundaries. Since a seismic velocity decrease is observed at all sensors close to the blast, we attribute the immediate velocity drop to damage and plastic deformation induced by the strong shaking of the production blast, whereas the subsequent relaxation is interpreted as the closing of the newly opened cracks and fractures by the confining static stress. The relaxation time was roughly similar for all sensor locations and exhibited no detectable spatial variations (see supporting information). The seismic activity rate returns to normal levels roughly 2 days after the blast, which is significantly faster than the seismic velocity changes.
Arguably the most interesting feature of the velocity variations in Figure 3 is that the seismic velocity ultimately increases in response to the blast for this sensor. This result might seem unusual, since it is expected that the seismic velocity will decrease in response to the weakening of the medium by the blast. For some other sensor locations, we do see a permanent decrease in the seismic velocity after relaxation (see supporting information). In our opinion, the only physical mechanism for an increase of the seismic velocities in this scenario could be an increase in elastic static stress due to the removal of a portion of solid rock by the blast. Such modifications to excavations cause the virgin stresses to further redistribute, producing zones of increased stress as well as zones of decreased stress. For example, if the virgin principal stress is vertical (i.e., lithostatic pressure is dominating), then removal of a thin horizontal slot will increase the volumetric stress at the abutments but decrease volumetric stress above and below the slot.

To estimate the 3-D elastic stress changes due to the blast, we constructed and solved an elastic static stress model. This entails creating a 3-D model with the mined-out regions enclosed by free surfaces and surrounded by homogeneous isotropic rock and using the displacement discontinuity boundary-element method [Jager and Ryder, 2002]. In short, this method estimates the value of the stress at each element in our model as the sum of the Kelvin solutions for the stress induced at this element by the virgin stress acting individually on each of the other elements in our model. This process is repeated after a 20 m³ piece of rock is removed in the location where the blast was detonated, and the difference between the two model solutions represents the modeled static stress change. For a discussion on the effects of changes in tunnel geometry on changes in local stresses we refer the reader to Jager and Ryder [2002]. The virgin stress used in the model was measured by Commonwealth Scientific and Industrial Research Organisation cелеロcore measurements, and measured values of the Young’s modulus and Poisson’s ratio were used [Boliden, 2014].

To approximate the values of the velocity change between sensors, we used a 3-D triangulation-based linear interpolation method. To visualize the velocity changes, isosurfaces of the interpolated values were created. Even though it is possible to create high-resolution 3-D images of the modeled elastic static stress changes, we chose to only calculate the elastic static stress changes in the vicinity of each seismic sensor and use the same 3-D interpolation and visualization method used to visualize the velocity changes. This was done in order to minimize the influence of the interpolation method on our final interpretations. The average of all elements within 10 m of each sensor was used as the value of the modeled stress change at this sensor.

Figure 4 shows the locations of the blast and aftershocks along with immediate changes of the seismic velocity (a), the permanent changes of the seismic velocity (b), and the changes in the modeled elastic static stress (c).

The immediate changes of the seismic velocity (Figure 4a) show the decrease in seismic velocity experienced at all sensor locations due to the damage from the dynamic strain wave from the blast.

The permanent change in seismic velocity and the modeled change in volumetric stress \( \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33}) \) are generally in agreement for most locations—there is an increase in modeled volumetric stress to the north-east of the blast and a decrease to the south-west (Figures 4b and 4c). A comparison of the relative velocity change to the modeled stress change indicates a velocity-stress sensitivity of the order of \( 10^{-9}/\text{Pa} \), which compares well with values reported in the literature (see table in Yamamura et al. [2003]). The similar spatial distribution, along with the plausible value for the velocity-stress sensitivity, indicates that the change in baseline of the seismic velocity could be a good proxy for the change in elastic static volumetric stress. Alternative explanations for the permanent changes in the seismic velocity could include pore fluid migration and pore pressure changes due to drainage after blasting and excavation.

Although the comparison between the two independent methods is qualitatively convincing, there are a few areas where the methods are not in complete agreement. The difference is especially clear in the area where the aftershocks are clustered (directly to the south of the blast in Figure 4). The presence of fractured zones, as indicated by the spatial clustering of the aftershocks, could explain the discrepancy between the modeled stress change and the observed velocity changes. In other words, the homogeneous static stress model could be too simple to accurately represent the complex rock mass in these zones.

The majority of the aftershocks are clustered in an area where we see an immediate decrease in the seismic velocity and also a change in modeled elastic static stress. However, the aftershocks are not necessarily
Figure 4. Comparison of isosurfaces of the immediate change in the seismic velocity, the permanent change in the seismic velocity, and the modeled volumetric stress change. The permanent change in the seismic velocity (5 days after blast) and the modeled static stress change are qualitatively in agreement for most locations.

located in areas where we see the largest change in either of these quantities. Instead, the aftershocks appear to be clustered in the vicinity of a known fault [Boliden, 2014]. This could indicate that the fault that was activated by the changes in elastic static stress resulting from the blast. Alternatively, the location of the cluster of aftershocks could indicate that this area was highly stressed before the deformation and more susceptible to induced fracturing. Both these observations are consistent with previous results obtained in a mine environment [Castellanos and Van der Baan, 2015].

4. Conclusions

An experiment was performed in which a blast was detonated in a tunnel in an underground mine, while seismic velocity variations were accurately (0.01%) measured with ambient seismic noise correlations. Additionally, aftershock activity was examined, and the influence of the removal of a portion of solid rock was estimated with elastic static stress numerical modeling. The majority of the aftershocks were delayed with respect to the passing of the dynamic waves from the blast, while the locations of the aftershocks appeared clustered and not homogeneously spread around the blast location.

A significant velocity drop is visible during the time of the blast, which is interpreted as a consequence of damage and plastic deformation. These nonelastic effects are healed by the confining stresses over a period of 5 days until the seismic velocity converges to a new baseline level. The instantaneous weakening and gradual healing observed from the velocity variations are qualitatively similar to results reported in laboratory studies. The change in the baseline level of the seismic velocity before and after the blast indicates a change in the static stress that is comparable to the results of elastic static stress modeling. The differences between the elastic model predictions and the seismic velocity variations could be due to zones of fractured rock, suggested by the spatial clustering of the aftershocks, that are not represented by the simple homogeneous isotropic elastic model.
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