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Abstract Using a selection of Global Navigation Satellite System vertical velocities from the latest solution of the International Terrestrial Reference Frame (ITRF) ITRF2014, we calculate the degree-1 and degree-2 spherical harmonics coefficients (SHC) of the solid Earth figure changes at different dates, with realistic errors that take into account the inhomogeneity of the network. We find that the SHC are globally close to zero except the zonal coefficients, which show values notably larger than those derived from different glacial isostatic adjustment (GIA) models and which have tended to increase during the time span of observations. We show that these differences are most probably due to global recent ice melting (RIM). Assuming elastic RIM deformation, we then investigate the Earth’s geocenter velocity and the geoid oblateness time evolution ($J_2$-rate) derived from our SHC estimations. The obtained geocenter velocity reaches $0.9 \pm 0.5$ mm/year in 2013 with a z-component of $0.8 \pm 0.4$ mm/year, which is slightly larger than previous estimations. We compare our $J_2$-rate estimations with observations. Our estimations show a similar acceleration in $J_2$ after 2000. However, our estimates are notably larger than the observations. This indicates either that the $J_2$-rate due to GIA processes is lower than expected (as proposed by Nakada et al., 2015, 2016) or that the deformation induced by RIM is not purely elastic, or both. Finally, we show that viscous relaxation or phase transitions in the mantle transition zone may only partly explain this discrepancy. This raises the question of the accuracy of current mass estimations of RIM and GIA models.

1. Introduction

The International Terrestrial Reference Frame (ITRF) is classically constructed from a combination of station position time series provided by the four space geodetic techniques: Global Navigation Satellite Systems (GNSS), Very Long Baseline Interferometry (VLBI), satellite laser ranging (SLR), and Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS). The careful combination of these different techniques ensures that the frame is well centered on the average, long-term center of mass (CM) of the whole Earth and follows its linear time evolution as sensed by SLR. All ITRF solutions since ITRF2000 (Altamimi et al., 2002; Altamimi et al., 2007; Altamimi et al., 2011; Altamimi et al., 2016) provide station velocities, which all together can give a global overview of the time evolution of the solid Earth figure. By investigating the GNSS station vertical velocities of the ITRF2008 solution, Métivier et al. (2012) showed that long-term variations are observable in the solid Earth oblateness. They also showed that these variations are consistent with the last decade observed long-term tendency of the geoid oblateness, the so-called $J_2$ parameter. $J_2$ time variations have been observed and studied for more than 30 years (e.g., Yoder et al., 1983; Cheng et al., 2011; Ivins et al., 1993; Meyrath et al., 2017; Mitrovica & Peltier, 1993; Nakada et al., 2016; Trupin, 1993). It is well accepted today that the $J_2$ long-term variations are most probably induced by glacial isostatic adjustment (GIA) and recent ice melting (RIM) (e.g., Ivins et al., 1993; Mitrovica & Peltier, 1993; Trupin, 1993; Cox and Chao, 2002; Dickey et al., 2002; Nerem & Wahr, 2011; Cheng et al., 2013; Nakada et al., 2015). The GIA is the result of ice sheet retreat since the Last Glacial Maximum (~20–30 kyr BP) (e.g., Peltier, 1998; Mitrovica et al., 2005; Lambeck et al., 2001), while RIM has been evidenced over Greenland, Alaska, and Antarctica during the last decades (e.g., Cazenave & Llovel, 2010; Shepherd et al., 2012). Both phenomena induce deformation of the solid Earth (e.g., Khan et al., 2010; Peltier, 1974), sea level variations (e.g., Lambeck & Chappell, 2001; Peltier, 1998), gravity time variations (e.g., Khan et al., 2010; Tamisiea et al., 2007), geocenter motions (Argus, 2007; Greff-Lefftz, 2000; Greff-Lefftz et al., 2010; Métivier et al., 2010, 2011), and rotation variations (e.g., Adhikari et al., 2018; Chambers et al., 2010;
Mitrovica et al., 2005, 2015). However, while GIA deformation is today the result of viscous relaxations (e.g., Caron et al., 2017), RIM deformation is generally considered as purely elastic. Yet a few studies suggest possible impact of local viscoelasticity in RIM deformation in Antarctica, Patagonia, Iceland, or Alaska, which would be observable in GNSS measurements (Jin et al., 2017; Lange et al., 2014; Larsen et al., 2004; Nield et al., 2014).

In the present work we investigate what information the ITRF2014 solution brings to the observation of the global figure variations of the Earth and of geocenter velocity. ITRF2014 is the latest ITRF solution and was recently published (Altamimi et al., 2016). Though the ITRF2014 frame parameters appear to be close to those of ITRF2008, the ITRF2014 solution presents some different characteristics from all previous ITRF solutions, in particular regarding station vertical velocities. All past ITRF solutions show large vertical velocities mostly located in Canada and Fennoscandia, regions well known to be subject to GIA deformation (Lambeck et al., 2014; Peltier, 2004; Peltier et al., 2015). The ITRF2014 solution presents additional large vertical velocities over Greenland, Alaska, and Antarctica, which can be larger than those observed in Canada and Fennoscandia (see Figure 1a). Large vertical velocities in Greenland were already observable in the ITRF2008 solution, but their magnitude predominance is a peculiarity of the ITRF2014 solution. As expected and as we will see here, this signal is most probably an indication of present global climate changes.

We choose to investigate the ITRF2014 vertical velocities of GNSS stations only because of the high precision of GNSS measurements and because of the greater density of the GNSS network (Altamimi et al., 2016; Collilieux et al., 2011). Indeed, the ITRF2014 network contains 1054 GNSS stations, that is, approximately twice more stations than those of the ITRF2008 network (Altamimi et al., 2011; Métivier et al., 2012). Among these stations, a lot of stations located in Greenland, Alaska, and Antarctica show long-term nonlinear behaviors (see, e.g., KELY and THU2 stations in Greenland in Figure 1b). Such behaviors have been handled in the ITRF2014 construction by introducing velocity discontinuities in the modeling of station position time series. This specificity of the ITRF2014 solution offers the opportunity to get an overview of
the temporal variations of vertical velocities over polar regions. Figure 1c shows the time evolution of the GNSS network and vertical velocities in the ITRF2014 solution at different dates over Antarctica and Greenland. One can see that the number of stations in the solution, particularly in Greenland, increases with time, as well as the vertical velocities of these stations.

2. ITRF2014 GNSS Vertical Velocities

We investigate GNSS vertical velocities from the ITRF2014 solution. We selected a core network of stations with the most accurate velocities in order to ensure the best quality of our estimations. We kept stations whose vertical velocities have been estimated with a formal error less than 0.5 mm/year. Because we focus on GIA and RIM processes, we also excluded all stations that present evident postseismic deformation (188 stations) and a few stations that are well known to exhibit anthropogenic or anomalous signals, such as BOGT (Bogota, Colombia) and INEG (Aguascalientes, Mexico). Our final network contains a total of 864 stations, that is, approximately 83% of the complete ITRF2014 GNSS network. Most of the ITRF2014 stations have a unique velocity. However, as mentioned before, a few stations, in particular in Greenland, Alaska, and Antarctica, have several velocities in the ITRF2014 solution, associated with different time spans. For this reason, and because the network of observing ITRF2014 GNSS stations evolves with time, our selected vertical velocity field slightly varies in time. It contains, for instance, 808 stations in 2000 and 841 stations in 2013 (see Figure 1). Note that velocity discontinuities have been introduced in ITRF2014 time series for all stations that show evident changes of velocities, that is, changes above the position time series noise. It is worth mentioning that vertical velocity formal errors provided by the ITRF2014 solution, which are typically around 0.05 mm/year, are well known to be overly optimistic because they assume white noise in time series. Therefore, they poorly reflect the real vertical velocity uncertainty with respect to GPS position time series noise. More realistic GPS velocity uncertainties that account for the correlated noise are typically around 0.35 mm/year (Santamaria-Gomez, 2017). Moreover, if we take into account the SLR frame origin error propagation into GPS vertical velocities (Riddell, et al., 2017), the uncertainty should be more at the level of 0.4 mm/year, depending on latitude. Finally, Among the 864 stations that we kept, only 41 stations present velocity discontinuities in their time series. They are mostly located in polar regions. However, half of the stations located in polar regions do not present velocity discontinuities because their time series are too short.

Note that important effects, such as variations in length of the day and the change in Earth shape associated with tidal braking, are accounted for as a part of the establishment of the ITRF (see, e.g., equation (A2) in Altamimi et al., 2016).

3. Determinations of Solid Earth Figure Changes With Realistic Errors

Let us develop the vertical velocity field \( v(\theta, \lambda) \) of the solid Earth surface in terms of spherical harmonics:

\[
v(\theta, \lambda) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} N_{nm}^{m} (\cos \theta) (C_{nm} \cos (m\lambda) + S_{nm} \sin (m\lambda))
\]  

(1)

where \((\theta, \lambda)\) are colatitude and longitude, \((C_{nm}, S_{nm})\) are the normalized SHC of degree \(n\) and order \(m\) of the solid Earth shape rate, \(P_{nm}^{m}\) are the associated Legendre polynomials, and \(N_{nm}^{m}\) are normalization coefficients (our spherical harmonics are classically normalized to 4\(\pi\)). We want here to infer degree-1 and degree-2 SHC from our selection of ITRF2014 GNSS vertical velocities. It is well known that degree-1 coefficients are linked to geocenter motion, which we define here as the displacement of the center of figure (CF) with respect to the CM of the whole Earth (for a precise definition of CF and CM, see, e.g., Greff-Leffitz & Legros, 1997, or Blewitt, 2003). Degree-2 SHC reflect global figure changes of the solid Earth at its longest wavelengths. In particular, \(C_{20}\) reflects solid Earth oblateness variations, \(C_{21}\) and \(S_{21}\) mainly reflect the displacement of the equatorial bulge induced by Earth rotation variations (e.g., Lambeck, 1980; Mitrovica et al., 2005; King & Watson, 2014; Chen et al., 2015; Altamimi et al., 2016), and \(C_{22}\) and \(S_{22}\) reflect variations in the Earth triaxiality, possibly generated by core-mantle coupling or longitudinal water transport. In Métivier et al. (2012), we extracted degree-2 SHC from a least squares inversion (LSI) of all SHC up to degree 5 (see also, e.g., Wu et al., 2002; Fritsche et al., 2010; Collilieux et al., 2012). The maximum degree of the inversion was chosen to minimize aliasing errors due to the specific shape of the GNSS network on degree-2 SHC.
(Wu et al., 2002). Here we use the same approach based on our selection of ITRF2014 GNSS vertical velocities. In addition, we also test a completely different approach based on the direct spherical harmonic transform (SHT) of a Voronoï diagram. This second approach consists in interpolating our unevenly distributed network of velocities over a 1 × 1 degree grid using the nearest-neighbor method. This leads to a so-called Voronoï diagram of the velocity field as shown, for example, in Figure 2. Then one can easily calculate SHC coefficients from such a grid using discrete SHT (i.e., classical spherical harmonic integrations over a 1 × 1 degree grid).

We tested both approaches (LSI and SHT) over synthetic data in order to determine their efficiencies, as well as the biases and errors inherent to each approach. The synthetic data were constructed by combining multiple GIA and RIM models. The different GIA models used in the framework of this synthetic evaluation were as follows: two versions of the ICE5G-VM2 model, the original one from Peltier (2004) and a derivative one from Paulson et al. (2007) (models denoted hereafter ICE5G-PE and ICE5G-PA), the ICE6G-VM5a model from Peltier et al. (2015) (model denoted hereafter ICE6G), and the Australian National University (ANU) ice model associated with five different viscosity profiles (Lambeck et al., 2010; Lambeck et al., 2014; Lambeck et al., 2017). Originally, the ANU GIA model makes use of various viscosity profiles, one for each specific GIA region. Because we need global GIA deformation, and because the selection of a viscosity profile is still a subject of debate (e.g., Lambeck et al., 2014; Métivier et al., 2016), we recalculated the global Earth response to the ANU ice history using five different viscosity profiles, independently of the region concerned (models denoted hereafter ANU-V1 to ANU-V5). These profiles, in practice, reflect the mantle behavior under different types of crust (continental, oceanic, margins, etc.) (see Table 1 and Lambeck et al., 2017).

By doing so, we expect to get a wide spectrum of realistic possible responses of the Earth to the ANU ice history. In addition to GIA models, we also explored various RIM models. Following the approach of Métivier et al. (2012), we calculated the elastic Earth deformation induced by a large number of RIM models, including the impact of the sea-level fingerprint (e.g., Farrell and Clark, 1976; Conrad & Hager, 1997; Mitrovica et al., 2001; Adhikari & Ivins, 2016). We considered three distinct ice sheet regions: Greenland, Antarctica, and glaciers (glaciers locations and extensions were taken from the Global Land Ice

![Figure 2. Voronoï diagram of our selection of ITRF2014 GNSS vertical velocities in 2013.](image)

<table>
<thead>
<tr>
<th>Viscosity profile</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithosphere thickness (km)</td>
<td>60</td>
<td>50</td>
<td>80</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>Upper mantle viscosity (Pa·s)</td>
<td>$1.5 \times 10^{20}$</td>
<td>$1.5 \times 10^{20}$</td>
<td>$2.0 \times 10^{20}$</td>
<td>$5.0 \times 10^{20}$</td>
<td>$3.0 \times 10^{20}$</td>
</tr>
<tr>
<td>Lower mantle viscosity (Pa·s)</td>
<td>$2.0 \times 10^{21}$</td>
<td>$7.0 \times 10^{22}$</td>
<td>$1.0 \times 10^{22}$</td>
<td>$1.5 \times 10^{22}$</td>
<td>$1.0 \times 10^{22}$</td>
</tr>
</tbody>
</table>
Measurements from Space Glacier database of National Snow and Ice Data Center; Dyurgerov & Meier, 2000, 2005). In each region, the ice was assumed to be melting uniformly with a constant rate. Based on published estimations (e.g., Cazenave & Llovel, 2010; Lemke et al., 2007; Métivier et al., 2010, 2011), we tested a wide range of possible ice mass rates in the different regions: from $-400\text{ to }-100\text{ Gt/year}$ in Greenland, from $-200\text{ to }0\text{ Gt/year}$ in Antarctica, and from $-400\text{ to }-100\text{ Gt/year}$ in glaciers (ranges up to $-600$ and $+80\text{ Gt/year}$ have been also tested, but the results were globally equivalent). More recent intercomparisons using multiple space techniques that have identical reference time series reveal that the bounds of Antarctic and Greenland mass balance is more tightly confined (Shepherd et al., 2012; Shepherd & the IMBIE-2 Team, 2018) than the ones selected here for our analysis, but this will not affect our result. Among the various RIM models that we built, we included cases in which all the ice melting in Greenland is concentrated along Greenland coasts, cases in which all the ice melting in Antarctica is concentrated in West Antarctica, and cases in which all the ice melting from glaciers is concentrated in Alaska. Finally, we also tested cases in which the location of the ice melting was determined thanks to a geographical mask built from Gravity Recovery and Climate Experiment (GRACE) observations (from GRACE-Goddard Space Flight Center (GSFC) mascon solution; Luthcke et al., 2013). However, we did not use GRACE-inferred melting rates here; the ice melting rates tested in each of the three regions (Greenland, Antarctica, and everywhere else) were those mentioned before. Overall, we created more than 40,000 RIM models that we combined with each GIA model. We calculated the global ground motions induced by every model combination as well as their degree-1 and degree-2 SHC (we will denominate below these degree-1 and degree-2 SHC values as the synthetic model “true” SHC solutions).

Based on these synthetic models, we then evaluated the two methods (LSI and SHT approaches; see below) investigated here to determine degree-1 and degree-2 SHC of the solid Earth figure variations from our selected GNSS velocity field (we will denominate below these degree-1 and degree-2 SHC values as our “estimated” SHC solutions). We first interpolated the synthetic velocities on the GNSS network. We then added small random errors (normally distributed with a standard deviation of 1.0 mm/year) to the interpolated velocities. Finally, we applied both inversion approaches to the synthetic velocities in order to assess their ability to recover the SHC of the synthetic models. Figure 3 shows the standard deviations of the differences between the true and estimated SHC for a set of synthetic models, using both inversion approaches. The network used here consists of our selected ITRF2014 GNSS stations available in 2013. The set of synthetic models tested in this figure is composed of models built from the ICE-6G GIA model and all RIM models. Similar analyses have been conducted with the other GIA models. As shown in Figure 3, we investigated the LSI
approach with different maximum degrees of truncation $N$, from 2 to 7. Figure 3 illustrates the general results that we obtained with all the synthetic models. Generally, with the LSI approach, a truncation degree of $N = 5$ gives the best results (i.e., minimizes the differences between the true and estimated SHC), except for the zonal coefficients $\hat{C}_{10}$ and $\hat{C}_{20}$. For these last two coefficients, $N = 4$ seems more appropriate, though their standard deviations remain nevertheless larger than those of the other SHC. On the other hand, the SHT approach gives results at the level of the best LSI estimations, that is, with standard deviations typically around 0.1 mm/year for all SHC. For the zonal coefficients, the SHT approach is therefore clearly more efficient than the LSI approach. Figure 4 shows the distributions of the differences between the true and estimated SHC for the same set of synthetic models. One can see that the distributions are globally Gaussian shaped and that some of them are not centered on zero, which means that the SHC inversions are biased for some coefficients. This is particularly true for the zonal coefficients $\hat{C}_{10}$ and $\hat{C}_{20}$ obtained using the LSI approach. It is also the case using the SHT approach, but with smaller biases. In general, we observe that the means of the distributions, that is, the estimation biases, are dependent on the selected GIA model, while the widths of the distributions result from the diversity of our RIM models.

Figure 4. Distributions of the differences between the “true” and estimated SHC for a set of synthetic models using the two inversion approaches. The set of synthetic models tested in this figure is composed of models built from the ICE-6G GIA model and all RIM models.
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We then apply the LSI and SHT approaches to our selection of ITRF2014 GNSS vertical velocities and correct the results from the estimation biases found in our synthetic inversions. Figure 5 presents the results for each SHC depending on GIA models and the method used. The red open squares correspond to the raw GNSS inversion results without any bias correction or error estimation. Their error bars are directly inferred from ITRF2014 GNSS velocity formal errors. The gray dots and error bars show the GNSS inversion results corrected from the biases found in our synthetic inversions. There is one corrected solution per GIA model. The error bars correspond to 3 times the standard deviations of the distributions shown in Figure 4 (or their equivalents for other GIA models). Finally, the red filled squares and their red bars correspond to our final solution, where the GNSS inversion results have been corrected from a mean bias over all GIA models and where the error bars encompass those from all GIA models.

Figure 5. Application of the LSI and SHT approaches to our selection of ITRF2014 GNSS vertical velocities in 2013. The red open squares correspond to the raw GNSS inversion results without any bias correction or error estimation. Their error bars are directly inferred from ITRF2014 GNSS velocity formal errors. The gray dots and error bars show the GNSS inversion results corrected from the biases found in our synthetic inversions. There is one corrected solution per GIA model. The error bars correspond to 3 times the standard deviations of the distributions shown in Figure 4 (or their equivalents for other GIA models). Finally, the red filled squares and their red bars correspond to our final solution, where the GNSS inversion results have been corrected from a mean bias over all GIA models and where the error bars encompass those from all GIA models.

We then apply the LSI and SHT approaches to our selection of ITRF2014 GNSS vertical velocities and correct the results from the estimation biases found in our synthetic inversions. Figure 5 presents the results for each SHC depending on GIA models and the method used. The red open squares correspond to the raw GNSS inversion results without any bias correction or error estimation. Small error bars, sometimes too small to be visible, are associated with the red open squares. These error bars come from the direct propagation of ITRF2014 GNSS velocity formal errors. The gray dots and error bars correspond to GNSS inversion results corrected from the biases found in our synthetic inversions. There is one corrected solution per GIA model. The half-length of gray error bars is 3 times the standard deviations of the distributions shown in Figure 4 (or their equivalents for other GIA models). Finally, the red filled squares and their red bars correspond to our final solution, where the GNSS inversion results have been corrected from a mean bias over all GIA models and where the error bars encompass those from all GIA and RIM models.

One can see how large the error bars are when one takes into account the biases and errors induced by the network inhomogeneity compared to ITRF2014 formal error propagation. Note that a final validation test of the methods can be found in the supporting information, which illustrates the importance of determining these biases and realistic errors in order to recover the correct degree-1 and degree-2 SHC values.

To conclude here, we see that the SHT and LSI approaches lead to very similar results. However, in general, the SHT solutions are less dependent on the GIA model than are the LSI solutions, and they present smaller.
biases and errors. For these reasons, all the results presented in section 4 are those obtained using the SHT approach. Note that the efficiency of the Voronoï approach is dependent on the data network. Therefore, we cannot assure that the SHT approach would be more efficient than the LSI approach with a different network.

4. Results
4.1. Solid Earth Figure Changes

We apply the approach described in section 3 to our selection of ITRF2014 GNSS vertical velocities in order to determine degree-1 and degree-2 SHC of the solid Earth figure changes at different dates. Figure 6 shows our final results for year 2013 (i.e., using the selected ITRF2014 velocities available at that date). The error bars shown in Figure 6 are those derived from Figure 5; that is, they are the largest possible error bars that encompass all the “3-sigma” error bars of the synthetic test distributions. Given their uncertainties, most SHC appear to be close to zero, except the zonal SHC $C_{10}$ and $C_{20}$, and possibly the $S_{21}$ coefficient. This is globally consistent with previous results on degree-2 SHC provided by Métivier et al. (2012). However, we note that the $C_{20}$ estimations obtained here (for all dates) are larger than the unique estimation by Métivier et al. (2012). In fact, we found that the network used in Métivier et al. (2012) tends to slightly underestimate the $C_{20}$ value compared to the networks used here and that the uncertainties were underestimated in Métivier et al. (2012) since they did not consider the full distribution of synthetic test errors, as was done here. The results obtained here are nevertheless globally comparable to those from Métivier et al. (2012). Here, we additionally consider degree-1 SHC and we also investigate the time evolution of the SHC.

When we compare our SHC estimations with predicted values from different GIA models (Figure 6), we observe large differences with all GIA models for the zonal coefficients $C_{10}$ and $C_{20}$ and with specific GIA models for the $S_{21}$ coefficient. It should be noted, however, that while the different GIA models agree well with each other for $C_{10}/C_{20}$, there are large discrepancies between the GIA models for $S_{21}$. This last point is well known and has been discussed by various authors (Chambers et al., 2010; Métivier et al., 2012; Mitrovica et al., 2005). Such discrepancies between the GIA models are due to the way in which the Earth’s rotational feedback is taken into account in GIA modeling. In particular, the ICE5G-PE model presents a $S_{21}$ coefficient that has been shown to be too large by Chambers et al. (2010) (see also Chambers et al.,
Figure 7. Time evolution of the \( C_{20} \) coefficient.

The results shown in Figure 6 are for year 2013. Because of the time evolution of our estimated \( C_{20} / S_{21} \) coefficients are globally consistent with all GIA models. We note however that, although small, systematic differences can be noted between the \( S_{21} \) coefficients from the ICE5G and ICE6G models (consistently positive) and those from all ANU models (consistently negative), a negative value seems more consistent with our estimation, but given its uncertainty, our estimation can hardly be used to discriminate between the GIA models. From Figure 6, we observe that our estimated zonal SHC are significantly different from zero, at about 1 mm/year for \( C_{20} \) and 0.5 mm/year for \( C_{10} \), and notably larger than the values derived from GIA models. Note that if all GIA models present close \( C_{10} \) values, it does not mean that the geocenter motion induced by those GIA models are identical. As shown by Greff-Lefftz (2000) or Klemann and Martiniec (2011), the geocenter motion is highly dependent on horizontal velocities, whereas our SHC decomposition only describes vertical velocities. GIA models globally agree on the overall magnitude and location of large vertical velocities (at global scale, not in detail), but they generally disagree on horizontal velocities, which are poorly constrained. This point will be more discussed in section 4.2. Positive values in \( C_{20} \) and \( C_{10} \) indicate, respectively, that the solid Earth oblateness is currently diminishing and that the mean solid surface of the Earth tends to move toward the North Pole with respect to CM. Excesses in deformation compared to the GIA deformation are undoubtedly linked to present mass redistributions in surface fluid layers. From our \( C_{20} \) and \( C_{10} \) estimations, one can conclude that surface masses are currently moving from high-latitude regions toward lower-latitude regions and that more mass is coming from the North than from the South. Such conclusions make RIM a good candidate to explain the differences between our estimations of \( C_{20} \) and \( C_{10} \) and those obtained from GIA models. Indeed, RIM induces large water mass redistributions at the Earths surface, from the Greenland and Antarctica Ice Sheets to lower latitudes, and most studies show melting rates in Greenland are larger than melting rates in Antarctica (e.g., Shepherd et al., 2012).

The results shown in Figure 6 are for year 2013. Because of the time evolution of our selected ITRF2014 GNSS vertical velocity field (see Figure 1), we can in fact estimate SHC at different dates. Hence, Figure 7 shows the time evolution of our estimated \( C_{20} \) coefficient. In Figure 7, one can see that \( C_{20} \) seems to have steadily increased since 2000. This tends to indicate an acceleration of the Earth’s oblateness diminution over time, which would be consistent with publications claiming an acceleration of RIM in Greenland (e.g., Matsuo et al., 2013; Rignot et al., 2011; Velicogna et al., 2014; Wu & Heflin, 2015). Note that error bars presented in Figure 7 are directly derived from Figures 5 and 6 error bars (see below for more details).

### 4.2. Geocenter Motion and \( J_2 \) Rate Time Variation

If degree-1 and degree-2 SHC of the solid Earth surface changes can be directly inferred from GNSS vertical velocities, the long-term geocenter motion or \( J_2 \) variations cannot be inferred without making geophysical assumptions. The long-term geocenter motion is linked to \( C_{10}, C_{11}, \) and \( S_{11} \). But, unfortunately, these coefficients reflect only the vertical deformation of the solid surface; one would also need information from horizontal velocities for calculating the geocenter velocity (e.g., Blewitt, 2003; Greff-Lefftz & Legros, 1997). The \( J_2 \) coefficient is the degree-2 zonal coefficient of the geoid shape. Its long-term variations are linked to \( C_{20} \), but, unfortunately, the link is far from straightforward without any clear knowledge on the internal rheology of the Earth. These issues can be solved if we assume the GIA contribution as known. Indeed, if we assume a given GIA model and if we consider that the SHC differences between our estimations and this GIA model are due to elastic deformation, we can calculate a few components of the loading gravitational potential and then infer geocenter motion and \( J_2 \) variations (assuming well-known elastic load Love numbers). Let us assume that...
where $V_{RIM}^{nm}$ and $V_{RIM}^{nmc}$ are the cosine and sine SHC of degree and order $(n,m)$ of the loading potential rate induced by RIM, $h'_n$ is the vertical displacement elastic load Love number of degree $n$, and $g$ is the surface mean gravity. Then, we denote by $(\dot{X}_G^RIM, \dot{Y}_G^RIM, \dot{Z}_G^RIM)$ the different components of the geocenter velocity induced by RIM processes. We recall here that we define as geocenter velocity the velocity of CF with respect to the CM of the whole Earth, which can be in principle identified with the ITRF origin at secular time scales (Altamimi et al., 2016). In addition, we denote by $j_2^{RIM}$ the component of the $J_2$-rate that is linked to geoid oblateness variations induced by RIM processes. It is well known that if the Earth is assumed to elastically deform under RIM unloading, then all these components can be simply deduced from degree-1 and degree-2 $V_{RIM}^{nmc/s}$ coefficients as follows (Greff-Lefftz & Legros, 1997; Blewitt, 2003):

\begin{equation}
\dot{X}_G^RIM = \sqrt{3} \frac{h'_1 + 2l'_1 V_{11e}^{RIM}}{3 h'_1},
\end{equation}

\begin{equation}
\dot{Y}_G^RIM = \sqrt{3} \frac{h'_1 + 2l'_1 V_{11s}^{RIM}}{3 h'_1},
\end{equation}

\begin{equation}
\dot{Z}_G^RIM = \sqrt{3} \frac{h'_1 + 2l'_1 V_{10}^{RIM}}{3 h'_1},
\end{equation}

\begin{equation}
\dot{j}_2^{RIM} = -\sqrt{5} (1 + k'_2) \frac{V_{20}^{RIM}}{a g},
\end{equation}

where $(h'_1,l'_1,k'_2)$ are the degree-1 and degree-2 elastic load Love numbers, respectively, for vertical displacements, horizontal displacements, and gravitational potential variations. Note that the $\sqrt{3}$ and $\sqrt{5}$ factors come from the spherical harmonics normalizations $N_1^0 = N_1^1 = \sqrt{3}$ (and $N_2^0 = \sqrt{5}$).

If we combine equations (4)–(7) with equations (2)–(3), then we find

\begin{equation}
\dot{X}_G = \dot{X}_G^{GIA} + \dot{X}_G^{RIM} = \dot{X}_G^{GIA} + \frac{\sqrt{3} (h'_1 + 2l'_1)}{3 h'_1} (\dot{C}_{11}^{ITRF} - \dot{C}_{11}^{GIA}),
\end{equation}

\begin{equation}
\dot{Y}_G = \dot{Y}_G^{GIA} + \dot{Y}_G^{RIM} = \dot{Y}_G^{GIA} + \frac{\sqrt{3} (h'_1 + 2l'_1)}{3 h'_1} (\dot{S}_{11}^{ITRF} - \dot{S}_{11}^{GIA}),
\end{equation}

\begin{equation}
\dot{Z}_G = \dot{Z}_G^{GIA} + \dot{Z}_G^{RIM} = \dot{Z}_G^{GIA} + \frac{\sqrt{3} (h'_1 + 2l'_1)}{3 h'_1} (\dot{C}_{10}^{ITRF} - \dot{C}_{10}^{GIA}),
\end{equation}

\begin{equation}
\dot{j}_2 = \dot{j}_2^{GIA} + \dot{j}_2^{RIM} = \dot{j}_2^{GIA} - \sqrt{5} \frac{1 + k'_2}{h'_2} \frac{1}{a} (\dot{C}_{20}^{ITRF} - \dot{C}_{20}^{GIA}).
\end{equation}

We calculated $(\dot{X}_G, \dot{Y}_G, \dot{Z}_G)$ and $\dot{j}_2$ ($J_2$-rate) assuming various GIA models and using load Love numbers calculated from the Preliminary Reference Earth Model (Dziewonski & Anderson, 1981) in the CM frame, with uncertainties that are derived from uncertainties shown in Figures 5–7 (see below for more details). Figure 8 shows the time variations of the geocenter velocity that we obtained from the ITRF2014 GNSS vertical velocities assuming the ICE-6G GIA model. For the geocenter velocity, the choice of a specific GIA model is not important because all models lead to consistent degree-1 SHC (see Figure 6). In Figure 8 we see that the geocenter velocity tends to accelerate, in particular along the $z$-axis (i.e., toward the North Pole). The geocenter
velocity reaches $0.9 \pm 0.5$ mm/year in 2013 with a $z$-component of $0.8 \pm 0.4$ mm/year. This is quite large but globally consistent with previous estimations from Métivier et al. (2010, 2011) and Wu et al. (2010) (note that Wu et al., 2010, defines the geocenter velocity as the CM motion with respect to CF). However, we note a difference in sign for the $Y$-component with Métivier et al. (2010, 2011), which can be explained by the fact that they estimated the maximum possible magnitude of geocenter velocity due to RIM using a model in which they assumed homogeneous melting rates over Antarctica. In reality, Antarctica RIM is largely dominated by West Antarctica melting (e.g., Shepherd, 2012). If we add the fact that Greenland is slightly located westward and that GIA is dominated by deformation in the western part of the world (Laurentide), then GIA and RIM ground deformations inevitably induce a predominantly negative geocenter velocity along the $y$-axis.

Figure 9a shows the $\Delta J_2$ time series provided by the University of Texas at Austin’s Center for Space Research (CSR), and Figure 9b shows the $J_2$-rate that we obtained from the ITRF2014 GNSS vertical velocities using the ICE-6G, ANU-V3, and ANU-V4 GIA models. The red curve in Figure 9b is the time derivative of the moving averaged $\Delta J_2$ series shown in Figure 9A. Apart from a strong interannual component, it seems that the $J_2$-rate has steadily increased since the 1970s (corresponding to a relatively constant acceleration of $\Delta J_2$; see also Cheng et al., 2013; Wu & Hefflin, 2015). In Figure 9b, the black squares with error bars are our $J_2$-rate estimations assuming different GIA models. They all show a similar acceleration of $\Delta J_2$ after 2000, which is therefore consistent with an acceleration of RIM. However, despite the large error bars, our $J_2$-rate estimations are notably larger than the mean rate of the SLR $\Delta J_2$ observations, except if we use the ANU-V4 GIA model. In this last case, we obtain solutions that are still larger than the observed $J_2$-rates but nevertheless consistent given the uncertainties. Different possible conclusions can be drawn from these results. Given our results, we believe that one of the following assertions is true:

1. GIA processes induce a very low $J_2$-rate, as in the ANU-V4 model. This GIA model shows a $J_2$-rate of approximately $-6.9 \times 10^{-11}$ year$^{-1}$, which is a value significantly different from those in other classical GIA models (e.g., ICE-5G or ICE-6G model show values of $-4 \times 10^{-11}$ year$^{-1}$). This value is nevertheless coherent with recent conclusions from Nakada et al. (2015) who propose a $J_2$-rate of $-(6.0-6.5) \times 10^{-11}$ year$^{-1}$ for long-term deglaciation.
2. The rheological assumption that we made is false. Here we assumed that the RIM-induced deformation is purely elastic. Given what we know about mantle rheology, from postseismic deformation, for instance, and given the fact that RIM melting has occurred for at least 30 years, if not 50 or 100 years, it would be possible that a relaxation component may be today visible in the Earth response to RIM. In the next section, we present different tests that show that viscous relaxation or phase transitions may change our estimations.
3. A combination of (1) and (2).

### 4.3. Possible Impacts of Mantle Viscosity or Phase Transitions

In this section, we explore the possibility of a relaxation component in RIM-induced deformation. It is important to understand that if we had used a viscoelastic model, our $J_2$-rate estimates (shown in Figure 9b) would have been somewhat smaller. The RIM-induced $J_2$-rate is actually positive because it is dominated by the direct attraction rate of the melting ice, but the deformation component tends to diminish the RIM-induced $J_2$-rate. Adding a viscoelastic component would increase the deformation component in the RIM-induced $J_2$-rate and therefore partly decrease its value.

Let us first consider an Earth model with a typical viscosity profile composed of an elastic lithosphere of 70-km thickness, an upper mantle viscosity of $4.5 \times 10^{20}$ Pa·s and a lower mantle viscosity of $10^{22}$ Pa·s (i.e., a viscosity profile between the ANU-V3 and ANU-V4 GIA models). Due to RIM’s short timescale, such an Earth model leads to a RIM visco-elasto-gravitational deformation that is quasi-identical to a purely...
elastic deformation. We then tested various departures from this Earth model, some with a low viscosity in the asthenosphere and others with a low viscosity in the D″ layer. We also tested the possible impact of phase transitions in the transition zone. Loading deformation indeed induce local pressure changes in the transition zone and therefore potential mineral phase changes. This may lead to a modification of the local compressibility and possibly of the magnitude of the surface elasto-gravitational deformation (Chanard, 2015; Durand et al., 2012). This point can be tested by diminishing the compressibility in the transition zone, for instance.

For such types of calculation, one needs a global ice-level model that goes back to the beginning of RIM history. Unfortunately, we do not know when the recent melting has begun and at which rates. But here we do not aim at constraining the actual RIM. We just want to illustrate through a given example that viscous relaxation or phase transitions may have an impact on the $J_2$-rate. For this purpose, we first derived a RIM model for the last decade based on the GRACE mascon solution from NASA Goddard Space Flight Center (Luthcke et al., 2013). The GRACE solution provides global time variations of equivalent water

Figure 9. (a) The $J_2$ anomaly from CSR solution. The red curve is a moving average of the raw data (blue curve). (b) Time evolution of the $J_2$-rate, calculated from degree-2 zonal SHC of the solid earth figure changes, assuming different GIA models and assuming that RIM deformation is purely elastic (black edge squares with error bars). The red curve is the time derivative of the moving average of the $J_2$ anomaly shown in Figure 9a.
heights all over the world between 2003 and now. Note that this hydrological model has been constructed assuming a GIA model based on the ICE-5G ice history and purely elastic loading deformation. Therefore, we cannot use the GRACE RIM rates for the purpose of our experiment here. We only used the GRACE solution to get a geographical mask of regions subjected to RIM during the last decade. Within this mask, we distinguish three main regions: Greenland, Antarctica, and “glaciers region” (all regions with large glaciers, such as Alaska and Iceland, where ice melting has been detected during the last decade, apart from Greenland and Antarctica). We then constructed global models of RIM assuming melting rates geographically homogeneous over the three regions, which evolve in time from a given initial date until now with a constant acceleration. We tested various initial dates (1980, 1965, 1950, etc.), and we fixed the constant accelerations per region in such a way that we obtain, after calculation of the deformation, a $C_{20}$ trend consistent with our estimations in Figure 7. We then looked at the corresponding $J_2$-rate obtained with different rheological assumptions. Figure 10 shows the results for a RIM model with an initial date of melting of 1980. Other dates have been tested, but all our experiments led to the same general conclusions. The rheological assumptions that we tested, leading to the results represented in Figure 10, are the following:

1. a viscosity of $10^{18}$ Pa·s in the asthenosphere,
2. a viscosity of $10^{18}$ Pa·s in the $D''$ layer,
3. phase transitions in the transition zone, in the shape of a diminution of compressibility (divided by 2) in that layer, and
4. a combination of all precedent assumptions.

Figure 10a shows the impact of these different models on the $C_{20}$ trend. As expected, all the models give equivalent trends. Figure 10b shows the obtained $J_2$-rates and their time variations together with the $J_2$-rate time series derived from CSR observations. As expected, all the rheological modifications that we
Based on our results, we then investigated the Earth’s geocenter velocity and will be a stake for the future realizations of the ITRF.

We inferred the degree 1 and degree-2 SHC of the solid Earth figure changes from ITRF2014 GNSS vertical velocities at different dates. We found that given the uncertainties due to the uneven distribution of the GNSS network, the degree-1 and degree-2 SHC are globally close to zero except the zonal coefficients \( \dot{C}_{10} \) and \( \dot{C}_{20} \) and possibly the \( \dot{S}_{11} \) coefficient (see Figure 6). Moreover, we note large differences between our SHC estimations and predicted values from GIA models for the zonal coefficients \( \dot{C}_{10} \) and \( \dot{C}_{20} \) and for the \( \dot{S}_{21} \) coefficient. If the discrepancies in the \( \dot{S}_{11} \) coefficient are due to the way in which the Earth’s rotational feedback is taken into account in GIA modeling (Chambers et al., 2010, 2012; Métivier et al., 2012; Peltier et al., 2012), we show that the discrepancies in \( \dot{C}_{10} \) and \( \dot{C}_{20} \) are most probably induced by RIM. Actually, excesses in \( \dot{C}_{20} \) and \( \dot{C}_{10} \) with respect to GIA values indicate, respectively, that the solid Earth oblateness is currently diminishing faster than expected from GIA and that the mean solid surface of the Earth tends to move toward the North Pole with respect to CM. This is consistent with the general tendency of the Earth deformation signal induced by RIM (e.g., Shepherd et al., 2012). We show also that \( \dot{C}_{20} \) seems to have steadily increased since 2000 (Figure 7). This tends to indicate an acceleration of the Earth’s oblateness diminution over time, which is consistent with publications claiming an acceleration of RIM in Greenland (e.g., Matsuo et al., 2013; Rignot et al., 2011; Velicogna et al., 2014; Wu & Heflin, 2015). However, considering the large uncertainties that we obtained in the SHC rate estimation, the SHC accelerations cannot be precisely inferred. This illustrates the importance of accounting for nonlinearities in GPS position time series, which will be a stake for the future realizations of the ITRF.

5. Discussion and Conclusions

We inferred the degree-1 and degree-2 SHC of the solid Earth figure changes from ITRF2014 GNSS vertical velocities at different dates. We found that given the uncertainties due to the uneven distribution of the GNSS network, the degree-1 and degree-2 SHC are globally close to zero except the zonal coefficients \( \dot{C}_{10} \) and \( \dot{C}_{20} \) and possibly the \( \dot{S}_{11} \) coefficient (see Figure 6). Moreover, we note large differences between our SHC estimations and predicted values from GIA models for the zonal coefficients \( \dot{C}_{10} \) and \( \dot{C}_{20} \) and for the \( \dot{S}_{21} \) coefficient. If the discrepancies in the \( \dot{S}_{11} \) coefficient are due to the way in which the Earth’s rotational feedback is taken into account in GIA modeling (Chambers et al., 2010, 2012; Métivier et al., 2012; Peltier et al., 2012), we show that the discrepancies in \( \dot{C}_{10} \) and \( \dot{C}_{20} \) are most probably induced by RIM. Actually, excesses in \( \dot{C}_{20} \) and \( \dot{C}_{10} \) with respect to GIA values indicate, respectively, that the solid Earth oblateness is currently diminishing faster than expected from GIA and that the mean solid surface of the Earth tends to move toward the North Pole with respect to CM. This is consistent with the general tendency of the Earth deformation signal induced by RIM (e.g., Shepherd et al., 2012). We show also that \( \dot{C}_{20} \) seems to have steadily increased since 2000 (Figure 7). This tends to indicate an acceleration of the Earth’s oblateness diminution over time, which is consistent with publications claiming an acceleration of RIM in Greenland (e.g., Matsuo et al., 2013; Rignot et al., 2011; Velicogna et al., 2014; Wu & Heflin, 2015). However, considering the large uncertainties that we obtained in the SHC rate estimation, the SHC accelerations cannot be precisely inferred. This illustrates the importance of accounting for nonlinearities in GPS position time series, which will be a stake for the future realizations of the ITRF.

Based on our results, we then investigated the Earth’s geocenter velocity and \( J_2 \)-rate (\( \dot{J}_2 \)), assuming given GIA models and that the deformation induced by RIM is purely elastic. Geocenter velocity has been studied by various authors (e.g., Greff-Leftz & Legros, 1997; Greff-Leftz, 2000; Greff-Leftz et al., 2010; Wu et al., 2010, 2011; Métivier et al., 2010, 2011). \( J_2 \) variations have been measured using SLR since the 1970s (e.g., Yoder et al., 1983; Cheng et al., 2011, 2013; Cheng & Ries, 2018; Nerem & Wahr, 2011). We show...
here that the geocenter velocity tends to accelerate, in particular along the z-axis (i.e., toward the North Pole). It reaches 0.9 ± 0.5 mm/year in 2013 with a z-component of 0.8 ± 0.4 mm/year. This is slightly larger than previous estimations (Métilvier et al., 2010, 2011; Wu et al., 2010) but globally consistent if we consider RIM acceleration.

Figure 9a presents the $J_2$ anomaly ($\Delta J_2$) as observed by SLR since the 1970s as well as a moving average of the $\Delta J_2$ time series (curves respectively in blue and in red). It can be seen that apart from seasonal behaviors, the $\Delta J_2$ anomaly has steadily decreased until the 1990s. Various authors have explained the curve inflection in the 1990s by RIM and climate changes (e.g., Nakada et al., 2016; Nerem & Wahr, 2011). Since 2005, $\Delta J_2$ has then increased; that is, the $J_2$-rate has become globally positive. This can be observed in Figure 9b, which shows the mean “observed” $J_2$-rate in red. Our $J_2$-rate estimations, based on ITRF2014 GNSS vertical velocities, present globally the same trend as the mean observed $J_2$-rate. However, in most cases (depending on the adopted GIA model), our solutions are notably larger than the observed rate, despite the large error bars. We conclude either that the $J_2$-rate due to GIA processes should be lower than in the adopted model or that our modeling of the RIM deformation is incomplete. As mentioned before, this last point is possible because we assumed purely elastic RIM deformation. Yet viscoelasticity has been considered recently for explaining the observed rapid uplift of the Antarctica Peninsula in response to RIM (Nield et al., 2014).

Determining the exact rheological configuration that best explains our estimated $J_2$-rate would need developments that would go far beyond the scope of this article. We nevertheless made a few tests that illustrate the possible impact of viscoelasticity and phase transitions on the $J_2$-rate. As expected, the impact of a low viscosity in the asthenosphere is quasi-negligible (see Figure 10). This is consistent with previous studies that showed that the $J_2$-rate is more sensitive to the deep Earth structure (e.g., Iivins et al., 1993; Greff-leffitz et al., 2010; Nakada & Okuno, 2013, 1015). On the other hand, the impacts of a low viscosity in the $D^*$ layer or of phase changes can be significantly larger (Nakada & Okuno, 2013) and may explain, at least partly, the shift between our estimated $J_2$-rates and the observations. But since we considered extreme cases here, one may also conclude that the maximum possible diminution of the $J_2$-rate induced by viscous relaxations remains relatively limited. The second possible origin of the discrepancy between our calculations and the observations in Figure 9b is the GIA model. Indeed, adopting a GIA model that induces a very low GIA $J_2$-rate would clearly improve the consistency between our estimations and the observations. This is the case when we use the ANU-V4 GIA model (see Figure 9b), which induces a secular $J_2$-rate of $-6.9 \times 10^{-11}$ year$^{-1}$. This value is significantly lower than values classically derived from GIA models (ICE-5G and ICE-6G models induce respectively $J_2$-rates of $-3.4 \times 10^{-11}$ year$^{-1}$ and $-3.2 \times 10^{-11}$ year$^{-1}$). The question of a low or high GIA $J_2$-rate has been debated for more than 30 years. Here our results tend to comfort the conclusions of Nakada et al. (2015, 2016) who argued that the $J_2$-rate attributed to the Earth’s response to GIA should be $-(6.0-6.5) \times 10^{-11}$ year$^{-1}$. Note that when we use the ANU-V4 GIA model, our solutions are still slightly larger than the observed $J_2$-rates (but nevertheless consistent given the uncertainties). Adding a source of relaxation in the Earth’s response to RIM would improve the fit even more.

Our estimated $\Delta J_2$ anomalies and $J_2$-rates (Figures 9a and 9b) raise a final question. It is classical to consider that the $J_2$ trend in the 1970s is only due to GIA processes (e.g., Nerem & Wahr, 2011; Roy & Peltier, 2011). Given the general tendency that is observable in Figure 9b, one may wonder if a GIA model that would induce a $J_2$-rate even lower than $-6.9 \times 10^{-11}$ year$^{-1}$ would not be more consistent. Since the $J_2$ acceleration is most probably due to RIM and since it appears to be quasi-constant during the 30-year period of observation, it would be logical to suppose a beginning of RIM before this period, which would be a plea for GIA models that induce ultralow $J_2$-rates. Of course, the earlier the beginning of RIM, the larger would be the impact of viscoelasticity and phase changes on the RIM deformation and $J_2$-rate estimations. Yet it is worth mentioning that current estimations of ice-sheet mass balances based on space gravity or geodetic observations always assume elastic deformation and most of the time ICE-5G- or ICE-6G-based GIA models. If there is RIM viscous deformation that is mistakenly neglected in current ice-sheet mass balance estimations, then the magnitude of the ice melting over ice sheets is currently underestimated.
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