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1.  Introduction
In order to understand the earthquake nucleation, it is indispensable to study both macroscopic and mi-
croscopic behaviors of the rupture process of the Earth's crust and mantle: by global-scale numerical mod-
eling (Fliss et al.,  2005; Gabriel et al.,  2012); natural earthquakes observation (Di Carli et al.,  2010; Lee 
et al., 2011); and laboratory experiments of rock samples (Benson et al., 2006; Guéguen & Schubnel, 2003; 
Lockner et al., 1977; Toksöz et al., 1979). Since averaged elastic wave velocities of a loaded rock sample 
could reflect the localized nucleation and/or growth of cracks, it is important to understand time-lapse 
changes of an experimental rock during its deformation to get insights on the macroscopic earthquake 
generation process (Scholz et al., 1973).

There have been several efforts to seismologically image the interior of rock samples. Möllhoff et al. (2010) 
simulated the preexisting artificial fracture in the rock using 2D discrete elastic lattice method, whereas Lai 
et al. (2019) studied the velocity model changes during rock deformation using the 2D finite differences 
method. However, 2D numerical modeling is insufficient to describe wave propagation in a 3D rock, even 
though the transfer function of Lai et al. (2019) or a 2D line source approximation (Igel et al., 2002) seems 
to be functioning to some extent. In order to surpass the limits, there have been some promising recent ef-
forts of 3D numerical modeling of seismic waveforms in a laboratory scale, albeit a number of difficulties. 
Yoshimitsu et al. (2016), for instance, modeled the geometry effect on cylindrical aluminum using the 3D 
finite difference method, for a cylinder with 50 mm in diameter and 100 mm in height with a dominant fre-
quency between 200 and 800 kHz. Their comparisons between synthetics and observed data, being limited 
to homogeneous metal and plastic experiments, have shown the feasibility of the numerical reproducibility 
of active seismic data in laboratory. In addition to wave propagation simulation, Brantut (2018) monitored 
acoustic emission on small-scaled sandstone using a 3D fast-marching method with finite differences and 
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concomitantly constructed the evolution of velocity changes of the rock during its deformation. Sarout 
et al. (2017) estimated the evolution of crack parameters by inverting elastic waves and permeability data. 
Zotz-Wilson et al. (2020) imaged the development of fractures using migration of active seismic data, which 
they called coda wave decorrelation inversion. The presented studies are encouraging but some of the nu-
merical treatments of the present complex problem should be fostered. The boundary condition employed 
in finite differences method is unrealistic (Komatitsch & Vilotte, 1998), and the kernels used in the migra-
tion are too simplified using generalized ray theory. The aim of the present work is to extend the idea, com-
bine with 3D numerical modeling on wave propagation, and carefully treat the entire waveforms in order to 
extract information on elastic and anelastic parameters changes.

Here, we would like to develop a methodology which inverts the seismic waveforms for structural changes 
during laboratory experiments performed by Zaima and Katayama (2018). They performed a triaxial com-
pression experiment on the Aji granite and performed active seismic measurements during the rock defor-
mation. The idea is to robustly and quantitatively infer the subtle structural changes of anelasticity as well 
as elasticity, and three-dimensional structure in the near future. There are little number of previous studies 
that attempted “waveform inversion” of laboratory experiments. We use the spectral element method (SEM: 
Komatitsch & Vilotte, 1998; Chaljub et al., 2007) to model wave propagation in a rock sample during defor-
mation. The spectral element method can accurately handle the boundary condition in 3D complex models 
(Capdeville et al., 2003; Chaljub et al., 2015; De Basabe & Sen, 2014; Peter et al., 2011). However, due to its 
computational costs, there are only few studies devoted to the comparison of SEM synthetics with labora-
tory experimental data (e.g., Pageot et al., 2017; Solymosi et al., 2018). Here, we perform SEM modeling on 
one-source and one-receiver experimental data, in order to show the adaptability of SEM to the seismic data 
in laboratory. Throughout 3D simulation, we systematically construct a database of waveforms for different 
sets of elastic and anelastic parameters: P-wave velocity (  PE V  ), S-wave velocity (  SE V  ), P-wave quality factor  
(  PE Q  ) and S-wave quality factor (  SE Q  ). We then perform Monte Carlo waveform inversion using an objective 
function which combines three kinds of cost functions: 1E L  -norm and 2E L  -norm of waveform misfit and ze-
ro-lag cross correlation. We would like to explore information on rock elastic properties and attenuation 
changes using numerical simulation and Monte Carlo inversion. Throughout our approach, we will show 
how numerical models help to understand the observations and to illustrate seismic characteristics of rock 
deformation.

2.  Data and Methods
In this study, we perform inversions to image elastic and anelastic structural changes during the rock defor-
mation. Hence, we first acquire the active seismic data during the deformation experiment. Meanwhile, we 
prepare a set of synthetic seismograms with the aid of spectral element method. We then select the preferred 
models for observed seismograms (compressional and shear strains) for each differential stress step, in or-
der to obtain the time-lapse trend of elastic and anelastic parameters. First, we revisit briefly the experiment 
configurations and provide known and unknown properties in the experiments. Second, we describe the 
numerical modeling scheme. Finally, we present our data processing strategy based on the data and mode-
ling conditions and detail the inverse problem implemented in this study.

2.1.  Experimental Setup

Triaxial compression experiments apply a confining pressure to a cylindrical rock sample wrapped in an 
impervious membrane, and then loads it axially to failure with dynamic compression. Zaima and Katay-
ama (2018) conducted triaxial compression experiment on the Aji granite, which mainly contains quartz, 
plagioclase, K-feldspar and biotite, with an average grain size of about 0.3 mm (Kudo et al., 1992). Both the 
dry and wet conditions were applied during the experiments. The wet experiment was under fluid-saturat-
ed condition, where distilled water was used as a pore fluid. The pore pressure of wet experiment was kept 
constant at 10 MPa during the deformation. The experiment was performed at room temperature with a 
confining pressure of 20 MPa and a constant strain rate of  61.3 10E  1sE  .

The rock sample was roughly in the shape of a cylinder with a diameter of 20 mm and a height of 40 mm. 
Two piezoelectric transducers were glued at two opposite sides of the rock sample, and were used as a 
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source and a receiver, respectively. P waves and S waves were generated and recorded separately using pi-
ezoelectric transducers located at the symmetrical sides of the center point at the edge (Figure 1a). For the 
purpose of gluing the transducers, the two opposite sides of the sample were cut 0.6 mm off and polished, 
as shown in Figure 1b. Each P- and S-wave waveform with increasing differential stress was obtained by 
stacking signals for each compression condition during the rock deformation until the failure of the rock 
sample. When the compression stress approaches the critical state, which varies from one rock sample to 
another, the rock breaks. All the experiments data and details can be found in Zaima and Katayama (2018).

Figure 1.  The schematic diagram of the geometry of sample, the position of the transducers and the numerical model 
used in this study. (a) The general view of the experimental setting of the sample. (b) The cross-section of the sample. 
(c) The distorted hexahedral mesh of the model for spectral element method. The green region is the rock model. The 
yellow part represents the surrounding low-velocity material. The mesh size is approximately 0.3 mm.
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2.2.  Forward Modeling of 3D Elastic Waves Using Spectral Element Method

In our work, we use the spectral element code SEM3D (Cupillard et al., 2012; Delavaud, 2007) to compute 
synthetic seismograms traveling through the cylindrical rock samples. Here, we briefly review the spectral 
element method but the readers can refer to Komatitsch and Vilotte (1998) and Chaljub et al. (2007). The 
SEM is based upon a high-order polynomial approximation of the weak formulation of the wave equation. 
It combines the accuracy of the pseudospectral method with the flexibility of the finite element method. 
In this method, the wavefield is represented in terms of high-degree Lagrange interpolants per elements, 
and integrals are computed based upon the Gauss-Lobatto-Legendre (GLL) quadrature. Combined with a 
tensorial formulation, it leads to a perfectly diagonal mass matrix, which in turn leads to a fully explicit time 
scheme that is suitable to numerical simulations on parallel computers. The method allows a low disper-
sion error together with an accurate and implicit description of the boundary conditions. Nevertheless, the 
tensorial formulation imposes to use hexahedral meshes. We model cut and glued rock samples mimicking 
laboratory conditions as close as possible.

The Galerkin weak form of equation of motion (Geller & Ohminato, 1994; Komatitsch & Vilotte, 1998) 
reads:

 
    

2

2 ( ) ( ),t t
t

T H u g� (1)

where E T is mass matrix, the stiffness matrix E H relates the elasticity and anelasticity, E g represents the source 
term, and E u is the discretized displacement for each element/point in the model. We use the free surface 
boundary (natural boundary condition) for the whole medium. However, in the reality, the rock sample 
was surrounded by a silicone jacket with high attenuation and slow velocity that could play a role as the 
partial-absorbing boundary with respect to the rock sample.

In order to model anelastic attenuation in our time-marching spectral element methods, SEM3D uses stand-
ard Zener linear solids (SLS) to approximate a nearly constant quality factor E Q for P and S waves (Carcione 
et al., 1988; Emmerich & Korn, 1987; Liu et al., 1976; Moczo & Kristek, 2005). A Zener body consists of a 
spring in series of the medium properties in connection with their relaxed stage at time  E t  . SLS assumes 
that Q does not depend on frequency. In this study, we use three SLS on a band of relaxation frequency 
ranging from 33.3 kHz to 3.3 MHz.

2.2.1.  Meshing

In order to simulate realistic wave propagation, for the sake of seeking boundary conditions including sil-
icone rubber over the rock, one needs to carefully mesh the medium in SEM computation. The stand-
ard GLL quadrature of SEM requires hexahedral meshes. However, it is known to be challenging to cre-
ate such nonstructured hexahedral meshes with acceptable computational cost and high accuracy for a 
complex geometry. In this study, we used Trelis software (https://urldefense.com/v3/__https://coreform.
com__;!!N11eV2iwtfs!6Ub8yKpVonc2RehbF-2k5BPhPC0B8mjBgvP9GS2FRSoHsV0lCzzuiSmjvL04a2M$) 
to mesh the model. In the case of nonstructured meshes, one has to avoid distorted elements, which may 
cause numerical instabilities.

Figure 1c shows the meshing used in our forward modeling. To avoid the numerical error caused by the con-
tact between more than one medium, we must include a layer as refinement at the boundaries of different 
materials. Since we use polynomials of degree five as trial functions inside each element, the wavelength 
should be larger than the element size. Considering the minimum S-wave velocity of 2,500 m/s in the gran-
ite rock and the maximum target frequency of 2 MHz, the mesh size is set up to be approximately 0.3 mm 
in all models.

2.2.2.  Boundary Conditions

The rock samples used in laboratory experiments are roughly cylindrical rocks. However, the sample was 
cut to form two parallel sharp surfaces, hence forming an incomplete cylinder. This imperfection of the 
cylindrical nature can cause a non-negligible effect on the waveforms. Although the rock sample itself is 
the main target of our simulation, a single-material approximation with free surface boundary would fail 

https://urldefense.com/v3/__https://coreform.com__;!!N11eV2iwtfs!6Ub8yKpVonc2RehbF-2k5BPhPC0B8mjBgvP9GS2FRSoHsV0lCzzuiSmjvL04a2M$
https://urldefense.com/v3/__https://coreform.com__;!!N11eV2iwtfs!6Ub8yKpVonc2RehbF-2k5BPhPC0B8mjBgvP9GS2FRSoHsV0lCzzuiSmjvL04a2M$
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in waveform modeling due to the surrounding materials. Materials such 
as silicone rubber, glue, aluminum frame, shrink plastic attached to the 
granitic rock may affect the waves propagating in the rock. Therefore, 
we incorporate complex boundary conditions to find the suitable model 
setting without losing computational efficiency. Furthermore, we investi-
gate the boundary conditions with additional physical layer of Shin-Etsu 
KE45 W RTV silicone rubber (Table 1) to simulate the transducer wave-
forms and obtain the preferred model (Figure 1c). The comparison of the 
four models tested for boundary condition is described in Appendix A. 
The additional boundary conditions successfully mimicked quasi-surface 
waves generated at the rock-rubber discontinuity.

2.2.3.  Source and Transfer Functions

In addition to the boundary setting and model geometry, the source time function and the source-receiver 
relative position will also cause a significant impact on the waveforms. To mimic the laboratory experiment, 
we set P-wave source as an isotropic explosion source and S-wave source to be a shear stress along x E  z di-
rection. The source time function is formally taken from the experiment input waveform and then filtered 
as described in Appendix B.

During the experiments, compressional and shear waves are transmitted independently at different source 
positions and their strain waveforms are recorded at their corresponding antipodal points. In the reality, 
the transducers are glued to the rock sample. However, strains are not always continuous and we have less 
knowledge on coupling between the transducers, silicone rubber, and the rock sample. We thus consider 
four possible effective source-receiver distributions: (a) both the source and the receiver are slightly shifted 
inside the region of the rock model; (b) both the source and the receiver are slightly shifted to the region 
of the surrounding model; (c) the source is slightly shifted to the region of the surrounding model and the 
receiver is inside the region of the rock model; and (d) the receiver is slightly shifted to the region of the 
surrounding model and the source is inside the region of the rock model. The four source-receiver position 
scenarios are tested against the observed data for   0E  (Figure 2). Compared to setting (b), the simulated 
waveforms of settings (a), (c) and (d) do not match the observed waveform. When the source and receiver 
are both located slightly outside the rock region (setting b), the first phases up to the fifth peak (4.0–6.2 μE  s) 
have higher amplitudes than the other configurations. Therefore, we use the setting (b) as the source-receiv-
er configuration in this study. We will discuss in detail the possible reasons for this preference in Section 4.

2.3.  Processing of Observed and Synthetic Data

In the study, we aim to directly compare the observed and synthetic waveforms in order to infer the struc-
tural changes during the deformation experiment. By carefully treating 3D geometry, attenuation and 
boundary conditions as we discussed above, our method is advantageous to foster understanding of rock 
deformation compared to our previous studies (e.g., Lai et al., 2019). We had to introduce transfer func-
tions to compensate unrealistic numerical settings such as 2D assumptions, pure-elastic approximations 
and free-surface boundary conditions.

According to the time-dependent spectrogram analysis in Figure 3, the strongest energy of the experimental 
waveform is concentrated in the frequency band between 1.6 and 3.0 MHz for P-wave records and in the 
frequency band between 1.0 and 2.8 MHz for S-wave. Compared to S-wave temporal spectrogram that indi-
cates a constant dominant frequency range, P-wave spectrogram shows lower frequency energy ( E  500 kHz) 
after 7 μE  s in addition to the most concentrated high-frequency region at the beginning. In this study, howev-
er, we focus on the variation in the high-frequency regime in order to capture the influence caused by inner 
structure changes. Two Butterworth bandpass filters with frequency ranges from 1.5 to 3.5 MHz and from 
1.0 to 3.0 MHz are applied on the P- and S-wave data, respectively. A Hann window is then applied to data 
after filtering to extract the first arrivals. Note that we applied the same data processing treatments both to 
observed and synthetic waveforms.

Physical parameter Value

Density 1,050 kg/  3mE

Bulk modulus 1.5–2 GPa

Poisson's ratio 0.47–0.49

Shear modulus 0.3–20.0 MPa

Young's modulus 1.0–50.0 MPa

Table 1 
The Description of Physical Parameter of Shin-Etsu KE45 W RTV Silicone 
Rubber (Properties: Silicone Rubber, 2020)
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Figure 2.  The four source-receiver positions tested in the study on the preferred model (Figure 1c) and their 
normalized-synthetic waveform compared to the data. The red circle represents the source position; contrariwise, the 
green triangle indicates the receiver position. The four source-receiver positions: (a) source and receiver are both sightly 
inside the inner material, (b) source and receiver are both slightly outside the inner material, (c) source is slightly 
outside but receiver is slightly inside the inner material, (d) source is slightly inside but receiver is slightly outside the 
material. The (b) setting of the source-receiver position is determined to be the best.
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2.4.  Inverse Problem

We use waveforms for differential stress E  :

       ( ) ( ) ( )T T T
PP SSd d d� (2)

where PPE d  and SSE d  are time series vectors of compressional and shear strain waveforms recorded at the an-
tipodal receiver (Figure 1a). The superscript E T  denotes transpose. We then generate synthetic seismograms 

( )E u m  with the same geometrical and source configurations for a set of seismological structural parameters 
E m . We define a objective function to maximize:

S

T

( , )
( ) ( )

| ( )|| ( )| ( ) ( ) | ( )| |
m

d u m

d u m d u m d u



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








 





1 1

(( )|m
2
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with E  , E  , E  , the weighting factors for zero-lag cross correlation, reciprocals of 1E L  -norm and 2E L  -norm, respec-
tively. First, Equation 3 is used to constrain the main phase with a large E  . Second, Equation 3 with large 
E  and E  is used to investigate the amplitude of the waveform, and to further define the change in E Q . The 
choice of ( E  , E  , E  ) depends on the data set since E  and E  are difficult to fix from one experiment to another. 
This should be discussed more in the upcoming studies but here in this study we use our ad-hoc values as 
discussed in results section.

As the Aji granite is fine-grained and nearly isotropic, we can assume a homogeneous medium with a 
wavelength of 2–3 mm. We use four parameters to represent the model vector  ( , , , )T

P S P SE V V Q Qm  . This 
parameterization is to homogenize 3D an-/elastic heterogeneities. The time-lapse change of these global 
parameters will be related to the microscopic short-wavelength structural changes such as crack genera-
tion. The anelastic attenuation can be an indicator of the 3D elastic heterogeneity and intrinsic attenuation. 
Based on the a priori information on the Aji granite, we set PE V  varying from 3,700 to 5,800 m/s and PE Q  from 
60 to 200 (  1

PE Q  from 5.0  310E  to 1.7  210E  ) for the P-wave. As for the S-wave, SE V  varies from 2,660 to 3,550 m/s 
and SE Q  from 20 to 90 (  1

SE Q  from 1.1  210E  to 5.0  210E  ). Note that all the comparison is based on the waveform 
analysis for   0E  . We are interested in the relative evolution of the velocity and attenuation parameters 
to the initial status E  , which can be expressed as E m , instead of the absolute values of E m . E m can thus give 
us the insight into the relative changes of the rock.

Figure 3.  The (a) P- and (b) S-wave spectrogram of experimental data for 0 MPa differential stress.
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2.4.1.  Choice of Range of Seismic Parameters for Monte Carlo Inversions

After determining the preferred model for the initial state 0E m  (Figure 1c), we performed 6,000 simulations 
of different velocity models and different attenuation models. Since the volume of the rock changed little in 
the experiment, we did not consider the variation in the rock density caused by the deformation (the density 
is fixed to be 2,650 kg/  3mE  ). We used constant elastic and anelastic parameters of the silicone rubber jacket 
whereas we systematically modify the parameters of the rock model for the purpose of creating a large data-
base as shown in Table 2. We first simulate the P-wave velocity from 4,700 to 5,800 m/s with a step of 20 m/s, 
and from 3,700 to 4,600 m/s with a step of 100 m/s. We ranged S-wave velocity from 2,660 to 3,550 m/s with 
a step of 10 m/s (cf. Watanabe & Higuchi, 2015; Zaima & Katayama, 2018).

Based on the above considerations, in our first step of data processing, for P-wave waveform simulation, 
we vary the elastic parameters of PE V  , PE Q  , and the V V

P S
/  while fixing SE Q  to be constant. During the P-wave 

analysis, we vary V V
P S

/  from 1.5 to 1.7 with step equals to 0.05 (cf. Zaima & Katayama, 2018). For the S-wave 
waveform simulation, we change the elastic parameters of SE V  , SE Q  , and the V V

P S
/  while keeping PE Q  constant. 

During data processing, we derive the best models using Equation 3, refining the range of parameters to 
reach to the best values. We use preferred models during the first numerical simulations to localized our 
inversions.

3.  Results
3.1.  Snapshot of the Wavefield

Figure 4 shows snapshots of the P-wave strain wavefield in our preferred model for   0E  from 2 μE  s to 7 
μE  s with a time step of 1 μE  s. These snapshots are cross sections of the wavefield at the same height as the 
source and receiver positions. At t   = 2 μE  s, the snapshot shows the direct P-wave radiation from the source 
towards the antipode. No scattering or conversion at the sample surface occurs at this time. However, due to 
the side-cut surface, the wavefronts have no longer a regular concentric form. The surrounding low-velocity 
layer outside the sample partially absorbs energy and partially reflects it. This is why the reflection from the 
sample surface becomes too weak to interference with the direct P waves. Since our model is not a perfect 
cylindrical model, the two cut corners of the source side immediately provoke reflections. When the direct 
wave is reflected at the opposite side ( t   = 4 μE  s), the reflected P phase (PP wave) is generated and propagates 
back to the source side. Since the receiver side has two cut corners as well, two additional reflected waves 
are generated and interfere with each other between 5 μE  s and 6 μE  s (Figures 4d and 4e). However, the external 
low-velocity silicone layer traps some energy of the direct waves, and the reflections get smaller and smaller. 
The P-wave propagation snapshot at a later time ( t   = 7 μE  s) shows a complex feature due to the contamina-
tion of reflected and converted waves developed at the side-cut surface.

Figure 5 presents the snapshots of S-wave wavefield. Most of side-cut geometry effects mentioned above can 
also be seen in S-wave snapshots. The S wave arrives at the receiver at about 6 μE  s. What differs the S-wave 
propagation from that of P waves is the strong influence from guided waves along the sample surface. The 
direct S wave (body wave) at the antipode receiver is contaminated by the waves coming subsequently along 
the interface (quasi-surface waves) (Figure 5e). This indicates the difficulty of extracting information on the 
interior of the sample using S waves alone.

Model PE V  (m/s) SE V  (m/s) Density (kg/  3mE  ) PE Q SE Q

Rock 3,700–5,800 2,660–3,550 2,650 10–200 10–90

Silicone rubber jacketing 1,390 138 1,050 6 4

increment 5–100 5–20 - 5–20 5–10

Total models: 6,000

Table 2 
Setting Range of Elasticity Parameters and Attenuation Parameters
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3.2.  Velocity Model Evolution

Figure 6 shows the waveform fitting results on dry sample using different cost functions: (a) zero-lag cross 
correlation, (b) 1E L  -norm and (c) 2E L  -norm. Note that Equation 3 uses reciprocals of objective (b) and (c) when 
we combine three objective functions together. Regardless of the objective function type, blue color indi-
cates better waveform fits and red color indicates disagreements between observed and synthetics. Among 
these three cost functions, zero-lag cross correlation can localize best models with less deviation since 

Figure 4.  The snapshot of the P-wave wavefield at different time step from (a) 2 to (f) 7 μE  s, showing P-wave propagation process inside the medium.

Figure 5.  The snapshot of the S-wave wavefield at different time step from (a) 2 to (f) 7 μE  s, showing S-wave propagation process inside the medium.
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kinematic traveltimes are important at the first place (cf. Fuji et al., 2021). 1E L  -norm and 2E L  -norm both yield 
a poorer waveform matching at higher compression stress conditions than at lower stress conditions, which 
indicates the need for further parameter search, such as 3D heterogeneity and/or attenuation. P- and S-wave 
waveform fitting results on the dry sample are shown in Figure 7. As we discussed in Section 3.1, S-wave 

Figure 6.  The results of waveform fitting using different cost functions for (a–c) P- and (d–f) S-wave, respectively. (a), (d) Zero-lag cross correlation, (b), (e) 
L1-norm and (c), (f) L2-norm.
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waveform is more difficult to fit than P-wave waveform. Figure 8a shows the comparison of the best-fit PE V  
and SE V  models of the dry sample as well as the hand-picking results from Zaima and Katayama (2018), indi-
cating the evolution of the P- and S-wave velocity. For the experiment under dry conditions, the evolution of 

PE V  and SE V  in general are similar, and follows three stages: (a) increasing stage, where ( , )P SE V V V  increases as 
the E  increases; (b) transition stage, E V  remains small; and (c) decreasing stage, E V  drops rapidly. The high-
est P-wave velocity structure of dry experiment occurs when the difference between compression stress and 
confining pressure equals to 81–128 MPa. When P-wave velocity reaches the highest, P wave remains stable. 
After  E  250 MPa, PE V  drops abruptly, and the sample fails. The peak of SE V  value occurs at E   = 105 MPa 
slightly after that of PE V  (81 MPa). SE V  slowly increases until the differential stress reaches its peak value and 
decreases until E   = 250 MPa, where the SE V  starts dropping suddenly. In dry experiment, the difference 
between the fastest and slowest PE V  is 940 m/s (∼ 18%E  ). As for SE V  , the difference is about 560 m/s (∼ 16%E  ). The 
increase in velocity is larger for compressional waves ( E  100 m/s) than for shear waves ( E  40 m/s) (Figure 8a).

Figure 7.  The result of waveform fitting using objective function (Equation 3). The possible trend of change in (a) 
P-wave and (b) S-wave velocity with increasing differential stress is shown as the high extreme of the scale (dark blue).
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Similarly, the velocity evolution of the wet sample (Figure 8b) follows the three stages of dry sample. In 
wet experiment, the difference between the maximum and the minimum PE V  is 320 m/s (∼ 6.1%E  ) and the SE V  
difference is about 425 m/s (∼ 13.7%E  ). Figure 9 shows that increasing compression stress has larger impact 
on PE V  changes in dry data than in the wet data. Among all the data sets, the SE dV  of wet data decreases most 
when having the same stress stage. Furthermore, the turning point of velocity changes of wet data shows 
earlier ( E  60 MPa) than dry data ( E  100–150 MPa). The increasing and transition stages of the wet data are 
much shorter than those of dry data.

3.3.  Attenuation Parameters Evolution

The variations of 1
PE Q  and 1

SE Q  related to the increasing compression stress are compared in Figure 10a. For 
both dry and wet experiments, attenuation shows a different behavior compared to velocity during the in-
crease of effective stress. For dry experiment, PE Q  varies initially from 250 to 10 (  1

PE Q  varies from  34 10E  to 
 11 10E  ) and SE Q  varies from 100 to 20 (  1

SE Q  varies from  21 10E  to  25 10E  ) during the deformation. Unlike 
velocity change, 1

PE Q  has a minor variation when E  varies from 0 to 298.2 MPa. Only after E  reaches 
254 MPa, 1

PE Q  starts to rise. When E  exceeds 324 MPa, 1
PE Q  grows rapidly. 1

SE Q  has a similar behavior as 1
PE Q  

during rock deformation. Yet, 1
SE Q  rises greatly when E  exceeds 298.2 MPa, which is later than the 1

PE Q  . It 
shows that the internal structural changes of the rock have a greater impact on the attenuation of P waves 
in dry case. For the wet experiment, PE Q  varies initially from 130 to 170, and from 170 to 20 (  1

PE Q  varies from 
 37.7 10E  to  35.9 10E  , and from  35.9 10E  to  25 10E  ). SE Q  varies from 80 to 110, and from 110 to 20 (  1

SE Q  var-
ies from  21.3 10E  to  39.1 10E  , and from  39.1 10E  to  25 10E  ) along the increase of differential stress. The 

E Q evolution obtained from wet data is particular: the attenuation decreases first and then increases, which 
could be coherent with the evolution of the velocity. Since, the water-saturated sample breaks earlier than 

Figure 8.  Evolution of PE V  and SE V  of (a) dry and (b) wet data. The black and red circle represent the numerical simulated best-fit results of PE V  and SE V  , respectively. 
The diamond shapes are the results from Zaima and Katayama (2018), which are calculated from the hand-picked first arrivals.
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the dry sample, the wet sample could have experienced less cracks and therefore causes the difference be-
tween the E Q evolution in dry and wet experiments.

Since, we do not know the absolute amplitude of the wavelet input and the conversion formula of the trans-
ducer, we cannot discuss the absolute value of E Q and hence we discuss 1E Q  variation. Figure 10b compares 
the 1E Q  variation between different experiments and shows the relative change of Q Q

 1
0

1
/  . The relative 

change of Q Q
 1

0
1

/  shows that the attenuation of saturated rock is stronger than the dry rock. In dry rock, 
P SE Q Q  (   1 1

P SE Q Q  ) during the compression. On the contrary, P SE Q Q  (   1 1
P SE Q Q  ) during the compression 

Figure 9.  Ratios of differential velocities to initial velocity ( E dV  /  0E V  ), showing the velocity change compared to the 
original stage at each stress condition.

Figure 10.  (a) 1E Q  of wet and dry data, (b) Ratios of differential 1E Q  to initial 1E Q  ( Q Q
 1

0
1

/  ) of wet and dry data.
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in water-saturated rock. Under the same compressional pressure, attenuation of wet sample is higher than 
dry sample. In general, the wet sample is more sensitive to the attenuation variation.

3.4.  Further Waveform Analysis

In this subsection, we observe the waveform discrepancies between the synthetics and observed data. The 
first observation is that the first arrivals of both the P- and S-wave waveforms gradually arrived earlier and 
later as the compressional pressure increases. In Figures 11a and 12a, the first three peaks of the synthetic 
P-strain waveforms fit well with the experimental data. The synthetics do not fit well with the observed 
data after the fifth peak (i.e., 6 μE  s of Figures 11a and 6.8 μE  s of Figure 12a) due to the incapability of accurate 
shear-wave modeling. When E  is 349.23 MPa in the case of the dry data set, the previously disappearing 
fifth peak reappeared in Figures 11a, which may be again due to the poorly constrained shear waves. In 
laboratory, the S waves seem to have less effects on the recorded P-wave strain waveforms. When E  exceeds 
373.75 MPa in the case of the dry data, the interior structure of the rock is discontinuous and, hence, diffi-
cult to homogenize, what makes our modeling inefficient. In Figures 11b and 12b, synthetic S-strain wave-
forms match well with the first two peaks experimental waveforms. After the third peak, the experimental 
waveforms have more peaks and smaller amplitudes, causing the synthetic waveforms to fail to match the 
experimental data. However, the matching of the first few peaks provided enough information on the veloc-
ity model and attenuation parameters change.

4.  Discussion
In this study, we developed a methodology to invert time-lapse active seismic data in laboratory in order to 
infer the changes of the elastic and anelastic parameters. Here, we first discuss the numerical configuration 
to yield synthetics sufficiently comparable against the observed data. Thence, we resume the observation 
and make further interpretation on our experiments and show the need for 3D waveform inversions in near 
future.

Figure 11.  The result of (a) P- and (b) S-wave strain waveform fitting of dry data using Equation 3 to find the best-match model with proper PE V  , SE V  , PE Q  , SE Q  . The 
black lines are the best-match synthetic waveforms. The red lines are the experimental data. The y-axis indicate the deformation progress and correspond to a 
condition of E  . The x-axis represents the time of wave propagation.
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4.1.  Effect of the 3D Model Settings and Geometry

There have been few studies that simulated elastic wave propagation at centimeter scales and compared the 
synthetics against observed data. Yoshimitsu et al. (2016) is one of the few examples and they performed 
their experiments on a stationary aluminum sample while we did for deforming granites. In addition, they 
used lasers for both a source and a receiver while we had to use transducers due to the deformation ex-
periments configuration. They observed the body- and surface-wave propagation being influenced by the 
cylindrical geometry. In our numerical modeling with free surface conditions, we could observe the same 
phenomenon of large-amplitude quasi-surface waves emerged along the curved surface of the sample after 
the body waves. However, in our experimental data, these large-amplitude surface waves were not present 
due to the surrounding glue layer. In order to reproduce their absence, we had to introduce special bound-
ary conditions. While Yoshimitsu et al. (2016) added absorbing boundary conditions on the top and at the 
bottom, we introduced an additional layer with physical properties of silicone surrounding the target rock 
model, making waveforms much more realistic (Figure 1c). Furthermore, we found that the two cut sides 
parallel to compressional pressure are an indispensable condition to take into account. A model with these 
cut sides provoke an important amount of extra reflections compared to a simple cylindrical model. To con-
clude, it is important to consider the three-dimensional geometry.

The surrounding silicone rubber layer can provide a buffer-like region, which can slow down and reduce 
the amplitude of quasi-surface-wave propagation between the two media. Note that when the direct waves 
reach the interface between the two materials and travel through a low- E Q and low-velocity material, the 
resulting wavefield is amplified. The transmission coefficient calculated to confirm the observed phenom-
enon is shown in Appendix A.

4.2.  Observed Changes in Wave Velocity and Attenuation

The evolution of homogenized velocity and attenuation in laboratory under a physical state should pro-
vide information on micro structural changes. The simultaneous Monte Carlo inversion for four homoge-
nized elastic and viscoelastic parameters, PE V  , SE V  , PE Q  and SE Q  , were able to eliminate the cross-talks of these 

Figure 12.  The result of (a) P- and (b) S-wave strain waveform fitting of wet data using Equation 3 to find the best-match model with proper PE V  , SE V  , PE Q  , SE Q  . The 
black lines are the best-match synthetic waveforms. The red lines are the experimental data. The y-axis indicate the deformation progress and correspond to a 
condition of E  . The x-axis represents the time of wave propagation.
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parameters. While Aji granite comprises an average grain size of E  0.3 mm (Kudo et al., 1992), the effective 
wavelength can be estimated as around 1.5–3.0 mm using the apparent dominant frequency ( E  1–2 MHz) 
and shear-wave velocity ( E  3,000 m/s). The local heterogeneity of grain size can therefore be neglected for 
the first place. However, we would still like to refine the structure using our waveform data but this simple 
estimation justifies the homogeneous modeling in this preliminary study.

The variation of wave velocity (Figure 8) during deformation estimated from our waveform matching meth-
odology has a similar trend as seen by Zaima and Katayama (2018). Hereafter, we call the PE V  and SE V  meas-
ured by hand-picking “apparent” PE V  and SE V  . Our results show slightly lower P-wave and higher S-wave 
velocities compared to the apparent velocities. However, apparent velocity models and the models obtained 
by our waveform-matching scheme do not correlate at large stress stage, especially for S-wave velocity. This 
indicates that the hand-picking fails even for first arrivals due to the ambiguity of travel times for highly 
dispersed waveforms, whereas waveform matching can still detect the phase arrivals objectively. Figure 9 
shows the differential PE V  and SE V  obtained using waveform matching with respect to the initial status for dry 
and wet experiments. Since the dry sample resists to the external stress more than the wet sample, we can 
observe that the dry sample's velocities drop down to E  15–18 %E  while the wet sample shows 5% for PE V  and 

12.5%  for SE V  .

Another advantage of this Monte Carlo waveform inversion for elastic and anelastic parameters is the direct 
measurements of PE Q  and SE Q  . While Toksöz et al. (1979) studied the spectral ratios of waveform records of 
rock experiment relative to the waveform of reference sample, Lockner et al. (1977) and Zaima and Katay-
ama  (2018) measured the amplitude ratios of the first and second peaks in order to indirectly infer the 
attenuation, failing to obtain quality factors. Including PE Q  and SE Q  in the simultaneous simulations, objec-
tive functions show local maxima, especially for 1E L  -norm and 2E L  -norm. In particular, synthetic waveforms 
ignoring PE Q  and SE Q  are not comparable to the highly compressed experimental data. The reason of these 
differences may be due to seismic dispersion induced by attenuation in viscoelastic media, which certainly 
have more impact on shear waves than on compressional waves. Kjartansson  (1979) modeled the rela-
tionship between velocity and the quality factor and obtained the increases of the velocity with frequency 
and 1E Q  . When looking at the discrepancy between S-wave velocities at the last stage of both dry and wet 
experiments obtained with hand-picking and waveform matching including attenuation, “apparent” values 
are constantly higher than our results. This is because of the waveform broadening due to low E Q at the last 
stage.

Since Zaima and Katayama (2018) measured only the amplitude ratios of first and second peaks to infer the 
attenuation, we cannot directly compare our results to theirs. Nevertheless, the amplitude of the S-wave is 
reduced more than that of the P-wave during deformation under saturated wet conditions, which is con-
sistent with our results (Figure 10). Both P- and S-wave quality factor evolutions of wet data show roughly 
the same trend as the velocity evolution. The velocity increases while E Q increases, and E Q grows while the 
velocity grows.

4.3.  Rock Physical Interpretation

The simplest way of interpreting the general trend of velocity changes is presented in many studies. At low 
confining pressure, the micro cracks in the experimental sample can be regarded as randomly distributed. 
The second stage is the closing process of horizontal micro cracks, which are perpendicular to the maxi-
mum stress, leading to velocity increase. The final stage, the vertical cracks form before the failure. Howev-
er, as the closure of horizontal micro-cracks has little effect on the energy dissipation of P and S waves, it is 
difficult to see the difference during the attenuation process.

Experimental studies found seismic wave attenuation in dry rocks was sensitive to intrinsic material ane-
lasticity, thermoelastic effects, friction at grain boundaries and micro-cracks development (e.g., Gordon 
& Davis, 1968; Guéguen & Schubnel, 2003; Johnston et al., 1979; Simmons & Brace, 1965; Tisato & Quin-
tal, 2014; Walsh, 1965; Winkler & Nur, 1982). Water-saturated rocks, on the other hand, could accommodate 
fluid-related mechanism that would provoke energy dissipation, which should be responsible for seismic 
attenuation. Winkler and Nur (1982) declared that the effect of frictional sliding to the attenuation is negli-
gible for pore-fluid rocks. Hence, they emphasized the importance of the role of intercrack fluid flow, which 
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may be considered as the major cause of the attenuation. In their experiments of dry, partially saturated, 
and saturated rock, they showed that S-wave attenuation increases with the degree of saturation and reach-
es its maximum at total saturation. However, as saturation continues to increase to more than 90 %E  water 
saturation, PE Q  is higher than during partial saturation condition and P SE Q Q  . These observations can be ex-
plained with local fluid flow mechanisms. Guéguen and Schubnel (2003) also referred to the importance of 
local fluid flow and squirt flow to the attenuation and anisotropy. They numerically obtained dispersion for 
two different transversely isotropic distribution of cracks. When cracks are aligned vertically, and therefore 
orthogonally to the source-receiver horizontal plane, SH waves are more dispersive than P waves.

Figure 9 compares the velocity evolution of dry and fully saturated wet experiments. The velocity results 
show that the presence of saturated water accelerates the rock sample to reach its maximum velocity, which 
we think is the non-crack mode. The presence of water also causes the fast reduction of shear waves. Fig-
ure 10 shows the waveform fitting results of dry and wet experiments, showing that attenuation changes 
with the increasing compression stress under different water conditions. The wet S wave shows a greater 
decrease in both velocity and quality factor, compared with the P wave, from low pressure until the rupture. 
These changes in the elastic and anelastic behavior are consistent with the observation of Winkler and 
Nur (1982), who speculated these effects as intercracks flow. At the beginning, increasing of pressure caus-
es little effect on both the P- and S-wave attenuation of dry and wet samples, because there is no enough 
density of cracks that affect the wave propagation. As the effective stress increases, our results show that 

P SE Q Q  in the wet case, whereas P SE Q Q  for the dry case. This may be produced when there is a compres-
sional pressure high enough to form micro-cracks with higher density, especially with micro-cracks aligned 
vertically along the long axis. These highly dispersed waves lead to a large amount of attenuation. The char-
acteristics and the local pore fluid flow can explain our attenuation results obtained from fully saturated 
sample (Guéguen & Schubnel, 2003; Winkler & Nur, 1982).

The contribution to attenuation in the dry rock is assumed to be only due to the friction and the intrinsic 
aggregate attenuation. Intrinsic attenuation is thought to be caused by energy dissipation due to friction at 
cracks where those faces are barely in contact, making amplitude changes sensitive to crack geometry in 
the specimen (Lockner et al., 1977; Walsh, 1966). Besides, Bonner (1974) presented an increase of shear 
wave anisotropy in the dry granite caused by cracks oriented parallel or oblique to the compressional stress. 
The cracks oriented parallel and subparallel to the axis of maximum compression stress have influence on 
attenuation. However, we can see that many laboratory experiments confirmed that P SE Q Q  exists in the 
dried samples (Johnston et al., 1979). No specific mechanism has been proposed to explain the difference 
between P- and S-wave attenuation in dry rock.

Figure 13 compares the exact and relative PE V  /  SE V  ratio obtained from waveform matching with the PE V  /  SE V  
ratio of Zaima and Katayama (2018). A number of studies have mentioned that apparent PE V  /  SE V  ratio rise can 
be found in the seismic data of the subduction zone or laboratory experimental data, which may be linked 
to the high pore fluid pressure and crack anisotropy when approaching failure (Audet et al., 2009; Chris-
tensen, 1984; Peacock et al., 2011; Wang et al., 2012). It is worth noting that there is a difference between 
the velocity variation curve we corrected through attenuation and the apparent V

P S
/V  ratio (Figure 13b). 

Our results present higher PE V  /  SE V  ratios for wet experiment when rock approaches rock failure. Even in dry 
rock experiment, PE V  /  SE V  ratios are slightly higher compared to the apparent PE V  /  SE V  ratios before rupture. These 
phenomena may be caused by the sudden rise of S-wave anisotropy (Bonner, 1974) and thus influencing the 
attenuation and wave velocity. This characteristic of V V

P S
/  ratio rising marks the particularity of the rock 

right before failure, and may provide robust information on fracture prediction.

4.4.  Toward 3D Waveform Inversion

Our method can process large amounts of experimental data quickly and provide the best matching val-
ues of PE V  , SE V  , PE Q  , and SE Q  . However, the synthetic seismograms cannot match the later phases regardless of 
parameter sets. For example, the fifth peak ( E  6 μE  s) of the synthetic waveforms in Figure 11a cannot match 
the data, especially when it coincides with the arrival time of S waves. The difficulty may come from model 
homogenization that should not be valid for scattered S waves. The second possibility is that our bound-
ary condition is still deficient, causing the S-wave waveforms to have poor matching. Since S waves and 
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quasi-surface waves are sensitive to smaller heterogeneity than P waves, it is natural to have this poorer fit 
in S-wave waveforms.

Therefore, full waveform inverse problem must inevitably move towards the development of heterogene-
ous models. Our method is an isotropic approximation of the deformed rocks, such that so far we can 
only match the first few peaks in the waveform to get the elastic and viscoelastic parameters. Kovalyshen 
et al. (2018); Kovalyshen et al. (2020) estimated anisotropy by inverting elastic wave arrival times for char-
acterizing the damage and failure processes in rocks. They also discussed the effective interpretation and 
correction of waveforms recorded by the finite-size transducers in laboratory experiments. When we start to 
extract more information on the weakening of rock materials from the waveform, we must use a three-di-
mensional heterogeneous model. Indeed, it is only through heterogeneous model that we could better sim-
ulate the structural changes and mechanisms inside the rock during deformation.

5.  Conclusions
Through the matching of the simulated and observed data, we obtained the velocity and attenuation chang-
es as the pressure rises up to rupture in laboratory. Unlike previous studies, the estimation of attenuation 
no longer requires amplitude analysis but can be directly conducted through our simultaneous inversion 
schemes, without trade-offs between the unknowns. The “apparent” velocity change could be biased by 
ignorance of attenuation and therefore our estimation of PE V  and SE V  is more trustable. Combining seismology 
and rock physics, the data measured can explain the fracture nucleation during varying stress conditions. 
Seismology can bring useful information on small-scale rock fractures. Variations of elastic and anelastic 
parameters revealed in this study show different trends from the usual rock measurements, these observa-
tion and analysis may thus give us the opportunity to understand the rock failure mechanism of not only 
laboratory experiments, but also the shallower part of the Earth's crust.

Figure 13.  (a) PE V  /  SE V  ratio change, (b) Relative PE V  /  SE V  ratio change.
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Appendix A:  Boundary Condition Tests
As shown in Figure A1a and A1b, the free-surface boundary rock model cannot reproduce the obser-
vations, due to its complete reflections from boundaries. Hence, we attempt to modify the boundary 
conditions by considering the silicone rubber, as in the real experiments: a layer of glue and silicone 
rubber is attached to the rock sample on its cylindrical side to jacket the sample. This layer is used to 
isolate the oil from the rock sample and transducers. The physical parameters of this layer are calculat-
ed from the characteristics of silicone rubber used in the experiment, Shin-Etsu KE45 W RTV silicone 
rubber (Table 1). The layer is added both to the cylindrical and to the side-cut cylindrical rock model. 
Figure A1 shows the waveforms for (a) the cylindrical rock model with free-surface boundary, without 
surface cut; (b) a cylindrical model with free-surface boundary, with surface cut; (c) a cylindrical mod-
el with silicone layer without surface cut; and (d) a cylindrical model with silicone layer with surface 
cut. The additional low-velocity layer surrounding the cylindrical rock sample behaves as an ad-hoc 
modified boundary conditions to absorb some wave energy, while preserving some reflections. Between 
models (a) and (b) in Figure A1, we can observe the subtle differences caused by the cut sides. How-
ever, both of the two models (a) and (b) cannot reproduce the observed waveforms reasonably. Models 
(c) and (d) have similarity until 5.5 μE  s (the third peak), after which the reflections from the antipodal 
point is larger than the real data with model (c). Due to the additional reflections back to the inner rock 
model in (d), the later phases show faster amplitude decay and the synthetics for (d) resemble better 
to the observed datum than (c). The comparison among the four models demonstrates that the more 
features added, the more similar the synthetics to the observed waveform. We thus concluded to use 
model (d) as our boundary conditions.

The additional layer in model (d) with the characteristics of silicone rubber can provide a buffer-like region 
that slows down the waves and reduce the amplitude of quasi-surface waves propagating between the two 
different materials. Figure A2 shows the coefficients of P to P and S to S transmission (Lay & Wallace, 1995), 
calculated as amplitude and phase at the solid-solid interface from rock to the silicone rubber. When the 

Figure A1.  The four models tested in this study and their synthetic waveform (a) cylindrical model with free-boundary, (b) side-cut cylindrical model with 
free-boundary, (c) cylindrical model with surrounding silicone jacketing model and (d) side-cut cylindrical model with surrounding silicone jacketing model.
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incidence angle equals to 0, P to P transmission coefficient is as high as 1.75, which is coherent to our ob-
servation that the direct P waves are amplified when they transmit and reach the interface between the two 
materials and travel through a low- E Q and low-velocity material.

Appendix B:  Source Wavelet Input
The source time function is formally taken from the laboratory experiment input waveform. However, 
the absolute amplitude of the input signal transmitted to the rock by the piezoelectric transducers is 
unknown. Therefore, in this study, we estimated the effective source time function by a trial-and-error 
approach. We concluded that the recorded input waveform low-pass filtered at 2 MHz is the best source 
time function to be used. This is the same dominant frequency band used in laboratory experiment 
(Figure B1).

Figure A2.  The transmission coefficient P to P (P-SV) and S to S (SH) of solid-solid surface between the granite and the silicone rubber plotted with incidence 
angle. The frequency range is set to the dominant frequency 2 MHz. (a) P to P (P-SV) amplitude, (b) P to P (P-SV) phase, (c) S to S (SH) amplitude, (d) S to S 
(SH) phase.
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Data Availability Statement
Data is available through Zaima and Katayama (2018), https://doi.org/10.1029/2018JB016377.
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