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Abstract Numerous large‐scale geophysical flows propagate with low‐apparent basal friction
coefficients, but the source of such phenomenology is poorly known. Motivated by scarce basal friction data
from natural flows, we use numerical methods to investigate the interaction of granular flows with
their substrate under idealized conditions. Here we investigate 3‐D monodisperse and polydisperse
fluid‐particle granular flow rheology and flow‐substrate interaction using discrete element modeling and
coarse‐graining techniques. This combination allows us to calculate the continuum fields of solid fraction,
velocity, shear stress, and solid pressure and compare it with force measurements on the substrate. We
show that the wall/basal friction coefficient is not constant. Instead, it is a function of the nondimensional
slip defined as the ratio of the slip velocity over the slip velocity fluctuations. The scaling of the wall
friction with nondimensional slip is independent of air viscosity and density and presence of excess pore
pressure. Therefore, the reduction of the basal stress that must occur in mobile natural flows with excess
pore pressure is not ascribed to the lowering of wall friction coefficient. Instead, lowering of the normal
stress by fluid drag in flows with elevated pore fluid pressure justifies the definition of effective wall and
internal friction coefficients to capture the geophysical flow rheology and the forcing on its substrate. These
results are fundamental to understand the dynamics of geophysical mass flows including pyroclastic
density currents, water‐rich debris flows, and rock and submarine avalanches.

1. Introduction

Many studies have shown that geophysical mass flows such as volcanic and nonvolcanic landslides, rock
avalanches, and concentrated pyroclastic density currents have enhanced mobility, which are often assessed
by the well‐known mobility index: length of runout/drop height (L/H) (Corominas, 1996; Legros, 2002;
Ogburn et al., 2014; Schneider et al., 2010). Plots of L/H against the bulk volume for all mass flows generally
depict a positive relationship (increased mobility with volume), which has been attributed to the lowering of
the effective bulk friction coefficients.

In the past decades, the quest to find the universal mechanism responsible for the friction reduction in
long‐runout landslides has motivated many workers to propose a variety of mechanisms that include riding
atop a cushion of trapped air (Shreve, 1968), lubrication by water (Lucchitta, 1987), a basal melt layer
(Erismann, 1979), frictionally warmed ice (Singer et al., 2012), frictional velocity weakening (Lucas
et al., 2014), a basal layer of colliding grains (Campbell, 1989; Cleary & Campbell, 1993), sustained pore pres-
sure (Iverson, 2005; Iverson et al., 1997, 2010), acoustic fluidization (Collins & Melosh, 2003; Johnson
et al., 2016; Melosh, 1979), and moisture fluidization and thermal pressurization by frictional heating
(Alonso et al., 2016; Goren & Aharonov, 2007; Vardoulakis, 2000; Voight & Faust, 1982; Wang et al., 2017).
Nevertheless, compelling evidence for the low effective friction of long‐runout mass flows does not imply a
universal mechanism precisely because this measure averages over a large range of microphysical processes.
Interestingly, a similar conundrum has confounded the pyroclastic flows community for decades (Hayashi &
Self, 1992; Kelfoun, 2011; Lube et al., 2019; Wilson, 1980). Notably, for both debris flows and pyroclastic
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density currents, large L/H require lowering of the effective basal friction coefficient as noted inmany depth‐
averaged studies (e.g., Charbonnier & Gertisser, 2009; Charbonnier et al., 2013; Lucas et al., 2014; Ogburn &
Calder, 2017) or even in discrete element modeling (Borykov et al., 2019). Phenomenologically and mathe-
matically, the low effective basal (also called wall) friction can be produced by either lowering the effective
normal stress or reducing the friction coefficient for both landslides and pyroclastic density currents
(Breard et al., 2017; Pudasaini & Miller, 2013). This poses the following fundamental question for individual
currents: Is the lowering of the basal shear stress a result of the reduction of normal stress, basal friction coef-
ficient, or both? Deciphering which frictional properties need to be modified cannot be accomplished
through continuum or depth‐averaged approaches as only the net impact of friction reduction is evaluated
through a comparison to observations. Yet, the exact physical mechanism influencing these forces is needed
to better understand emergent phenomena in natural flows and has implications for deposition, sorting, and
internal forces in these flows.

Despite recent advances in the theoretical description of granular flows (Andreotti et al., 2013; Forterre &
Pouliquen, 2008; Henann & Kamrin, 2013), there is a need for a better understanding of the interactions
between the moving granular material and its interaction with a solid boundary (wall friction) and the
resulting rheology of the system. Importantly, the occurrence of nonzero velocity of particles at the base
of a flow moving atop a substrate is called slip. The scaling of the slip velocity remains challenging whereas
the formation of slip in mass flows is at the origin of substrate entrainment and subsequent bulking (Bernard
et al., 2014; Roche et al., 2013), which has been correlated to momentum amplification and subsequent
enhanced flow mobility when pore pressure can develop in the substrate (Iverson et al., 2010). Basal slip
can generate Kelvin‐Helmholtz instabilities that can modify material entrainment from the substrate into
the flow (Pollock et al., 2019; Roche et al., 2013).

In order to understand the scaling of slip velocity with other flow properties, measurements of slip velocity,
basal forces, and their distribution are required. However, obtaining such data from natural settings remains
extremely challenging because of the scale and hazards associated with those systems. In the past decade,
our understanding of geophysical mass flows' behavior has been driven by studies of simplified granular sys-
tems. Therefore, we turn toward granular mechanics to further our understanding of natural granular flows
even though these systems are significantly simpler than natural flows. A number of developments in gran-
ular physics have led to a reassessment of the common modeling approach of treating solid interfaces as a
simple no‐slip boundary condition, even for smooth, frictional vertical walls, which are treated instead with
a partial slip boundary condition (Artoni & Richard, 2015). In fact, the existence of cooperative effects
(Pouliquen, 2004; Staron, 2008) in the force network and in the velocity field can impede the use of a purely
local approach, that is, an approach where local stresses scale to the local shear rate. An important source of
cooperative effects and thus of nonlocality is self‐generated velocity fluctuations within the flow, which has
been simulated in continuum approaches using the fluidity approach (Kamrin, 2017; Kamrin &
Koval, 2012), the kinetic theory (Jenkins & Berzi, 2010; Lun et al., 1984) and the Cosserat continuum
(Cosserat & Cosserat, 1909; De Borst, 1991).

Here, by means of 3‐D discrete element simulations coupled to a state‐of‐the‐art coarse‐graining (CG) tech-
nique for mono and polydisperse systems, we study simultaneously flow rheology and effective basal friction
of granular material on inclined slopes and in a numerical approximation of Couette shear cells. The numer-
ical approach used intentionally simply geophysical cases, yet yield insights into fundamental processes that
shape these currents. First, we present the flow rheology for monodisperse and slightly polydisperse beds.
Second, we describe the scaling of the wall friction and slip velocity on flat frictional surfaces. Third, we look
at the role of roughness on the wall friction and slip velocity. Finally, we investigate the role of normal stress
reduction by pore pressure diffusion on the flow rheology and the interactions with its substrate. In this
CFD‐DEM study, we consider both gas‐particle mixtures and the impact of denser, more viscous fluid, in
the case of water‐particle mixtures.

2. Methods

We use discrete element method (DEM) simulations to assess the rheology of a granular bed while simulta-
neously measuring the time‐variant forces imposed by the bed. The numerical experiments are presented in
section section 2.1. The equations of the DEM used in theMFIXmodel can be found in Garg et al. (2012) and
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Benyahia et al. (2012). The CG method applied to polydisperse systems and calculations of the parameters
needed to define granular flow rheology is new to the granular physics and Earth science fields and, thus,
described thoroughly in section 2.2.

2.1. Discrete Element Modeling

Numerical. simulations were carried out in 3‐Dwith theMFIX‐DEM code developed by the U.S. Department
of Energy (http://mfix.netl.doe.gov). Details about the theory and implementation of themodel can be found
in Garg et al. (2012), Syamlal (1998), and Syamlal et al. (2016) and validation of the DEM approaches in Garg
et al. (2012) and Li et al. (2012).

The computational domain was a cuboid of length Lx = Lz = 20 times the max particle diameters and vari-
able Ly. The X and Z boundaries were made cyclic, whereas the bottom and top walls were either made flat
frictional of rough.

The coupling between the particles and the Eulerian fluid is described by the transfer of momentum between

phases ( If
!
), which is achieved via summing the drag force and pressure gradient force of particles located in

the computational cell (Garg et al., 2012):

If
!

tð Þ ¼ 1
νREV

∑Nk
k¼1 FD

�! kð Þ
tð ÞKREV X kð Þ

p

� �
; (1)

where KREV X kð Þ
p

� �
is a generic kernel with compact support that determines the influence of the particle

force at X kð Þ
p on the representative elementary volume, νREV.

The drag force FD
�! kð Þ

of the particle residing in the cell k is defined as (Garg et al., 2012)

FD
�! kð Þ

tð Þ ¼ −∇Pf tð Þ π
6
d kð Þ3
p

� �
þ β kð Þ

fs tð Þ
1 − εf tð Þ� � π

6
d kð Þ3
p

� �
vf
! tð Þ − vp

! kð Þ
tð Þ

� �
; (2)

where Pf is the fluid pressure, dp is the particle diameter, εfis the volume fraction of fluid, and vf and vp are
the fluid and particle velocities, respectively. To calculate the drag force accurately, the mean fluid phase
velocity is interpolated to the particle location. Then, the drag force on each particle is projected on the

Eulerian fluid phase grid. The interphase momentum exchange term β kð Þ
fs is evaluated via a drag model fol-

lowing Gidaspow (1994):

β kð Þ
fs tð Þ ¼

3
4
C kð Þ
D tð Þ

ρf εf tð Þ 1 − εf
� �

vf
!− vs

! kð Þ��� ���
d kð Þ
p

ε −2:65
f ; εf ≥ 0:8

150 1 − εf tð Þ� �2 ηf
εf tð Þ d kð Þ

p 2
þ
1:75 ρf 1 − εf tð Þ� �

vf
! tð Þ − vs

! kð Þ
tð Þ

��� ���
d kð Þ
p

; εf < 0:8

8>>>>>><
>>>>>>:

(3)

with ρf as the fluid density. The drag coefficient C kð Þ
D is calculated as follows (Gidaspow, 1994):

C kð Þ
D tð Þ ¼

24

Re kð Þ tð Þ 1þ 0:15 Re kð Þ tð Þ0:687� �; Re kð Þ tð Þ < 1000

0:44 Re kð Þ tð Þ ≥ 1000

8><
>: (4)

The full equations of the DEM‐CFD code have been added in the supporting information Tables S1 and S2.

The solid mixture was made of spherical monodisperse (one particle size) or slightly polydisperse mixtures
(three particles sizes, d ± 0.2d) with a mean diameter (D43) of 500 microns and 5 mm and a solid density of
2,500 kg/m3. In order to ensure hard collisions between particles and the flat frictional wall, we attributed a
particle‐particle and particle‐wall spring constant kn > 104Psd (Zhang & Kamrin, 2017), where Ps is the solid
pressure. We set the particle‐particle and particle‐wall friction coefficients to 0.5, with inelastic collisions
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since the normal restitution coefficient ~0.5 for many natural geophysical materials (Dufek et al., 2009). The
discrete phase is two way coupled to the Eulerian phase chosen as air or water, which is treated as a compres-
sible fluid at an ambient temperature of 293.15 K. In order to investigate whether air temperature affects our
results (by influencing the viscosity and density of the interstitial gas), we have performed simulations on flat
frictional and rough substrate at 873.15 K. These represent an upper value of temperature measured within
concentrated pyroclastic density currents such as block‐and‐ash and pumice flows (Benage et al., 2016;
Lube et al., 2020; Pensa et al., 2018; Trolese et al., 2018). We thus neglect the possible role of temperature
on the particle‐particle friction coefficient, stiffness of particles, triggering of flash heating, and thermo-
plasticity if clay particles are present. The Cartesian grid has a spatial resolution in all three dimensions
equal to 2dmean (the mean particle diameter), ensuring an accurate coupling description between gas and
particles (Bergantz et al., 2015). Note that in DEM‐CFD, the Eulerian grid size Δx has to be larger than
the maximum particle size and that Δx ∈ (1.85 dmean, 2.5 dmean) since bed statistics in that range are inde-
pendent of Δx (Bernard et al., 2017). We used a narrow grain‐sized distribution to make sure the drag was
as (spatially) resolved as possible while enabling small polydispersity to exist.

The rough surface making the bottom or top plates were made of particles sizes dr= 0.95 df , where d is the
mean particle diameter in the flow. Based on the description of Berzi and Vescovi (2017) adapted for
non‐monodisperse mixtures, the roughness is measured by the minimum penetration angle ψ defined in
radians as

sin ψ ¼ dr þ l
dr þ df

; (5)

where l is the distance between the edges of particles contributing to the roughness, dr is the particle diameter
in the roughness, and df is the particle diameter in the flow. For monodisperse mixtures with a roughness
made of a single layer of particles positioned at the same height, the minimum penetration angle is reached
for l = 0 and gives ψ = 5π/30. In contrast, particles can penetrate the gaps if ψ > 10π/30. Instead of using
a regular lattice that is not representative of natural system and to prevent crystallization of the particles
(particles form a lattice with layer thickness = d), we chose to change placement of the particles to obtain
three domain‐averaged roughnesses ψ = 6π/30, 8π/30, and 10π/30. These values cover the extreme cases,
where particles are closely packed in the roughness versus that where particles are far apart, yet preventing
any particle falling through the roughness layer. For ψ > 10π/30 in the first layer, the particles can interact
with a second layer of particles underneath, thus leading to a bed average ψ < 10π/30.

Simulations are divided in two sets: flat friction and rough. Each is thus subdivided in two subsets, monodis-
perse or polydisperse. Shear in the bedwas either generated by imposing a slope (changing the gravity vector)
or by simulating a top rough plate on which we imposed a defined confining force and velocity in the x
direction (Figures 1a and 1b). Finally, simulations were carried out either in pseudo‐steady state, where
changes are applied very slowly relative to the response time of particles to changes of the stresses or in
complete steady state (Figure 1c).

From the DEM simulations, particles locations, velocity, and forces are exported and used in the CG tech-
nique. Additionally, we computed the streamwise effective wall friction coefficient at the bottom flat or
rough wall as the ratio of the average force in the flow direction x and the average force normal on the wall
(in y direction): μw = Fx/Fy (Artoni & Richard, 2015), which corresponds to the stress ratio τxy/τyy at the wall.
The slip velocity was calculated as the average of all velocities for all particles in contact with the wall. The
streamwise velocity fluctuations, which are related to the internal granular temperature of the flow, were
also calculated as Tx= ⟨(Vx− ⟨Vx⟩)

2⟩, where streamwise slip velocity fluctuations are calculated with respect
to the average particle velocity (Artoni & Richard, 2015).

In order to show the effect of excess pore pressure on the granular bed strength, we simulate the failure of a
static bed placed on an inclined slope that is lower than the angle of repose of the material ~19.5°. The angle
of repose was obtained by piling up the granular material and measuring the slope of the surface. The excess
pore pressure was generated by injecting air at the base of the domain at specified superficial velocity
(volume flow rate divided by cross‐sectional area). This allows us to modulate the excess pore pressure
throughout the bed.
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The pore pressure is calculated as the differential fluid pressure between the absolute pressure at a given
location and the ambient pressure. This pressure is that of the fluid and is different from that generated
by particle interactions, which is called the solid pressure. To calculate the fractional pore pressure Pg

*

and solid pressure Ps
*, we calculate the hydrostatic pressure as

Phydrostatic ¼ g∫
y1

y0ρdy; (6)

where ρ is the mixture density. We thus defined Pg
* ¼ Pg

Phydrostatic
and Ps

* ¼ Ps

Phydrostatic
, which allows us to

track the degree of bed support due to the presence of excess pore pressure.

Figure 1. DEM Couette setup where a horizontal velocity (Vx) and average force (FN) is applied from the top plate
onto the bed that is placed across a rough substrate (a). (b) Similar to (a), with a flat friction basal boundary.
(c) Simulation tree describing the various simulations undertaken in this study. Dependence of solid concentration
(d), inertial number (e), shear stress (f), and friction coefficient (g) on w/d in the bed at 0.03 m (red data) and 0.05 m
(black data) above the bed base. The blue line represents the w/d = 1 value chosen for the study. The grayed area shows
the range of w/d values suggested by Weinhart et al. (2016).
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2.2. CG

CG techniques, also referred to the micro‐macro transition (Weinhart et al., 2016), are applied to the par-
ticle data from DEM simulations to calculate (from discrete quantities) continuum fields such as density,
velocities, and stresses, which are important for the analysis of the granular flow rheology. The develop-
ment of the CG techniques and its use in granular mechanics is relatively recent and was first developed
for monodisperse systems (Goldhirsch, 2010; Weinhart et al., 2013). CG has been successfully used to
recover the rheology of various systems in 3‐D and tested against experiments (Fullard et al., 2019). In
the present study, the monodisperse CG method was adapted to describe monodisperse and polydisperse
granular systems.
2.2.1. Polydisperse Equations
2.2.1.1. Coarse‐Grained Momentum
As in statistical mechanics, one assumes the particle massmi is located at its center ri(t) and define a micro-
scopic (point) mass density at a point r. From the convolution of the microscopic mass density using a CG
function W(r) (see Equation 14), we define the macroscopic momentum density pq(r, t) for each class q
(from 1 to Q):

pq r; tð Þ ¼ ∑i ∈ qmiviW r − ri tð Þð Þ: (7)

Vectors are shown in bold, and each operation is performed on the orthogonal vector components in 3‐D. vi
is the velocity vector of particle i. A partial velocity field, uq(r,t) can be calculated as the ratio of the momen-
tum density and the macroscopic mass density:

uq r; tð Þ ¼ pq r; tð Þ
ρq r; tð Þ : (8)

The mixture bulk momentum density is defined as follows:

p r; tð Þ ¼ ∑Q
q¼1p

q r; tð Þ: (9)

The partial bulk density of each particle class is given by CG:

ρq r; tð Þ ¼ ∑
i ∈ q

miW r − ri tð Þð Þ: (10)

Note that the bulk density of the mixture of particles is the sum of the partial ones:

ρ r; tð Þ ¼ ∑Q
q¼1ρ

q r; tð Þ: (11)

Each component of the mixture bulk velocity vector is given by

u ¼ p r; tð Þ
ρ r; tð Þ: (12)

2.2.1.2. Coarse‐Grained Stress Tensor
Considering the momentum conservation equation, the partial stress tensor, σq

αγ , is given as the sum of a

kinetic, σk; qαγ , and contact contribution, σc; qαγ such that

σqαγ ¼ σk; qαγ þ σc; qαγ : (13)

The α, γ entry in the partial kinetic stress tensor is given by

σk; qαγ ¼ ∑i ∈ qmiv
′
iαv

′
iγW r − ri tð Þð Þ; (14)

where v′iα is the α component of the fluctuation velocity of particle i.
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v′iα ¼ uα
q r; tð Þ − viα tð Þ: (15)

The mixture kinetic stress tensor is given by

σk r; tð Þ ¼ ∑Q
q¼1σ

k; q r; tð Þ: (16)

The calculation of the partial contact stress tensor differs slightly from the other partial fields. While the par-
tial density, momentum, and kinetic stress tensors involve only particles from their own class q, the contact

stress tensor involves the calculation of forces between particles in class q and particles from all classes, v ∈ Q,

where Q is the union of all particles classes, q. The α and γ entry in the partial contact stress tensor is given by

σc; qαγ ¼ ∑i ∈ q∑
j ∈ Q

j ≠ if ijαaijγ∫
1

0W r − ri þ saij
� �

ds; (17)

where aij = ri − cij is as the branch vector between two particles, i and j, in contact and cij is the contact
point. Note that for equally sized particles, the relationship above implies that the force between two par-
ticles fij is partitioned evenly. However, when particles are of different size, it is shown by Equation 9 that
the contact stress is dominated by the larger particle.

The mixture contact stress tensor is given by

σc r; tð Þ ¼ ∑Q
q¼1σ

c; q r; tð Þ: (18)

The mixture total stress tensor is simply the sum of the kinetic and contact stress tensors:

σ r; tð Þ ¼ σk r; tð Þ þ σc r; tð Þ: (19)

The granular temperature inside the mixture is not the same as the granular temperature Tx calculated from
the slip velocity (Tx, Ty, and Tz). Tg, can be defined from the trace of the mixture kinetic stress tensor and
mixture density:

Tg ¼
tr σk
� �
3ρ

: (20)

The granular temperature is generally assumed isotropic (Zhang & Kamrin, 2017). Nevertheless, we will
show that the granular temperature can be decomposed in its three components in order to illustrate a pos-

sible anisotropy (i.e., Tgx ¼ σxx
k

ρ
).

The average normal stress or solid pressure in the system is calculated as follows:

Ps ¼ 1
3
tr σð Þ: (21)

2.2.2. CG Function
In the present work, we choose the Gaussian CG function:

W rð Þ ¼ Vw
−1exp

− rj j2
2w2

; for rj j < c

0; otherwise

8><
>:

;

(22)

where the cut‐off length is c = 3w, with w as CG width. Weinhart et al. (2016) suggest a value 0.75 ≤ w/
d ≤ 1.25, where d is mean particle diameter d = ∑ xidi and xi the normalized volume fraction of particle
of diameter di, with ∑xi = 1. We show that in this range, the flow properties measured from CG are scale
independent and chose w/d = 1 (Figures 1d–1g).

Vw is chosen to ensure that the integral of the density is equal to the total mass:
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Vw ¼ 2
ffiffiffi
2

p
w3π3=2erf

c
ffiffiffi
2

p

2w

	 

− 4cw2 πexp

−c2

2w2

	 

: (23)

2.2.3. Calculation of Parameters to Measure the Rheology of Granular Mixtures
To further average our continuum fields, we spatially average the flows in the z direction (flow is moving in
the x direction and gravity is in the xy dimensions). For a general field, G, this average is obtained the follow-
ing way:

G′ ¼
1

z1 − z0
∫
z1

z0Gdz; (24)

where z0 and z1 denote the front and back of the domain in the z dimension. Therefore, we are left with
thickness‐averaged fields in the y and x directions. It was found that the shear component in the z direc-
tion was relatively small (plane strain condition), so intuitively, one would assume that the 3‐D version of
the stress tensor is best to use. However, comparing the friction coefficient with the angle of repose and
steady state cases with and without pore pressure gave a better match to the tan (slope) (<4% error) when
using the 2‐D version of the stress tensor rather than the 3‐D version (up to 13% error). The 2‐D version of
the stress tensor in combination with the pressure using all three contributions is always used in plane
shear configuration (Chialvo & Sundaresan, 2013; Gallier et al., 2014; Ness & Sun, 2015; Weinhart
et al., 2016; Zhang & Kamrin, 2017). Thus, we proceed with the 2‐D version of the stress tensor:

σ2d ¼ σxxσxy
σyxσyy

	 

: (25)

The thickness‐averaged mixture deviator stress tensor is given as follows:

σ′
D; 2d r; tð Þ ¼ σ′

2d r; tð Þ − 1
2
tr σ′

2dÞ:�
(26)

Dropping the 2d superscript and the magnitude of the tensor is defined as follows:

σ′
D

�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5σ′

D
ijσ′

D
ij:

q
(27)

From this, we calculate the granular friction coefficient as the ratio of the shear stress and solid pressure:

μ ¼ σ′
Dj=P′s:

�� (28)

To investigate granular flow rheology, one essential parameter to calculate is the domain‐averaged inertial
number:

I ¼ _γd′ffiffiffiffiffi
P′s
ρs

r ; (29)

where ρs is the solid density, _γ is the shear rate, and ′d is the mean particle diameter.

For polydisperse systems, the inertial number is calculated with the mean particle diameter d′ known as the

D43 (Gu et al., 2016), which is the volume average mean diameter:

d′ ¼ D43 ¼ nqdq; (30)

where nq is the mass fraction of the particle class q of diameter dq.

The inertial number I is also a function of a shear rate _γ. To calculate the domain average shear rate, we
first average the velocity fields in the z direction (depth direction). Then, we calculate the shear rate ten-
sor in 2‐D.
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_γij ¼
∂ui
∂xj

þ ∂uj
∂xi

: (31)

We calculate the shear rate deviator:

_γij
d ¼ _γij − _γiiδij; (32)

where δijis the kronecker delta. We thus define the second invariant of the deviator as follows:

_γij
d

��� ��� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
_γij

d _γij
d

r
: (33)

An average is taken in the x direction (the direction of flow) to produce a vertical line of averaged shear rates:

_γij
d

��� ���
verticalaverage

¼ 1
x1 − x0

∫
x1
x0

_γij
d

��� ���dx: (34)

And then average in the y direction

_γ ¼ _γij
d

��� ���
domainaverage

¼ 1
y1 − y0

∫
y1
y0

_γij
d

��� ���
verticalaverage

dy: (35)

In further sections, we simplify the notations of the following terms: We use _γ ¼ _γij
d

��� ���
domainaverage

, P′s as Ps

and σ′
D

�� �� as σ.

3. Results
3.1. Rheology of Gas‐Particle Granular Mixtures

The role of the dissipative timescale can be compared to the shearing timescale using the Stokes number

defined by Boyer et al. (2011) as _St ¼ γd2ρp=ηf . The Stokes number is 5 × 100 < St < 7 × 105 for all simula-

tions (in air and water) in the intermediate and inertial regimes. Calculating the Stokes number in the
quasi‐static regime is not meaningful for our application since this regime is dominated by particle contact,
which generates a dense force chain network (Ness & Sun, 2015). Since all our simulations display particle
volumetric concentration below the critical concentration Φmax, shear thickening behavior is solely
observed and the quasi‐Newtonian or shear thinning behavior, which can only exist for St < 1, is not
observed (Ness & Sun, 2015). This implies that while we simulate flows with pore pressure gradients where
drag reduces the normal stress, the particle interactions are negligibly influenced (delayed) by viscous forces.
In addition, the particle Reynolds (Table S1), which assesses the fluid inertial over viscous forces, exceeds 10
when the air‐ and water‐particle beds are undergoing partial to full fluidization. Hence, the granular mixture
is controlled by the single dimensionless parameter known as inertial number 29. The inertial number repre-
sents the ratio of time scale for rearrangement over deformation (GDR‐MiDi, 2004). For the simulation in
water, the shear rate is low enough to limit the role of viscous and lubrication forces so that the viscous num-
ber is up to an order of magnitude lower than the inertial number in the intermediate and inertial regimes.
As a result, the shear stress and solid concentration in our simulations are a function of I only.

τ ¼ μ Ið Þ P and Φ ¼ Φ Ið Þ; (36)

The functions μ(I) andΦ(I) measured in the discrete numerical simulations for themonodisperse (Figures 2a
and 2b) and slightly polydisperse systems (Figures 2c and 2d) show the same trends. The solid concentration
declines whereas the friction coefficient increases with increasing inertial number. The overlap of the data
for a mean grain size diameter of 0.5 and 5 mm validates the unique control of the inertial number on the
flow rheology. Based upon the polydisperse numerical rheology data, we fit the concentration data with
the following law:
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Φ Ið Þ ¼ Φmax

1þ aI
(37)

(Amarsid et al., 2017) where a was found to be equal to 1 and Φmax = 0.582. This definition is similar to
that describing granular flows immersed in a viscous fluid as introduced by Boyer et al. (2011), where I

becomes
ffiffiffiffi
Iv

p
since viscous forces at the particle scale are dominant.

In the literature, granular flow regime boundaries have been loosely defined based upon the value of the
inertial number. Three distinct regimes are as follows: the quasi‐static, the intermediate, and the inertial
regimes. We define four granular regimes from the slightly polydisperse cases based upon our simulations:
quasi‐static nonlocal (creep), quasi‐static, intermediate, and inertial.

The quasi static regime is typically defined for I < 10−3 since it defines roughly the threshold above which
both solid fraction and the friction coefficient change abruptly. However, recent evidence indicates that
an upper bound for I of the order 10−5 for the quasi‐static regime may be appropriate because creep always
persists (Houssais et al., 2015). Recently, creep has been detected at small values in laboratory experiments
(Jerolmack &Daniels, 2019). In fact, while the friction coefficient appears to tend to a constant value equal to
the tangent of the angle of repose of the granular mixture (~0.355), for I < 4 × 10−5, the friction coefficient
decreases below the critical value of 0.355 in the simulations with polydisperse mixtures (Figure 2d). Similar
creep behavior has been observed in granular mixtures immersed in viscous fluid (Houssais et al., 2016) and
is characterized by intermittent and localized particle rearrangements that do not result in changes in

Figure 2. μ(I) and Φ(I) rheology of monodisperse and polydisperse granular flows simulated with discrete element
modeling (DEM). Solid concentration (a) and friction coefficient (b) versus inertial number plot for the monodisperse
mixture. Solid concentration (c) and friction coefficient (d) versus inertial number for the polydisperse mixture.
The fit presented in (a) and (c) are from the Equation 37, and the fit in (b) is from Equation 38 and (d) is from
Equations 38 and 39.
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particle volumetric concentration. We name this behavior quasi‐static nonlocal, which bears similarities
with amorphous solids such as glass. Importantly, particle rearrangement at I < ~10−5 seem plausible in
polydisperse systems but absent in purely monodisperse dispersions that can “crystallize” (Figure 2b). In
addition, we define the quasi‐static regime for 4 × 10−5 < I < 10−3, where the particle volumetric concen-
tration and friction coefficients are constant. To our knowledge, such crystallization solely exists in the
numerical simulations since granular distributions in nature are never truly monodisperse.

For inertial numbers of 10−3 to 5 × 10−1, the flows are in the intermediate regime, with a rheology following
the μ(I) defined by Jop et al. (2006). In this regime, particles endure prolonged contacts. Finally, in the
inertial regime, solid concentrations is low (<0.4–0.35). This has been defined as the inertial regime where
binary collisions dominate the particle‐particle interactions.

The decline of the friction coefficient below the tangent of the angle of repose in the quasi‐static regime is in
line with the findings of Barker et al. (2015), Barker et al. (2017), and Schaeffer et al. (2019) who showed that
the constitutive equations of the μ(I)‐rheology are ill posed for low‐ and high‐inertial numbers. The ill‐posed-
ness yields oscillations, instabilities, and sensitivity of the solution to the initial parameters (Gesenhues
et al., 2019). The need to regularize the implementation of the μ(I) in continuum models led to the develop-
ment of Equation 38, implying that as I tends to 0; the friction also tends to 0. Similarly, we fitted our
DEM‐CFD data with the same law proposed by Barker et al. (2017). The friction coefficient is fitted with a
function describing the quasi‐static, intermediate, and inertial regimes:

μ Ið Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α

ln
A1

I

	 

vuuut I ≤ IN1

μstaticI0 þ μdI þ μ∞I2

I0 þ I
I > IN1

0
BBBBBB@

1
CCCCCCA
; (38)

A1 ¼ IN1 exp
α I0 þ IN1
� �2

μstaticI0 þ μdI
N
1 þ μ∞ IN1

� �2� �2

0
B@

1
CA; (39)

where A1, I0, μ∞, μd, and α are constants. IN1 is the lower end of I where Equation 31 is well posed. The
form of the friction coefficient at high‐inertial number is based on the experimental work of Holyoake
and McElwaine (2012). We find A1 = 140, μstatic = 0.355, μd = 1, μ∞ = 0.2, α = 1, and I0 = 0.3.

Figure 2d shows that IN1 = 4 × 10−5 fits well the decline of friction below the tangent of the angle of repose. To
our knowledge, this is the first numerical study confirming that athermal creep in granular material
immersed in air without an external flowing layer can lead to a friction coefficient becoming lower than
the tangent of the angle of repose.

Now that we have described the flow rheology and the relationship between the internal friction coefficient
with the scaled shear rate (inertial number), we describe the flow‐substrate interactions and scaling.

3.2. Slip Velocity on Flat Friction Surfaces

Many small to large‐scale experiments have been designed to investigate mass flows and simulate granular
mixtures moving across a flat frictional surface at their base (and often on their side walls). The term flat fric-
tional implies that the roughness is orders of magnitude smaller than the particle diameter and that the
particle‐wall friction coefficient μpw is >0. This friction coefficient comprises the effect of particles rolling
and bouncing on the flat interface. For instance, glass beads typically roll on a 11° slope, whereas their
μpw is ~tangent (21.5°) (O. Roche, personal communication, September 11, 2018). Quantifying the relation-
ship between basal slip and basal wall friction is necessary to better understand the experiments and to
define boundary conditions, which are crucial parameters feeding numerical models.

Here we assess the interactions between granular flows and solid interface by measuring the forces at the
bottom surface and the velocity of particles impacting it. We restrict the analysis to the streamwise compo-
nent of the force and slip velocity since their magnitude are orders of magnitude larger than their cross
stream components. In a single DEM simulation, we incline over time a monodisperse and slightly

10.1029/2020JB020203Journal of Geophysical Research: Solid Earth

BREARD ET AL. 11 of 22



polydisperse particulate mixture from a horizontal slope up to 80°. The inclination rate is 0.2°/s, which is a
half order of magnitude lower than the relaxation time of the granular bed found to be 1.1°/s (Figure S1),
which ensures that our result from the inclined simulations are equivalent to steady state situations. We
present measurements of the rheology of the basal portion of the flow of a thickness equal to 3 particle
diameters and the slip and force measurements at the flat bottom surface.

On a slope of 0.2–17.5°, the flow is slipping in a creep regime as depicted by the small slip velocity (10−7 to
10−4 m/s), accompanied by spatial fluctuations of the slip velocity Tx (Figures 3a and 3e). Creep consists of
stick‐slip events where slip changes by an order of magnitude in <1 s. Simultaneously, the shear rate in the
flow base mimics the slip velocity and its fluctuations (Figures 3b and 3f). The nondimensional slip velocity

defined as Vx=
ffiffiffiffiffiffi
Tx

p
shows that spatial velocity fluctuations are correlated with slip velocity. For a slope

exceeding 17.5° that corresponds to the tangent of the μslip − thresold, the flow rapidly changes from creeping
to sliding, as depicted by rapid change of shear rate, slip velocity, and slip velocity fluctuations. The velocity
fluctuations and shear rate increase up to a slope of 30°, the nondimensional slip increases with slope.
Interestingly, the trends of all parameters are similar between the monodisperse and polydisperse cases.

The basal friction coefficient matches the tangent of the slope up to a slope inclination 24° for the monodis-
perse case (Figure 3c) and 21° for the polydisperse simulation (Figure 3g). Above this threshold, the basal

Figure 3. Scaling of the wall friction for monodisperse and polydisperse beds moving across a flat frictional substrate. The slip velocity and slip fluctuations
(a), nondimensional slip (Vx=

ffiffiffiffiffiffi
Tx

p
) and shear rate (b), and internal μ(I) and wall friction (μw) coefficients (c) for the monodisperse mixture of 5 mm spherical

particles are plotted against the slope of the flat frictional substrate. For the polydisperse case, made of 4.5 to 5.5 mm spherical grains, the slip velocity
(e), nondimensional slip (Vx=

ffiffiffiffiffiffi
Tx

p
) (f), and internal μ(I) and wall friction (μw) coefficients (g) are plotted against the slope of the flat frictional substrate. Note that

μpw is the particle wall friction coefficient set in the DEM simulation as =0.5. In (c) and (g), the red dash line represents the tangent of the slope angle. Wall
friction coefficient scaled versus the nondimensional slip parameter for the monodisperse (g) and polydisperse (h) simulations. The ref line is the fit to the
steady state simulations (red dots), while the black dots are from the unsteady simulation. In (h), the steady state simulations were replicated at 873.15 K (yellow
cross) and overlap with the ambient temperature (red dots).
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friction coefficient tends to a constant value of 0.5, which matches the value of μpw imposed. At all times, the
internal friction coefficient exceeds the wall friction in the monodisperse scenario, whereas the basal and
internal friction coefficients are equal for a slope of 15°.

In order to study the effective wall friction in detail, we discuss its scaling with flow parameters. By similarity
with the kinetic theory of gases on flat frictional walls (Jenkins, 1992; Johson & Jackson, 1987), the slip velo-
city can be scaled with its fluctuations. As shown by Artoni & Richard (2015), the slip velocity fluctuations

scale with the shear rate, which suggests that
ffiffiffiffiffiffi
Tx

p
can be used to test the scaling of the slip velocity.

Figures 3d and 3h show the relationship between the wall friction μw and Vx=
ffiffiffiffiffiffi
Tx

p
for a single simulation

where the slope is inclined slowly over time and for steady state simulations with a constant slope inclination
spanning 16°/16.5° to 27° (monodisperse/polydisperse). Beyond this range, a no slipping, steady state can be
reached. Based on bothmonodisperse and polydisperse simulations, we define two regimes: (i) the creep and

(ii) the steady sliding. In the creep regime, the correlation between μw and nondimensional slip Vx=
ffiffiffiffiffiffi
Tx

p
is

not clear, particularly for the polydisperse case. This regime corresponds to slopes below the formation on
continuous slipping and characterizes the slow creeping and stick‐slip events occurring at low slope angle.
In the steady slipping regime, a clear correlation exists between the wall friction and the slip velocity. The
wall friction takes the functional form:

μw ¼ μpw − a

1þ b Vx=
ffiffiffiffiffiffi
Tx

p� �c; (40)

where a is the tangent of the angle above which slips initiate and b and c are constants. Equation 40 bears
similarities to the definition of Artoni and Richard (2015) for vertical wall friction and with the boundary
conditions of kinetic theory of granular flows (Jenkins, 1992; Johson & Jackson, 1987; Richman, 1988).
Additionally, the results provide a rapid way of estimating the maximum μw expected for a mixture on
a given flat frictional boundary. By determining the maximum slope where the slip velocity reaches steady
state (here 27°), one can estimate the plateau of μw (~tan 27°) or alternatively could be used as a boundary
term of granular temperature.

While geophysical flow generally propagates on rough substrates, our analysis is useful to understand the
scaling of the wall friction on flat surfaces, which occur in experimental setups (Roche et al., 2016) and on
manmade structures in nature. For instance, when debris flows move atop force plates placed in the sub-
strate to measure impact forces (Kean et al., 2015). Similar basal measurements would be essential to under-
stand the mechanics of pyroclastic density currents. These currents are very hazardous, in part, because of
their high temperatures. To test whether temperature is a controlling factor of the wall friction, we replicated
steady state simulations with a temperature of 873.15 K. The increase of gas temperature yields a decrease of
the gas density (~300% decrease) and increase in fluid viscosity (~100% increase) with respect to ambient
fluid temperature. However, the data overlaps with the ambient temperature data. This suggests a negligible
effect of temperature on the scaling of the wall friction.

3.3. Slip Velocity of Granular Flows on Rough Substrate

We extend our analysis to rough walls since granular flows in natural settings always propagate on a rough
substrate (Booth et al., 2014; Prancevic & Lamb, 2015), regardless of whether particles fall individually or as
coherent flows. Previous numerical work has focused on steady, monodisperse, inelastic, frictionless spheres
between parallel plates (Berzi & Vescovi, 2017), with a roughness that was made of a lattice of glued spheres.

Here we first present results from a simulation with a mean roughness ψ of 6π/30. Similar to the simulations
on smooth frictional substrates, the simulation involved the slow destabilization of a quasi‐static bed on an
inclined slope. Because of the low number of particles in contact with the substrates on rapid flows on high
slope, we restricted the analysis to slopes <66°. Figure 4 presents the time series data for a simulation invol-
ving a mixture of 400–600 μm spherical particles. On slopes ≤21°, the bed is creeping with slip velocity of
10−6 to 10−3 m.s−1 and shear rates of 10−4 to 10−1 s−1 and a nearly constant scaled slip velocity defined

as Vx=
ffiffiffiffiffiffi
Tx

p
. Simultaneously, the wall friction coefficient μw increases with slope and equals the tangent

of the slope. The ratio of shear stress to normal stress calculated as the μ(I) shows that it exceeds the slope
by ~10% and equals the μw at the slope where the flow transitioned into failure. At slopes of 21° to 40°, μw
declines whereas μ(I) increases, while the Vx=

ffiffiffiffiffiffi
Tx

p
increases across 2 orders of magnitude. On slopes >40°,
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μw increases slowly from the plateau ~0.3 to ~0.4. The apparent
relationship between slip velocity and wall friction coefficient is depicted
in Figure 4d. Similar to flows on a flat frictional surface (Figures 3d and
3h), the creep regime and steady slipping regimes are separated by a
threshold (slope ~20° μw~0.37) above which steady state simulations can

be achieved. This threshold corresponds to a sharp increase in Vx=
ffiffiffiffiffiffi
Tx

p
.

Above Vx=
ffiffiffiffiffiffi
Tx

p ¼ 1:9 , μw reaches values of 0.55–0.58, before declining
rapidly to reach a plateau around 0.3–0.35 (with large scatter between

~0.15 and 0.55) for Vx=
ffiffiffiffiffiffi
Tx

p
>10. Steady state simulations on slopes of

24°, 26°, and 28° fall within the data scatter and give values of
μw~0.35–0.4. This behavior is drastically different from that of flows on
flat frictional surfaces and has only been reported once in the literature
by Berzi and Vescovi (2017) for frictionless monodisperse mixtures.

We introduce the prediction of the wall friction coefficient as a function of

the Vx=
ffiffiffiffiffiffi
Tx

p
and roughness parameter ψ:

μw ¼ μslip − thresold þ ψ2Vx=
ffiffiffiffiffiffi
Tx

p� 
e
aþ b ψ2Vx=

ffiffiffiffiffiffi
Tx

p� 
dh i−c
; (41)

where a = 3, b = 4, c = −1, d = 6.8, e = 6, and μslip − thresold equals 0.37,
which is similar to the tangent of the angle of repose of the material in
the simulation. Equation 41 describes well the wall friction of steady state
simulations for the range of roughnesses investigated (ψ=6–10π/30)
(Figure 4d). The description above suggests that the basal friction coeffi-
cient is lowest when the flow is static, but for short durations, it fluctuates
at high nondimensional slip and can reach values that are half that of the
quasi‐static wall friction coefficient.

Interestingly, the difference between flows in steady and unsteady states
appears to be at high nondimensional slip, since μw tends to 0.35–0.4 for
steady state whereas unsteady flows seem to show μw tending to 0.3–
0.35. This appears to be linked to the temporal derivative of the slip velo-
city or acceleration (∂Vx/∂t). For an acceleration >1 m.s−2, the μw
decreases (Figure 4e). This surprising behavior is systematically observed
when the flow accelerates, including steady state simulations (on constant
slope). In simulations, acceleration exceeding 1 m.s−2 is short lived (<10s)
and is unlikely to be occurring over longer timescales in natural settings, in
part because the slope is often declining with runout distance from source.

Similar to the simulations on flat frictional walls, the temperature data
overlaps with the ambient temperature data, suggesting that our findings
are independent of the temperature within the range investigated
(293.15–873.15 K) (Figure 4d). Most interestingly, we simulated partially
fluidized steady state cases by injecting air at the base and sustaining an
excess pressure in the bed. The wall friction data overlaps well with the
data without pressure gradient, which suggests the presence of excess pore
pressure does not modify the scaling of the friction coefficient. If excess
pore pressure does not affect the scaling of the wall friction, how does pore
pressure affect the rheology of the bed and how can we account for this in
flow models?

3.4. The Role of Excess Pore Pressure: Granular Flows Immersed
in Air and Water

We illustrate the role of excess pore pressure on the flow‐substrate inter-
actions by simulating the failure of a static bed. This examines the

Figure 4. Scaling of the slip velocity for polydisperse mixtures on rough
substrate. Slip velocity and slip fluctuations (a), shear rate and
nondimensional slip (Vx=

ffiffiffiffiffiffi
Tx

p
) (b), and internal μ(I) and wall friction (μw)

coefficients (c) against the slope angle. (d) Wall friction versus
nondimensional slip defined as the product ψ2Vx=

ffiffiffiffiffiffi
Tx

p
. ψ describes the

roughness (see the section 2). The red line is described by Equation 33 and
fitted the steady state data. (f) Wall friction versus acceleration based
upon the slip velocity.
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transition from solid‐like to fluid‐like behavior induced solely by increas-
ing the pore‐fluid pressure progressively. When placed on a horizontal
slope, the polydisperse bed composed of a mixture of spheres of 4 to
6 mm in diameter becomes fully fluidized at superficial gas velocity of
2.1 m.s−1 (Figure 5a). This bed is placed on a 10° incline slope and the
superficial gas velocity is set to be 0 m.s−1. Since the slope is 8.5° below
the angle of repose, the flow is quasi‐static (in creep regime). When
increasing the superficial gas velocity from 0 to 1.25 m.s−1, the nondimen-

sional pore pressure ( Pg
* ¼ Pg

Pghydrostatic
) increases from 0% to 45%

(Figure 5b). Meanwhile, the normal force (FN) applied on the substrate
decreases and mimics well the decrease of the internal solid pressure
(Figure 5c). The slip velocity increases slowly by 1 order of magnitude
whereas the shear rate remains relatively constant. Simultaneously, the
wall (μw) and internal friction coefficients increase. When the superficial
gas velocity reaches 1.48 m.s−1, all bed properties rapidly change as the
bed fails and transitions rapidly from creeping to slipping.

The transition into slipping is controlled by the ability of the bed to shear,
which, in turn, depends on the effective friction coefficient that we define
as the product:

μ Ið Þeff ¼ μ Ið ÞPs
*; (42)

with the scaled solid pressure Ps
*. For a superficial velocity of 1.48 m.s−1,

μ(I)eff < tan(slope), which yields the onset of the bed avalanching.
Similar to the internal effective friction coefficient, we define an effective
wall friction coefficient:

μweff
¼ μwPs

*; (43)

Note that measurements of basal forces from experiments with partially to
fully fluidized beds would provide μweff

since the normal force measured

on the force plate would be that applied by particles and by the pore fluid
pressure. Measurements of basal pore pressure are required to correct the
normal force and estimate the true wall friction coefficient μw (assuming
that the shear force applied on the force plate by air is negligible with
respect to that applied by particles).

Interestingly, the transition between the creep and steady slippings
(1.25–1.48 m.s−1) coincides with a μweff

<tan (slope).

Excluding the phase where the bed is bubbling while sheared for superfi-
cial velocities exceeding ~4 m.s−1, the relationship between the pore pres-
sure and solid pressure scales linearly with a slope δ = −0.83 (Figure 5g).
Similar to our DEM simulations in air, there has been much evidence in
water‐saturated particle flows (debris flows) that contact stresses generate
the largest contribution to the shear (Iverson & George, 2014).

In order to demonstrate the general applicability of our findings from gas‐
to water‐particle flows, we simulated a static bed immersed in water and
increased pore fluid pressure. This setting describes the behavior of a
granular bed immersed in water, for example, (i) a bed that fails and gen-
erates submarine avalanche or (ii) the portion of a water‐saturated mix-
ture away from the free surface, which sits on a flank and destabilizes to
form a debris flow.

Figure 5. Evolution of the pore fluid pressure and wall and internal friction
coefficients of the granular bed during failure on an inclined slope.
(a) Scale‐pore pressure at the flow base versus superficial gas velocity for
the mixture on a horizontal slope. Full fluidization occurs at a superficial
velocity of 2.15 m.s−1. (b) Scaled pore pressure at the flow base versus
superficial gas velocity. Note that shear prevents bubbling to occur. Full
fluidization is reached at superficial velocity ~3.5 m.s−1. The horizontal
black dash line represents the tangent of the slope (=0.176). (c) Spatially
averaged normal force exerted by the bed onto the rough substrate and

scaled solid pressure Ps
* ¼ Ps

Ps startð Þ. (d) Shear rate and slip velocity versus

superficial gas velocity. (e) Inertial number. The quasi‐static, quasi‐static
(nonlocal), and intermediate and inertial regimes defined from Figure 2 are
shown. (f) Scaled pore pressure Pg

* versus scaled solid pressure Ps
*.

The red dash line is the linear fit to the data. Data include superficial
velocity <4 m/s, thus excluding the bubbling stage. (g) Visualization of the
3‐D bed on the 10° incline slope.
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In a more viscous fluid, lubrication forces may play a role in controlling
the particles' motion. Thus, we added a description of the normal and tan-
gential lubrication forces to the MFIX‐DEM code following the work of
Carrara et al. (2019) and Marzougui et al. (2015). We show that similar
to flows immersed in air, excess pore fluid pressure induces the failure
of the bed immersed in water when the basal friction coefficient μweff

and internal friction coefficient μ(I)eff become lower than the tangent of
the slope (Figures 6a–6d). The viscous number (Boyer et al., 2011) was cal-
culated as Iv ¼ _γρsηf =Ps and used to compare the role of the viscous over

the inertial stress by plotting
ffiffiffiffi
Iv

p
against I (Amarsid et al., 2017). Since

ffiffiffiffi
Iv

p
is smaller than I (Figure 6c) in the intermediate regime and prior to the
bed destabilization, inertial stresses dominate the motion of particles dur-
ing failure and formation of the granular avalanche. Importantly, since
the water‐particle bed is controlled by the inertial number I, our results
do not cover the range of muddy debris flows that sit in the viscous regime
and are controlled by the viscous number (Iverson & George, 2014; Lube
et al., 2020). While we used the notation μ(I) for the internal friction coef-
ficient in this section, for completeness, the internal friction could be

noted μ(Im), where the visco‐inertial number Im ¼ I

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ αv

St

� �r
, with αv

as a constant (Amarsid et al., 2017). However, the meaningful use of the
Stokes number (St) is restricted to the intermediate and inertial regimes
where Im> 10−3 (see section 2). Since our simulations span the quasistatic
to intermediate regimes (10−6 < Im< 10−2), we decided to use the notation
μ(I) instead of μ(Im).

The bed appears to start slipping and is transitioning from quasi‐static
nonlocal to the quasi‐static regime when μweff

< tan (slope) (Figure 6a).

When μ(I)eff < tan (slope), the bed transitions to the quasi‐static to the
intermediate regime wherein dilation take place (Figure 6b) and can be
properly described as destabilized/failing (Figures 6c and 6d). These find-
ings confirm the validity of Equations 36 and 37, which hold to describe
both failure and flowing behavior of the bed regardless of the nature of
the fluid (air or water).

4. Discussion

Simulations reveal that polydisperse systems are prone to develop
mechanical noise that yields nonzero granular temperature and subse-
quent athermal creep in concentrated granular systems. The latter process
remains a frontier in soft‐matter physics (Houssais et al., 2016; Jerolmack
& Daniels, 2019) and describes a transient relaxation process that decays
with time. In a system devoid of mechanical noise, creep should vanish
logarithmically with time. However, in granular media, particles rear-
range and introduce mechanical noise. In nature, mechanical noise is pre-
sent at many scales, whether introduced by earthquakes, ground
inflations, capillary forces, or pore fluid pressure. The phenomenological
picture of such creep is that of glassy mechanics, which surprisingly

implies that flows are never truly static. This field requires further attention from numerical approaches,
where for instance continuum models that incorporate transport equations for granular temperature (i.e.,
MFIX) are best suited to describe the granular flow dynamics down to the athermal creep regime.

By studying internal shear to normal stress ratios at the wall (wall friction coefficient) and in the basal por-
tion (internal friction coefficient) in quasi‐static to inertial granular flows, we define three distinct behaviors:
(i) waning slip velocity, (ii) steady slip velocity, and (iii) waxing slip velocity. Waning of the slip velocity is

Figure 6. Destabilization of a granular bed immersed in water on an
incline of 10°. Slip velocity (a), particle volumetric concentration (b),

inertial number (I), and viscous1/2 number
ffiffiffiffi
Iv

p Þ (c) versus superficial fluid
velocity. The quasi‐static, quasi‐static (nonlocal), and intermediate and
inertial regimes defined from Figure 2 are shown in Figure 2c. Note
that a shift in the slopes occurs when the flow regime transitions from
quasi‐static to intermediate at an inertial number ~10−3. (d) Friction
coefficients (μ(I), μ(I)eff, and μw, μweff ) are plotted against the superficial
fluid velocity. The horizontal dashed line indicates the tangent of the
slope. Failure of the bed (steady slipping) occurs when μ(I)eff becomes
lower than the tangent of the slope.
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expected if flows are given momentum and propagate on slopes that are lower than the arc tangent of
μslip − thresold. Flows propagating between the arc tangent of μslip − thresold and μsaturation can reach steady
state slip, whereas on slopes higher than the arc tangent of μsaturation the slip velocity increases indefinitely.

Using a Couette setup, where a set force and velocity is applied by the plate onto a bed (Figure 1a), we
show that all parameters reach steady state (slip velocity [Figure 7a] and wall friction coefficient
[Figure 7b]). Subsequently, the time‐variant normal force applied by the bed onto the rough substrate fol-
lows a normal distribution (Figure 7c). Such simulations allow a comparison of slip velocity for a given
roughness ψ of 6π/30 as a function of the strain rate deviator (also known as shear rate _γ), the fluidity
at the base gwall ¼ μw= _γ and the fluidity gflow ¼ μ Ið Þ= _γ. For this comparison, we consider a set of 30 steady

state Couette simulations where the confining force (FN), the particle diameter and size distribution is var-
ied. The slip velocity scales with _γ (Figure 7d), gwall (Figure 7e), and gflow (Figure 7f ) for a range spanning
six orders of magnitude (10−3 to 103). Since the slip velocity and shear rate are not linearly correlated, this
is not strictly speaking equivalent to a Navier slip but a nonlinear Navier slip where the slip length is given
as exp(−4.199) (Figure 7d).

Here we report an additional observation related to the granular temperature, which is often assumed iso-
tropic in continuum models (e.g., Kinetic theory; Syamlal et al., 2016). In Figure 8, we show that both gran-
ular temperatures in the bed and at rough substrate‐flow interface are a function of the inertial number and
are anisotropic for inertial number > ~10−2. The streamwise component (X) is much larger (up to 7 times)
than Y and Z components which are both equal to one another. The role of such anisotropy and scaling of the
granular temperature with inertial number are beyond the scope of the paper, but it may be worth investi-
gating in the future.

Figure 7. Fluctuations in steady state simulations on a 20° incline and ψ = 6π/30 and scaling of the slip velocity boundary condition. Slip velocity (a) and wall
friction coefficient versus time (b) at 100 Hz. The red line is the time average with a widow of 0.1 s. (c) Distribution of the mean normal force (FN)
measured at the basal wall at each time step fitted with a normal distribution (red line). Scaling of the slip velocity against shear rate (d), fluidity at base (e), and
fluidity (f). Each data point represents one simulation.
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The simplicity of measuring wall friction, slip velocities, and their fluctuations in discrete element models
contrasts with the large challenges faced in obtaining similar data from natural geophysical flows.
However, such measurements would be key to understand the substrate erosion of debris flows (Kean
et al., 2015) or pyroclastic density currents. In the absence of measurements in natural settings, the imple-
mentation of force sensors measuring wall normal and tangential components in large‐scale experiments
has helped to describe the evolution of shear stress with excess pore‐fluid pressure for a sheared bed
(Iverson, Logan, et al., 2010). Decades of research have shown that the presence of excess pore‐fluid pressure
is key to alleviate frictional stresses in debris flows (i.e., Iverson et al., 1997; Iverson, Reid, et al., 2010),
pyroclastic density currents (i.e., Lube et al., 2019; Roche et al., 2016), and submarine avalanches
(Urlaub et al., 2015) and explain their long runout and ability to propagate on shallow slopes. Here we
aim to show how an excess pore fluid pressure modifies simultaneously the internal rheology of a granular
flow and its interactions with a substrate. The pore pressure feedback (Iverson, 2005), which dictates how
changes of particle volumetric fraction and pore pressure evolve concurrently, is a highly dynamic process.

Embedding the effect of pore pressure in a constitutive equation has been widely used in the debris flow com-
munity following the work of Iverson et al. (1997) and Iverson, Reid, et al. (2010). Similar to our DEM simu-
lations in air, there have been much evidence in water‐saturated particle flows (debris flows) that contact
stresses generate the largest contribution to the shear (Iverson & George, 2014). Based upon our air‐ and
water‐particle simulations, we define a Coulomb rule that is rate dependent, as manifested by the μ(I),
and defines a proportionality between shear stresses and normal stresses on planes of shearing. The basal
and internal shear stresses for the solid is defined as follows:

τbase ¼ μwPs ¼ μw σ − δPg
� �

: (44)

μw is the wall friction that is a function of ψ2Vx=
ffiffiffiffiffiffi
Tx

p
.

τinternal ¼ μ Ið ÞPs ¼ μ Ið Þ σ − δPg
� �

: (45)

σ is the hydrostatic pressure defined as ρghnormal, Pg is the pore fluid pressure, and δ is the slope correlating
the solid to pore fluid pressure. The inertial number I can be substituted by the visco‐inertial number Im in
Equation 45, if the viscous stress becomes large with respect to inertial stress.

Figure 8. The 3‐D components of the granular temperature (a) and slip velocity fluctuations (b). The X, Y, and Z components are shown in red, black, and blue,
respectively. Note that Z and Y components are overlapping across the entire range of I investigated.
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These results have fundamental implications for our ability to describe and predict the behavior of polydis-
perse and fine‐grained flows where low Sauter mean diameter (Breard et al., 2019) and low permeability can
promote the development and sustainment of pore fluid pressure, as measured experimentally in water‐rich
debris flows (Iverson, Reid, et al., 2010), pyroclastic density currents (Lube et al., 2019), and submarine ava-
lanches (Masson et al., 2006).

While we showed that air temperature does not affect the scaling of the wall friction, the higher the air tem-
perature the longer the diffusion timescale of the excess pore pressure because of the increase of the fluid
viscosity (Druitt et al., 2007), which ultimately affects the effective internal and basal shear stresses.
Additionally, our wall friction scaling is independent of the particle diameter and flow thickness. A change
in any of these flow properties would be reflected in the granular temperature and suggests that our scaling
would hold. Most importantly, as all natural currents can be made of wide grain‐sized distributions, there is
a need to study the interplay of polydispersity on the permeability and granular stresses. This could be
achieved through particle‐resolved direct numerical simulations (PR‐DNSs) that would enable the measure
of granular temperature. Such measurements are much needed to scale the wall friction coefficient and test
the possible relationships between the granular temperature and the inertial number. Future progress in
granular mechanics will require the challenging measure of granular temperature in experiments in order
to tie the velocity and force fluctuations to the bed rheology.

5. Conclusion

Discrete element modeling of suspensions in air shows that athermal creeping at inertial number <4 × 10−5

is concurrent with an internal friction coefficient that is below the tangent of the angle of repose (static fric-
tion coefficient) of the mixture. Creeping of the flow also occurs at the flow‐wall interface where stick‐slick
events induced by force fluctuations and particle rearrangement lead to nonzero average slip velocity on
both flat frictional and rough substrates. On both types of surfaces, the wall friction coefficient at the flow
base scales with a dimensionless slip that is the ratio of the slip velocity and rms velocity fluctuations and
is independent of the air temperature and presence of excess pore pressure. On a flat frictional surface,
the wall friction reaches a maximum for nondimensional slip > ~12 that corresponds to the wall‐particle
friction coefficient. On a rough substrate, the wall friction is maximum close to a nondimensional slip
around unity and declines at large slip toward values close to that of the static friction coefficient. Given that
the shear acted largely in planes parallel to the base, we investigated the scaling of the slip velocity with the
shear rate and fluidity parameters. We show that a modified Navier slip law could be defined on a given
roughness and imply that the shear rate scales with force fluctuations. Finally, we address the role of pore
fluid pressure on the wall and internal friction coefficient of gas‐particle and water‐particle granular flows
by defining of an effective wall and internal friction coefficients. These results suggest that the low effective
friction coefficient required to simulate many geophysical mass flows is the result of a normal stress reduc-
tion not a wall friction reduction. Importantly, we show that the shear stress does not vanish in sheared flui-
dized bed even when the pore pressure equals the bed weight.

This work pushes forward our understanding of wall‐friction and internal friction coefficient in gas‐particle
flows and helps to understand how wall and internal friction coefficient work in granular flows. This is par-
ticularly valuable to depth‐averaged models that employ empirical friction coefficients to simulate geophy-
sical mass flows.

In the future, it will be interesting to test these processes with aspherical particles, since the grain shape may
influence the wall‐slip interactions and associated scaling, and the role of polydispersity on the bed‐substrate
interactions and internal bed rheology. These avenues are currently being investigated by the authors.
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