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S U M M A R Y
Seismic velocity changes before and after large-magnitude earthquakes carry information
about damage present in the surrounding region. This study presents temporal velocity changes
detected prior to and following the 2016 November Mw 7.8 Kaikōura earthquake in Canterbury,
New Zealand. We use continuous waveform data from 11 short-period seismometers within
the Kaikōura region with an average interstation distance of 83 km. Nine-component day-
long empirical Green’s functions were computed for frequencies between 0.1 and 0.9 Hz for
continuous seismic records from 2012 January 1 to 2018 February 28, which also include
the 2013 Cook Strait and Lake Grassmere earthquakes. Using the moving-window cross-
spectral method, seismic velocity changes were calculated. Immediately following the 2016
Kaikōura earthquake, a decrease in seismic velocity averaged across all component pairs of
approximately 0.2 per cent was observed. An increase in seismic velocity of approximately
0.1 per cent after the earthquake was visible over a 1.5 yr period averaged across all component
pairs. A depth sensitivity analysis suggests that observed velocity changes were confined to
the uppermost 5 km of the subsurface. We consider strong ground motions a likely candidate
for the seismic velocity decrease, followed by post-seismic relaxation via crack healing of the
faults that ruptured in the Kaikōura region. Fault-zone damage may also have contributed to
observed decreases in the vicinity of ruptured faults.

Key words: New Zealand; Seismic noise; Surface waves and free oscillations; Wave propa-
gation; Seismic Interferometry; Coda Waves.

1 I N T RO D U C T I O N

Monitoring of crustal properties such as seismic velocities can pro-
vide information about regional stresses or subsurface damage. Am-
bient seismic noise is increasingly being used to understand crustal
properties, since cross-correlations of long-duration seismic signals
can provide information about the propagation speeds of surface
waves (Shapiro & Campillo 2004).

Ambient noise interferometry has been used to successfully de-
tect seismic velocity variations following earthquakes (e.g. Bren-
guier et al. 2008; Nimiya et al. 2017; Heckels et al. 2018; Civilini
et al. 2020). The earliest study of earthquake-induced seismic ve-
locity changes recorded using ambient noise cross-correlation was
by Wegler & Sens-Schönfelder (2007). They measured a relative
seismic velocity decrease of 0.6 per cent following the Mw 6.6

Mid-Niigata earthquake. Another study (Brenguier et al. 2008)
found velocity changes at Parkfield, recording a velocity decrease
of 0.04 per cent following the 2003 Mw 6.5 San Simeon earthquake,
and a 0.08 per cent velocity decrease following the 2004 Mw 6.0
Parkfield earthquake. This decrease recovered over several years
at the same rate as GPS displacements (Brenguier et al. 2008).
Since these studies, similar changes have been observed following
earthquakes in many countries (e.g Minato et al. 2012; Froment
et al. 2013; Taira et al. 2015; Chaves & Schwartz 2016; Nimiya
et al. 2017; Ikeda & Tsuji 2018; Viens et al. 2018), including
New Zealand (e.g. Heckels 2017; Yates et al. 2019; Civilini et al.
2020). Measured changes using ambient noise are often less than
1.0 per cent, though larger decreases have been recorded (e.g. Mi-
nato et al. 2012; Viens et al. 2018). These have been attributed
to various factors including co-seismic stress release and damage
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caused by strong ground shaking, which can cause cracks to open
in the shallow surface and within the fault zone rupture. For a more
complete overview of ambient noise interferometry, including mon-
itoring earthquake responses, the recent review by Obermann &
Hillers (2019) provides further details.

The Mw 7.8 Kaikōura earthquake on 2016 November 14 is one of
the largest earthquakes to have occurred in New Zealand since the
1855 Wairarapa earthquake. Kaikōura is part of the Marlborough
Fault System (MFS) in the northeast of the South Island (Fig. 1).
The northeastern Marlborough region represents a transition from
the oblique continental collision along the Alpine Fault in the south
to subduction along the Hikurangi subduction zone in the north
(Clark et al. 2017).

The 2016 Kaikōura hypocentre was shallow, at 15 km depth,
with an epicentre ∼ 20 km south of the Hope Fault (Hamling
et al. 2017), near Waiau in North Canterbury (Fig. 1). The earth-
quake had an oblique thrust mechanism, with the rupture prop-
agating SW to NE in approximately 2 min and terminating off-
shore in the Cook Strait (Clark et al. 2017). From north Canter-
bury to the Cook Strait (∼ 150 km), there were surface ruptures
on at least 21 separate faults (Litchfield et al. 2017; Stirling et al.
2017; Fig. 1). There were also surface ruptures offshore (Clark
et al. 2017).

We report here on the velocity changes in the Kaikōura region
over a 6-yr time period that included the 2013 Cook Strait earth-
quake sequence and the large-magnitude 2016 Mw 7.8 Kaikōura
earthquake. A temporary network that was deployed in 2012
was analysed in order to determine the magnitude of veloc-
ity changes associated with the earthquakes during this time
period.

2 DATA

The data used in this study were acquired using nineteen short
period (2 Hz natural period) stations deployed and maintained in
the Kaikōura region by the Disaster Prevention Research Institute
(DPRI) at Kyoto University (Okada et al. 2019; Fig. 1; Support-
ing Information Table S1). Of the 19 stations and 171 different
station pairs available from the short period network, 11 stations
and 47 station-pair combinations are used (133 for all component
pairs) (Table 1) to establish separation distances ranging from 13 km
(CVR–SVR) to 181 km (CCB–SJQ), with an average distance of
83 km. All of these pairs are onshore with azimuth angles rang-
ing from 20◦ (SJQ–WJM) to 350◦ (MLF–SRB). The majority of
these short-period seismometers have been operating since 2012,
with MTV being deployed the earliest, in 2009. Data have been
obtained for both horizontal and vertical components. However,
quite a few of the stations had component outages due to damage
from the 2016 Kaikōura earthquake or due to recording problems.
As a result, a few of the stations have missing components for a
large duration of the data period (Supporting Information Fig. S1).
The duration used in this study covers a 6-yr period from 2012
January 1 to 2018 February 28. This was used to determine if
the DPRI stations observed velocity changes from the 2013 Cook
Strait, Lake Grassmere and other large-magnitude (Mw > 5.6) earth-
quakes in the Kaikōura region. The final 2 yr (2016 January 1
to 2018 February 28) were examined more closely for velocity
changes in the year before and after the November 2016 Kaikōura
earthquake.

3 M E T H O D S

Multiple methods exist for measuring velocity perturbations from
cross-correlation functions, with a comprehensive comparison be-
tween all published methods performed by Yuan et al. (2021). The
two most common are the stretching technique (Sens-Schönfelder
& Wegler 2006) and the Moving-Window Cross-Spectral (MWCS)
technique (Poupinet et al. 1984; Frechet et al. 1989; Clarke et al.
2011). We use the MWCS technique here, which compares the
cross-spectrum between two stacks of cross-correlations in a series
of moving windows. The two stacks consist of a long-duration refer-
ence stack, and shorter-duration moving stacks to measure relative
velocity changes (Brenguier et al. 2008; Clarke et al. 2011). Our
processing follows four steps: (1) pre-processing raw data, (2) com-
puting cross-correlations, (3) determining moving and reference
stacks, and (4) determining velocity changes from relative travel
time measurements.

3.1 Pre-processing raw data

Pre-processing of the raw data aims to enhance ambient noise sig-
nals and suppress transient signals, such as earthquakes, to max-
imise the surface wave energy for estimated Green’s functions
(Bensen et al. 2007). Removal of any daily files which had gaps
in recordings and instrumental errors was also crucial, as these can
result in misleading velocity changes (e.g. Civilini 2018).

MSNoise, a python package developed by Lecocq et al. (2014),
was used to determine velocity changes from raw seismic data. Raw
input consisted of continuous seismic day-long files. An instrument
correction was not necessary as we are only working with the DPRI
stations and the instrument responses of these stations are identi-
cal. Supporting Information Tables S3 and S4 summarize all the
parameters used in the processing.

To pre-process the data, first, the raw continuous waveform data
are split into 1-d traces and the mean and trend removed. A band-
pass is then applied between 0.01–1.2 Hz and data are downsampled
to 20 Hz. This filter range was developed from spectrogram plots
(see Supporting Information Fig. S2 for an example) and is dis-
cussed further in Kortink (2020). Time-domain normalization and
frequency normalization are then applied to each trace. We use the
nonlinear time domain one-bit normalization (e.g. Brenguier et al.
2007; Mordret et al. 2013; Savage et al. 2013), whereby all posi-
tive amplitudes are given the value of 1 and all negative amplitudes
are given the value of −1. It is aggressive, but particularly useful
for data sets that contain aftershock sequences because small after-
shocks can interfere with signals normalised using the RMS method
(Heckels et al. 2018). Frequency domain normalization through
spectral whitening acts to broaden the band of ambient noise sig-
nal in cross-correlations and also combats degradation caused by
persistent monochromatic sources (Bensen et al. 2007). Following
time domain normalization, we apply spectral whitening between
0.1–0.9 Hz.

Before the computation of the cross-correlation functions (CCF),
horizontal component waveforms are usually rotated from north and
east orientations to produce radial and transverse components. For
many stations, we did not have enough component data for each
station to perform an accurate rotation (Supporting Information
Fig. S1), so they have been left as east, north, and vertical com-
ponents. Day files were visually assessed for quality to ensure that
different components were of similar amplitude and that there were
no unnatural aspects to the waveform.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/229/2/1357/6479127 by C

N
R

S user on 11 M
ay 2023



Velocity changes around earthquake ruptures 1359

Figure 1. New Zealand map and location of the DPRI stations. Left: the plate boundary with the Pacific and Australian plates shown by the black
line with the convergence rates as black arrows. The location of the Marlborough Fault System (MFS) and the region used on the right is shown
by the red dashed box. The epicentre of the 2016 Kaikōura earthquake is shown by the red star. Right: the DPRI stations used in this study are
shown by the white triangles (see Supporting Information Table S1 for detailed locations). The remaining stations are shown by the black trian-
gles. The two green squares (MOLS and WTMC) are the GeoNet strong motion sites used for PGV analysis. Large-magnitude earthquakes are
shown by circles, sized by magnitude and coloured by depth GNS Science: 1—2013 Mw 6.5 Cook Strait; 2—2013 Mw 6.6 Lake Grassmere; 3—
2015 Mw 6.2; 4—2016 Mw 5.7; 5—2016 Mw 7.8 Kaikōura (more details can be found in Supporting Information Table S2). Faults that ruptured
during the 2016 Kaikōura earthquake are shown by the pink lines (Litchfield et al. 2017). Other mapped faults are shown in black (Langridge
et al. 2016).

Table 1. Relative velocity decreases measured for each component-pair (shown in Fig. 5) following the Kaikōura earthquake. Velocity changes be-
tween two time periods are measured as the difference in the average δv/v measured within two 10-d time windows. For the co-seismic change a
window from 2016 November 2 to 12 is used for pre-earthquake velocity and a window from 2016 December 14 to 24 for post-earthquake ve-
locity (demonstrated in Supporting Information Fig. S7). The delayed measurement of the second window accounts for the 30-d stack size, where
2016 December 14 is the first measurement consisting only of cross-correlation functions produced using post-earthquake data. For the post-seismic
change, we use a window from 2018 February 15 to 25 and compare with the measurement window immediately following the earthquake. Errors
are calculated based on the minimum and maximum velocity that can be resolved when taking into account measurements error within the 10-d time
windows.

Component Stations used No. of pairs Avg. interstation distance (km) Co-seismic δv/v (per cent) Post-seismic δv/v (per cent)

EE CVR, IKR, JSP, KVR, MLF, MTV, SJQ, WJM 28 85 −0.17±0.09 0.1±0.09
EN JSP, MLF, SJQ, WJM 6 56 −0.18±0.07 0.08±0.09
EZ CVR, IKR, JSP, MLF, SJQ, WJM 15 73 −0.21±0.08 0.03±0.09
NE JSP, MLF, SJQ, WJM 6 56 −0.28±0.06 0.12±0.08
NN CCB, JSP, MLF, SJQ, SVR, WJM 15 95 −0.16±0.09 0.04±0.1
NZ JSP, MLF, SJQ, SVR, WJM 10 75 −0.18±0.08 0.02±0.09
ZE CVR, IKR, JSP, MLF, SJQ, WJM 15 73 −0.20±0.08 0.04±0.1
ZN JSP, MLF, SJQ, SVR, WJM 10 75 −0.16±0.08 0.05±0.09
ZZ CVR, IKR, JSP, MLF, SJQ, SRB, SVR, WJM 28 70 −0.23±0.09 0.15±0.11

3.2 Computing cross-correlations

Following pre-processing, the daily traces are cross-correlated.
For each station pair where data is recorded for both stations
for the whole day, each component of one is cross-correlated
with the components of the other. This produces nine differ-
ent horizontal and vertical component combinations: EE, EZ,
EN, NE, NN, NZ, ZE, ZN, ZZ, where E, N and Z represent
east, north and vertical components respectively. These compo-
nent pairs give an approximation of the nine-component Green’s
tensor. To produce daily cross-correlation functions, signals are
cross-correlated in short time windows (1800 s; see supplemen-
tal material) and then linear stacking is applied, so that the
daily CCF is the mean of the CCF of all windows in the
day.

3.3 Moving and reference stacks

Cross-correlation functions are stacked to improve the signal-to-
noise ratio (SNR) and therefore the temporal stability (Bensen et al.
2007). The purpose behind stacking is to enhance coherent en-
ergy. While this is often achieved by stacking more days together,
small velocity changes occurring over a short time period can be
increasingly difficult to recover. Care must therefore be taken when
choosing the moving stack size, with thought given to the tempo-
ral resolution of anticipated changes. Further, the moving stacks
should be of short duration compared to a reference stack of longer
duration.

To determine if coherent energy was visible at different stack
sizes, plots like Fig. 2 were generated for each station pair. Ambient
noise cross-correlations are usually composed of direct body and
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Figure 2. Interferogram plot for the vertical–vertical components of station pair JSP–SJQ with an interstation distance of 56 km. Green dashed bars indicate
the coda windows for this station pair. Above: interferogram plot for 30-d stacks for just over 1 yr with red showing positive amplitude and blue showing
negative amplitude. Below: waveform of cross-correlations with the black line showing the reference stack and the red line showing the daily cross-correlation
on 2016 December 1.

surface wave arrivals and coda waves, which corresponds to waves
that have been scattered at least once on their way from one station
to another (Hobiger et al. 2012). A dynamic coda window (shown
in green in Fig. 2) was chosen to begin at the arrival time of waves
travelling 2 km s−1 between each station pair, with the window
lasting for 40 s. This left out the direct waves. Coda waves are ideal
for measuring changes in seismic velocity as they can accumulate
more delay and are less sensitive to changes in noise source than
direct waves (Hadziioannou et al. 2011).

Reference stacks of cross-correlations are shown in Fig. 3 against
interstation distance for the entire 6-yr data set. As the energy travels
between stations, direct arrivals occur at increasingly later lag times
as the interstation distance increases. Peaks in arrival times for the
nine component pairs generally follow the same trends. However,
the clearest direct arrivals are observed in the cross-correlations
where the same component is used at both stations (ZZ, EE and
NN). Component pairs that include the north component are less
clearly resolved. This figure also shows that by choosing a dynamic
lag time (shown by the grey transparent box) most of the direct
arrivals are excluded for the processing.

Choosing the reference stack length is an important parameter
choice. The reference stack should represent the background state of
the cross-correlation function. As such, the reference stack should

always be longer (contain more days) than the moving stack. To
examine the impact of the length of the reference stack, the final
2 yr of the data set was tested to determine how velocity changes
were affected by a reference period of 6 months well before the
earthquake (2016 January 1 to July 1) or a reference period using the
entire 2-yr period, which includes the earthquake and surrounding
times (2016 January 1 to 2018 January 1) (Supporting Information
Fig. S3). For a variety of different moving windows, the velocity
change values associated with the earthquake are larger using the 2-
yr than the 6-month reference period. For all of the moving windows,
the longer reference period of 2 yr produced smoother velocity
variations while also showing a clear decrease after the Kaikōura
earthquake. Due to the advantages of the longer reference stack,
for the full data set we choose to use the entire 6 yr as a reference
period.

Different moving stack sizes were tested as part of this study
(5, 10, 20, 30, 60 and 90 d). To determine an appropriate size, we
examined how clearly velocity changes were resolved and the corre-
lation coefficients values recorded when compared to the reference
stack (Supporting Information Figs S3–S5). From this process we
determined that a moving stack of 30 d and a minimum of 0.8
correlation coefficient was effective to demonstrate clear velocity
changes.
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Figure 3. Plots of reference cross-correlation functions against interstation distance for all nine component pairs. Coda windows (lasting 40 s, starting at the
velocity moveout of 2.0 km s−1) are shown by transparent grey boxes. Velocity moveouts are shown by coloured lines: red = 3.0 km s−1, green = 2.0 km s−1

and blue = 1.0 km s−1. Radial and transverse components were not used.

3.4 Velocity variations

Relative velocity variations are computed by comparing the dif-
ference in arrival time between current stacks and the reference
stack using the MWCS technique (Poupinet et al. 1984; Frechet
et al. 1989; Clarke et al. 2011). Specifically, the delay time (δt) is
measured in the frequency domain within a series of moving win-
dows. We choose a window length of 20 s, shifting the window by
4 s between each measurement. The final velocity change is then
computed from the slope of the delay times (δt/t), following:

δt

t
= − δv

v
(1)

where δv/v is the relative velocity variation, under the assumption
of a homogeneously distributed change (Ratdomopurbo & Poupinet
1995; Lecocq et al. 2014). Certain quality control criteria are used
to define which delay time measurements are used in the linear
regression. These are the minimum coherence between the current
and reference stack within each moving window (set to 0.8), the
maximum delay time (0.2 s), and the maximum error of this delay
time (0.1 s). Further details can be found in the supplementary
material.

4 R E S U LT S

Fig. 4 shows the results for the full 6-yr data set with only the
ZZ component (red line) compared to averaging all of the compo-
nent pairs (blue line). The averaged velocity from all components
show the smoother result, but both reveal a similar value of velocity
decrease following the Kaikōura earthquake. With all of the compo-
nent pairs, a velocity decrease of 0.19±0.08 per cent was observed,
whereas using just the vertical–vertical component-pair a decrease
of 0.23±0.09 per cent is recorded (Fig. 4 and Table 1).

Besides the 2016 Kaikōura earthquake, there were four other
large-magnitude (Mw > 5.6) earthquakes that occurred in the 6-
yr period, two in 2013, and one each in 2015 and 2016. In 2013,
there was the Cook Strait earthquake (Mw 6.5 on 2013 July 21—
163 km away from the 2016 Kaikōura rupture) and the Lake Grass-
mere earthquake (Mw 6.6 on 2013 August 16—144 km away from
Kaikōura). These earthquakes were located only 17 km and 26 d
apart, and both were shallow at 15.6 and 7.5 km depths respectively
(Fig. 1, earthquakes 1 and 2). Despite both of these earthquakes
being large events, no significant velocity changes are observed
(Fig. 4).

A large earthquake occurred in April 2015 with a magnitude of
Mw 6.2 and a depth of 52 km. Another earthquake, approximately
2 km away from the April 2015 earthquake, occurred in February
2016 with a magnitude of Mw 5.7 and a depth of 48 km (both are
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Figure 4. Velocity changes for only the ZZ component and for the average of all of the component pairs using the 6-yr data set, smoothed with a median
30-d moving average window (rolling). The solid lines are the averages and the light background colours are the matching standard errors. The 2016 Kaikōura
earthquake is shown by the pink line with all other large-magnitude events (Mw > 5.6) in this time period shown in green.

shown in Fig. 1, earthquakes 3 and 4). Velocity changes are not
observed immediately after these two events (Fig. 4). The stations
closest to these earthquakes were not recording during this period of
time and the two earthquakes are both deep (52 and 48 km). Prior to
both earthquakes, velocity decreases are observed on the vertical–
vertical component. As only a minor decrease is observed when
using all of the component pairs, it is likely this is a consequence
of using only a few stations and we assume it to be a spurious
fluctuation.

Across the Kaikōura region the velocity decrease following the
2016 earthquake was observed on many station pairs with differ-
ent interstation distances and varying distances from the Kaikōura
earthquake and ruptured faults (Fig. 1). This includes station pairs
at large distances from the epicentre and ruptured faults, for exam-
ple SJQ–WJM at more than 100 km distance (see Fig. 1). Multiple
station pairs suffered from data quality issues throughout the time
period, and were therefore not included in the final measurement.
This is demonstrated when comparing the correlation coefficient
recorded for SJQ–WJM in Supporting Information Fig. S5 versus
an example of a discarded station pair in Supporting Information
Fig. S6. Further details can be found in Kortink (2020).

Similarly, due to data drop-outs on individual components, vary-
ing station pairs are used for each of the nine component pairs. The
velocity decrease on individual component pairs as a result of the
2016 Kaikōura earthquake is shown in Fig. 5 and Table 1. This table
also lists which stations are used for each component-pair. Following
the earthquake, all of the component pairs experienced a decrease,
with an average value of 0.19±0.08 per cent. This value differed
between individual components, which could also be related to the
use of different station pairs. Following the Kaikōura earthquake,
we observe an average increase in the velocity over approximately
1.5 yr, with a vertical–vertical component-pair recording an increase

of 0.15±0.11 per cent by the end of our data period. While a veloc-
ity increase cannot be confirmed across all component pairs when
measurement uncertainty is taken into account, we note that mean
value of δv/v had increased in all cases (0.07 per cent increase on av-
erage). Thus, we feel this increasing velocity trend observed across
component pairs is likely to reflect a recovery period following the
co-seismic change.

5 D I S C U S S I O N

A seismic velocity decrease of 0.19±0.08 per cent is measured
from the average of all cross-component pairs following the 2016
Kaikōura earthquake. This is comparable to decreases observed in
similar studies globally (e.g. see Section 1 and Supporting Informa-
tion Table S5). Following the co-seismic velocity decrease, we mea-
sure an increase of 0.15±0.11 per cent over a 1.5-yr period for the
vertical–vertical component (Fig. 5). An increase of 0.07 per cent
is observed over the same period when all of the component pairs
are averaged.

5.1 Depth resolution

We first consider the depth resolution under the assumption that
the coda is dominated by surface waves. Because we focus on
only the vertical–vertical results, we assume that scattered Rayleigh
waves are most dominant. Therefore we analyse the depth resolu-
tion using Rayleigh wave group-velocity sensitivity kernels com-
puted using codes by Herrmann (2013; Fig. 6). We used an aver-
age regional velocity model from Eberhart-Phillips & Fry (2018).
The kernels were computed for 1–10 s (0.1–1 Hz), encompassing
the frequency range of cross-correlation functions used in the
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Figure 5. Velocity changes for nine component pairs from 2016 to 2018, smoothed with a median 30-d moving average window (rolling). In all plots, the
black line plots the average of all of the component pairs, the solid coloured lines show the average for each component pair with the light background colours
showing the standard error. The 2016 Kaikōura earthquake is shown by the red vertical line.
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(a)

(b)

Figure 6. Depth analysis. (a) Seismic velocity variations for the unsmoothed 30-d moving stacks vertical–vertical component pair in the period band 0.1–0.9 Hz
(result in red in all plots) and three sub-bands of 0.1–0.25 Hz (purple line), 0.25–0.5 Hz (blue line) and 0.5–0.9 Hz (orange line), respectively, all unsmoothed.
Nine stations were used: CVR, IKR, JSP, KVR, MLF, SJQ, SRB, SVR and WJM. The green vertical lines represent large-magnitude earthquakes (Mw > 5.6)
with the pink line showing the 2016 Kaikōura earthquake. (b) Depth sensitivity kernels for the Kaikōura region. Derivatives of the fundamental-mode Rayleigh
wave group velocity with respect to the shear wave velocity at periods corresponding to the minimum and maximum periods of the data set used in this study
are presented. The derivatives are based on the average regional velocity model (Eberhart-Phillips & Fry 2018).

velocity change computation. Additionally, we show the veloc-
ity changes computed using narrower bands of 0.1–0.25 Hz (4–
10 s), 0.25–0.5 Hz (2–4 s) and 0.5–0.9 Hz (Fig. 6a). Velocity de-
creases become steadily larger for frequencies higher than 0.25 Hz,
with the largest decreases of up to 0.35 per cent occurring within

the 0.5–0.9 Hz band. The 0.25–0.5 Hz results show a velocity de-
crease of 0.2 per cent, less than both 0.5–0.9 Hz and 0.1–0.9 Hz,
our original frequency band. Lower frequencies of 0.1–0.25 Hz
do not show a decrease in velocity following the 2016 Kaikōura
earthquake.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/229/2/1357/6479127 by C

N
R

S user on 11 M
ay 2023



Velocity changes around earthquake ruptures 1365

From the fundamental mode Rayleigh wave sensitivity kernels,
we see that the surface waves in the analysed frequency range (1–
10 s) have little sensitivity below 5 km depth. The sensitivity kernels
for the highest recorded velocity decreases of 0.35 per cent (fre-
quency band 0.5–0.9 Hz) are in the uppermost 2 km (Fig. 6b). These
observations are comparable with velocity changes from other large
earthquakes. In California, following the 2003 San Simeon and the
2004 Parkfield earthquakes, Wu et al. (2016) showed that the ve-
locity decreases were greatest for frequencies between 1–1.5 Hz.
Nimiya et al. (2017) demonstrated similar results after the 2016
Kumamoto earthquake, where they found the largest change for fre-
quencies greater than 1 Hz. The sensitivity of velocity change mea-
surements has been shown to rapidly decay with depth (Obermann
et al. 2013). It is possible then that the absence of an observable
velocity change at lower frequencies reflects a loss of measurement
sensitivity rather than an absence of a velocity perturbation.

A further complication in locating the depth of velocity changes
relates to the contribution of body waves in the coda (Obermann
et al. 2013, 2016; Yuan et al. 2021). In this case, a frequency
dependent analysis of depth sensitivity may not be sufficient for
determining the depth of velocity changes. One solution proposed
by Obermann et al. (2013) is to analyse the lag time dependence
on measurements of velocity change, with it suggested that δv/v
decreases will be greater at short lag times for shallow perturba-
tions, and greater at long lag times for deeper perturbations. This
follows the suggestion that later parts of the cross-correlation func-
tion have a stronger contribution from body-waves with greater
depth sensitivity (Obermann et al. 2013, 2016). We apply this idea
to station pair IKR–MLF, which recorded the largest velocity de-
crease and has data of sufficient quality to measure δv/v at later lag
times (Supporting Information Fig. S8). We observe a systematic
change in δv/v as the lag time window is shifted to later parts of
the cross-correlation function, with the largest decreases recorded
using earlier lag times and smallest decreases using later lag times
(Supporting Information Fig. S8). This supports the argument that
the velocity changes we observe are occurring at a shallow depth.
Determining the relative contribution of body and surface waves
in a natural environment remains challenging, however. Yuan et al.
(2021) recently show that, while body waves may contribute equally
in the mid-coda, scattered surface waves dominate once again in
the late coda. Despite these complications, we observe no evidence
in the analysis of frequency-dependent and lapse-time dependent
velocity changes to support an argument of a deeper source and,
therefore, prefer the interpretation of a shallow source of velocity
change resulting from the Kaikōura earthquake.

5.2 Mechanisms

Several possible mechanisms for velocity changes following earth-
quakes have been proposed, as summarized by Xu & Song (2009)
and Wegler et al. (2009). These are as follows: (1) static stress-
induced changes of fault zone properties at seismogenic depth, (2)
damage of shallow crust from strong-ground shaking, (3) damage
of the crust from fault zone rupture and (4) rapid changes in ground-
water near the surface or fluid activities in the shallow crust.

Static stress-induced velocity changes can be caused by the pref-
erential opening or closing of pre-existing cracks due to the change
in stress (Rubinstein & Beroza 2004). Assuming pre-existing cracks
are isotropically distributed, velocities should increase in regions of
decreased mean stress (increased compression) and decrease in re-
gions of increased mean stress (increased dilation). This is because

the stress would preferentially close cracks in the case of compres-
sion and open cracks in the case of dilation (Nur 1971; Dodge &
Beroza 1997; Rubinstein & Beroza 2004). We observe little evi-
dence that any regions experienced a velocity increase as a result
of the Kaikōura earthquake, with only velocity decreases observed.
This observation is consistent with other studies of seismic velocity
changes after large earthquakes, which similarly note the lack of ve-
locity increases as a means to exclude static stress-induced changes
as the primary cause (e.g. Rubinstein & Beroza 2004; Wegler et al.
2009). We therefore consider it unlikely that the velocity decreases
following the 2016 Kaikōura earthquake are primarily related to
static stress-induced changes.

Near-surface damage as a result of strong ground motions has
regularly been linked to velocity reductions following large earth-
quakes (e.g. Schaff & Beroza 2004; Sawazaki et al. 2009; Nakata &
Snieder 2011; Chaves & Schwartz 2016; Nimiya et al. 2017; Viens
et al. 2018; Bonilla et al. 2019). Such strong motions can pro-
duce nonlinear effects in shallow soils in response to large dynamic
strains (Beresnev & Wen 1996). Characteristic of this mechanism is
a widespread velocity decrease, with a magnitude of change corre-
lated with the level of ground shaking. We explore this mechanism
further by investigating the relationship between peak ground veloc-
ities (PGV) and seismic velocity changes recorded using different
station pairs (Fig. 7). For measurements of PGV, we use simulated
values produced by Bradley et al. (2017). These were shown to be
in good agreement with amplitudes recorded using GeoNet stations
(Bradley et al. 2017), and allow us to assign a value of PGV at each
station. We could not calculate PGV directly from our stations be-
cause many of them were affected by amplitude clipping during the
Kaikōura earthquake. For measurements of velocity change associ-
ated with the earthquake, we measure the average δv/v within two
10-d windows (Supporting Information Fig. S7). These are used
to record δv/v both before and after the earthquake, with the posi-
tion of the second window chosen to ensure the 30-d stacks consist
only of cross-correlation functions computed using post-earthquake
seismic data. For multiple pairs, issues with measurement quality
immediately after the earthquake meant the post-earthquake δv/v
measurement was taken at a later time (Supporting Information Ta-
ble S6). Such measurements then represent minimum estimates of
the co-seismic velocity change.

For direct comparison with PGV values we evaluate the δv/v
change at each station by least-squares inversion, following the
approach of Hobiger et al. (2012). Specifically, the velocity change
observed by a pair of stations is considered to be the average of the
velocity change that occurs at each station, i.e.

�obs,i = (�station,i1 + �station,i2 )/2

where �obs, i is the observed velocity change for station pair i, and
�station,i1 and �station,i2 are the changes that actually occurred at
stations i1 and i2 respectively. The inversion problem is then defined
as

��obs = M · ��station

where ��obs is the vector of observed velocity changes, ��station the
vector of velocity changes at different stations to solve for, and the
matrix M indicating which single stations contribute to each obser-
vation. This formulation of the problem represents a greatly simpli-
fied version of sensitivity kernels calculated for wave scattering me-
dia, where it is shown that changes between two sensors mostly orig-
inate in close proximity to both stations (Pacheco & Snieder 2005,
2006; Hobiger et al. 2012). It is highly unlikely in reality that the ob-
served velocity is the exact average between two stations, especially
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(a)

(b) (c)

(d) (e)

Figure 7. Comparison between velocity changes recorded after the 2016 Kaikōura earthquake and simulated PGV values from Bradley et al. (2017). (a)
Co-seismic velocity decreases overlaying simulated PGV. Dashed lines indicate a minimum estimate of δv/v due to the need to use a later measurement window
(Supporting Information Table S6). Pink fault lines are also displayed as in Fig. 1. (b) Plot of PGV against estimated values of δv/v at individual single stations
through inversion when using all station pairs. (c) Plot of observed δv/v from station pairs and forward modelled δv/v using single-station values in (b). (d and
e) As with (c) and (d), but with only station pairs that allowed measurements to be made immediately following the earthquake.

if velocity changes are not homogeneous. However, for our purposes
this simple approach can still provide some insight into which loca-
tions likely experienced larger δv/v changes, and allows for easier
comparison with PGV estimates. Finally, we assess the inverted val-
ues of δv/v at individual stations by computing the forward model. If
the forward modelled station pair δv/v approximately resemble those
observed in this study, we can be more confident in the inversion
results.

Results are shown for both the inversion using all station pairs
(Figs 7b and c) and for the inversion using only station pairs
where a measurement was possible immediately after the earth-
quake (Figs 7d and e). When all station pairs are used for the inver-
sion, we do not observe a good fit between the observed and forward

modelled δv/v (Fig. 7c). In particular, the variation in δv/v measured
across the different station pairs is not well-recovered. We also note
that a velocity increase is resolved at both SJQ and WJM stations in-
dividually (Fig. 7b), despite a velocity decrease being observed for
the pair SJQ-WJM. We suspect the usage of station pairs where the
velocity change could not be measured immediately after the earth-
quake has contributed to the poor fit. In contrast, the inversion using
only station pairs where a measurement was available immediately
following the earthquake demonstrates a better fit between observed
and forward modelled δv/v (Fig. 7e). Focusing on the relationship
between PGV and inverted estimates of δv/v at each station, we ob-
serve an increasing velocity change as PGV increases up to ∼50 cm
s−1 (Fig. 7d), consistent with a model of ground-shaking induced
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velocity changes. At SVR station, however, the resolved δv/v shows
a small velocity increase following the earthquake despite having a
simulated PGV of nearly 200 cm s−1. It is possible that this relates
to the low number of station pairs used in the inversion (only one
pair that includes SVR station, MLF-SVR). However, it could also
indicate that strong ground shaking is not entirely responsible for
the observed velocity changes at this site, where we note that the
inclusion of additional pairs that use SVR has minimal influence on
the magnitude of resolved δv/v at this station (Supporting Informa-
tion Fig. S9), although it reverses its sign to show a slight velocity
decrease. The location of this station is particularly interesting; it
sits on the hanging wall of the Papatea fault, which experienced
significant uplift as a consequence of the earthquake (∼9.5m max,
Langridge et al. (2018)). Recent work analysing aftershock loca-
tions has suggested the Papatea fault may have acted in a similar
style to a restraining bend, where it sits at the corner of dominantly
thrust motion offshore and sinistral-normal oblique motion onshore
(Chamberlain et al. 2021). In this scenario, we may expect that
compression within the hanging wall of the Papatea fault (consis-
tent with a velocity increase) could be counter-acting the expected
velocity decrease associated with strong-ground shaking, therefore
producing a lower magnitude of change. Improved spatial analy-
sis of the δv/v is necessary, however, to shed further light on this
hypothesis.

A further difficulty in assessing the mechanism of observed ve-
locity changes associated with the Kaikōura earthquake relates
to the extensive region of fault ruptures, where as many as 21
faults ruptured during the earthquake sequence (Stirling et al. 2017;
Klinger et al. 2018). Damage of the crust from rupture of the fault
zone would be expected to produce an initial velocity decrease in
the vicinity of ruptured faults, followed by a velocity increase as
crack healing occurs. Characteristic of this would be that velocity
changes should be large for station-paths that cross ruptured faults
and small for paths that don’t (Rubinstein & Beroza 2004). How-
ever, with many of our stations lying in close proximity to ruptured
faults, it is not straightforward to deduce whether a relationship
between PGV and δv/v reflects strong-ground motion induced dam-
age or fault-zone damage as the primary cause of velocity changes,
given that sites in the vicinity of rupture zones tend to experi-
ence stronger shaking. We note that the largest observed velocity
change was recorded by the station pair IKR–MLF, which has a
direct path that crosses mapped surface ruptures (Fig. 7). Thus we
cannot rule out fault zone damage as a contributing factor in our
velocity change measurements. However, observations of a velocity
decrease at more distant stations (e.g. SJQ–WJM) suggests another
mechanism, such as strong-ground shaking, is needed to explain
our results.

Finally, groundwater responses and other fluid movements can
also cause changes in seismic velocities (Sens-Schönfelder & We-
gler 2006; Meier et al. 2010; Lecocq et al. 2017; Clements & De-
nolle 2018; He & Singh 2019). Following the Kaikōura earthquake,
Weaver et al. (2019) observed both positive and negative water
level changes at distances between 4 and 850 km from the 2016
Kaikōura earthquake epicentre. The time taken for water levels to
re-equilibrate at new post-earthquake levels generally ranged from
10 min to 2 hr, with a median time of 65 min and the longest
time of 100 + days (at Cromwell Gorge) (Weaver et al. 2019).
Sites experiencing lower levels of ground shaking produced ap-
proximately equal numbers of water level increases and decreases,
whereas sites experiencing a PGA above approximately 2 m s−2

and PGV above 0.3 m s−1 (or 30 cm s−1) produced predomi-
nantly water level increases (Weaver et al. 2019). An increase in
the water level is consistent with a velocity decrease (Clements

& Denolle 2018), and therefore could be a contributing factor. It
is not straightforward however to separate groundwater induced
changes from damage in the shallow crust as the dominant mech-
anism without further comparison of these two data sets, with in-
creased spatial resolution of velocity changes. In both cases, though,
strong ground shaking can be considered a probable cause, es-
pecially at seismic stations that are most distant from the fault
ruptures.

5.3 Pre-Kaikōura events

In the 6-yr data set it was also possible to determine if any other
large-magnitude (Mw > 5.6) events caused changes in the seismic
velocity. We considered the Cook Strait and Lake Grassmere earth-
quakes in 2013 (Mw 6.5 and Mw 6.6 respectively) and two addi-
tional earthquakes (Mw 6.2 and Mw 5.7) in 2015 and 2016 respec-
tively that, while smaller in magnitude, were closer to our net-
work. None of these showed a velocity decrease that could be eas-
ily distinguished from background fluctuation of velocity changes
(Fig. 4).

Possible explanations for the lack of observed velocity changes
associated with these earthquakes are their locations relative to
the network and lower magnitudes. Both the Cook Strait and Lake
Grassmere earthquakes occurred just outside the network (Fig. 1).
Furthermore, the five closest stations (CCB, CVR, IKR, KVR and
SVR) were either unavailable during this period, or were not usable
due to large gaps in the data (Supporting Information Fig. S1).
Finally, the averaging time window (30 d) is larger than the time
separation of the events (26 d), so the effect of both earthquakes
may be muted. For comparison with the Kaikōura earthquake, we
compute the PGV for two strong motion sensors located within
our network (Supporting Information Figs S10 and S11). One of
these (MOLS) is in close proximity to the epicentres of the Mw 6.2
and Mw 5.7 earthquakes in 2015 and 2016 respectively, while the
other (WTMC) is close to the epicentre of the Kaikōura earthquake.
The PGV at these stations is far lower than those produced by the
Kaikōura earthquake (Supporting Information Table S2). For the
Cook Strait and Lake Grassmere earthquakes, the PGV recorded by
both sensors is less than 2.5 cm s−1, and less than 4 cm s−1 for the
Mw 5.7 in 2016. A PGV of 17 cm s−1 was, however, recorded by
one of the strong-motion sensors (MOLS) in response to the Mw 6.2
earthquake in 2015. However, this value likely reflects the close
proximity of the earthquake to the sensor rather than representing
significant shaking across the network. This is demonstrated by a
PGV of 2.5 cm s−1 at the second sensor (WTMC) for the same
event.

Of interest is that Civilini et al. (2020) found a velocity decrease
of 0.06 per cent at Ngatamariki Geothermal Field following the
Cook Strait and Lake Grassmere earthquakes, using stations located
in the Taupō Volcanic Zone. This was despite these earthquakes
occurring approximately 400 km away, far greater than the dis-
tance between these earthquakes and our network. Such changes at
larger distances may reflect increased sensitivity to velocity changes
within geothermal regions. Brenguier et al. (2014) found that fol-
lowing the 2011 Mw 9.0 Tohoku-Oki earthquake, the strongest co-
seismic velocity reductions occurred under volcanic regions rather
than in regions with the most intense ground shaking or co-seismic
deformation. They suggest that regions with low effective pressure,
such as volcanic or geothermal regions, are more susceptible to ve-
locity changes and dynamic stress changes due to cracks opening
and increasing the permeability and transfer of fluids (Brenguier
et al. 2014).
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6 C O N C LU S I O N

We used the signals of cross-correlation functions generated from
ambient noise to determine velocity changes in the Kaikōura re-
gion in order to examine changes before and after the Mw 7.8 2016
Kaikōura earthquake. The time period chosen for this study, 2012–
2018, also included four other large-magnitude events in the region
in 2013 and 2015–2016.

Following the 2016 Kaikōura earthquake, average velocity de-
creases of up to 0.19±0.08 per cent were observed down to about
5 km depth across all nine components of the Green’s function ten-
sor, with the largest velocity decreases in the uppermost 2.5 km. A
velocity increase of about 0.07 per cent was observed in the 1.5 yr
after the earthquake. We did not observe a velocity change following
the 2013 Cook Strait earthquake sequence or the Lake Grassmere
earthquake, while changes associated with other large earthquakes
in 2015 and early 2016 were ambiguous. We infer that velocity
reductions following the 2016 Kaikōura earthquake were at least
partially caused by strong near-surface ground motions, followed
by subsequent crack healing that increased the seismic velocity.
It is also possible that fault-zone damage contributed to velocity
decreases, where we note that many of the analysed stations are lo-
cated in the vicinity of ruptured faults. Improved spatial resolution
of velocity changes is necessary to assess the relative contribution
of these two mechanisms.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Supplementary Text section 9.1. Calculation of SNR and determi-
nation of the best analysis parameters.
Supplementary Text section 9.2. Velocity Change Calculations.
Figure S1. DPRI station availability. Stations are listed along the
left with dates along the bottom. Coloured bars indicate availability
for different components: yellow, east; green, north; blue, vertical.
The box below shows when and how many stations are operating.
Green lines show large-magnitude (Mw > 5.6) earthquakes and the
pink line shows the Kaikōura earthquake.
Figure S2. Spectrogram for station MLF showing energy at different
frequencies with the time in seconds since the beginning of the
day for 2016 November 16. (a) Earthquake waveform with the
earthquake signal in the middle and background noise before and
after. (b) Spectrogram showing the frequency of the earthquake
signal as well as faint background noise at low frequencies in the
red box. (c) Background noise. Energy primarily in frequency range
0.01–1.2 Hz.
Figure S3. Velocity changes using a 6 month and a 2-yr reference
period for the vertical–vertical component pairs for different moving
stack lengths (5, 10, 20 and 30 d). The pink line shows the 2016
Kaikōura earthquake.
Figure S4. Velocity changes for the vertical–vertical component for
5-, 10-, 20- and 30-d moving stack lengths using a 6-yr reference
period, smoothed with a 30-d moving average window (rolling).
The green lines indicate large-magnitude earthquakes (Mw > 5.6)
that occurred in this time period. The 2016 Kaikōura earthquake is
shown by the pink line.
Figure S5. Correlation coefficient plot showing a good result from
station pair SJQ–WJM with a 0.1–0.9 Hz filter. This was generated
using the 2-yr test and started on 2016 January 1 and ended on 2018
February 28. The decrease in September 2016 is a result of a lack of
data at both stations SJQ and WJM (Fig. S1). The pink line shows
the 2016 Kaikōura earthquake.
Figure S6. Correlation coefficient plot showing a poor result from
station pair CCB–CVR with a 0.1–0.9 Hz filter. This was generated
using the 2-yr test and started on 2016 January 1 and ended prior to
the Kaikōura earthquake due to a lack of data (Fig. S1). The pink
line shows the 2016 Kaikōura earthquake.
Figure S7. Plot demonstrating how the δv/v change following the
earthquake was calculated at each station pair (ZZ component).
Using δv/v measurements from 30-d stacks (vertical component
station pairs), smoothed with a 10-d moving median (rolling), the
pre-earthquake measurement of dv/v is made by taking an average
δv/v within a 10-d window (blue bar) prior to the earthquake (red
bar). A second 10-d window is used for post-earthquake δv/v, and
the difference between the two windows is calculated for final δv/v
change. The position of the second window is chosen to take into
account the 30-d stack size, ensuring all days within the window are
using cross-correlation functions computed using post-earthquake
data. For some station pairs, data issues meant the second mea-
surement needed to be made at a later time. See Table S6 for full
measurement details.

Figure S8. Lag time dependence on δv/v for station pair IKR–MLF.
Top: δv/v computed using different lag times, smoothed with 10-
d moving median (rolling), colour coded by key in bottom plot.
Blue bars indicate where the value of velocity change is recorded
(averaged over 10 d), with the difference then used to record the
co-seismic velocity change. The position of the second window is
chosen taking into account a stack size of 30 d, ensuring only post-
earthquake cross-correlation functions are included in the measure-
ment. Bottom: measurements of velocity change against central lag
time of coda window used.
Figure S9. Plot of inverted single-station δv/v against simulated
PGV, and corresponding forward modelled station pair δv/v com-
pared to observed δv/v for: (a and b) only station pairs that allowed
immediate measurement following the earthquake (same as Figs 7b
and c) and (c and d) the same station pairs as (a) and (b), but now
additionally including all station pairs that use station SVR (re-
gardless of timing of measurement). This is done for the purpose
of checking the robustness of anomalous δv/v estimated at station
SVR, where only one station pair that used SVR station is included
in initial inversion shown in (a) and (b) compared to four station
pairs using SVR station in (c) and (d). SVR is still estimated to have
experienced only a small change in δv/v following the earthquake
after further station pairs are included, with the modelled δv/v still
closely fitting the observed δv/v.
Figure S10. PGV measured for earthquakes listed in Table S2, as
recorded by strong motion GeoNet sensor MOLS. For each event,
we record the maximum velocity for each horizontal component (red
circles) and select the maximum of these to provide an estimate of
the PGV for the events in the region containing seismic stations
used in this study. Waveforms follow order in Table S2.
Figure S11. PGV measured for earthquakes listed in Table S2, as
recorded by strong motion GeoNet sensor WTMC. For each event,
we record the maximum velocity for each horizontal component (red
circles) and select the maximum of these to provide an estimate of
the PGV for the events in the region containing seismic stations
used in this study. Waveforms follow order in Table S2.
Figure S12. Coherent energy is observed for all nine compo-
nent pairs by plotting the SNR versus lag-time for a 30-d cross-
correlation function. Different coloured lines indicate different com-
ponent pairs. All component pairs show peaks at both negative and
positive lag times. Component pairs NN, NZ and ZN show a smaller
peak at a negative lag time than other component pairs. These sta-
tion pairs were used as only these pairs contained data consistently
for 30 d to produce SNR values. To produce an SNR plot displaying
different component pairs with a consistent stack size (30 d), all
station pairs had to have no gaps in days greater than the stack size
used. As a result of station outages (Fig. S1) and different stations
being available for different component pairs, different station pairs
were used to show an SNR result for each component pair. Also
due to these large gaps, smaller stack sizes (20 d) were difficult to
compute SNR results from. This shows energy travelling between
stations as peaks are observed at positive and negative lag times for
all component pairs.
Figure S13. Moving-window cross-spectral analysis example for
station pair SJQ–WJM on 2016 December 31, with both forced
(in black) and unforced linear regression (in red) with dashed lines
showing the standard error for both, calculated from squared misfit
of the modelled slope of the phase displacement. In this example,
a velocity lag of 1 km s−1 was used, where the interstation distance
for this pair is 23 km. Delay times used to calculate the slope are
coloured blue while those that fall outside the windows are coloured
red. These are weighted by the cross-spectral coherence and depend
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on four factors: minimum and maximum lag-time, maximum delay
time, maximum error and minimum coherence. Green boxes corre-
spond to minimum and maximum lag times at positive and negative
lags.
Table S1. Station locations.
Table S2. Table describing the numbers annotating earthquakes
in Fig. 1. Earthquake information such as magnitude, latitude and
longitude, and depth are obtained from GNS Science. Estimates
of PGV in the study region are made using horizontal components
from strong motion sensors MOLS and WTMC (Figs S10 and S11).
Location of these strong motion sensors can be seen in Fig. 1.
Table S3. Station pair pre-processing parameters (MSNoise Version
1.5). These are the parameters used to process raw ambient noise
data through to velocity.

Table S4. Station pair data set filter table (MSNoise Version 1.5).
Table S5. Frequently referenced previous studies.
Table S6. Details of δv/v measurements made pre- and post- earth-
quake using the approach detailed in Fig. S7. The time window
used to measure pre-earthquake δv/v is defined by columns ‘preEQ
start’ and ‘preEQ end’, and the window used to measure post-
earthquake δv/v defined by columns ‘postEQ start’ and ‘postEQ
end’.

Please note: Oxford University Press is not responsible for the con-
tent or functionality of any supporting materials supplied by the
authors. Any queries (other than missing material) should be di-
rected to the corresponding author for the paper.
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