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S U M M A R Y
We investigate temporal variations of the polarization anomaly of surface waves (Rayleigh and
Love) relative to an isotropic medium, before and after the 2008 June 13, Iwate-Miyagi Nairiku
earthquake (Mw = 6.9) in Japan, using passive image interferometry. We use continuous data
records of 20 high-sensitivity three-component seismic stations (National Institute for Earth
Sciences and Disaster Resilience—NIED Hi-net) from mid-2007 to the end of 2009. We
compute cross-correlations of ambient seismic noise between each pair of stations, in the
frequency range of 0.08–0.22 Hz. The temporal variations of the surface wave polarization
show slow and weak variations due to seasonal changes to which rapid and strong variations
are superposed at the time of the earthquake, and more surprisingly, also a month and a half
before the earthquake. Strong changes in the polarization of surface waves might be related to
changes in the distribution of crack orientation affecting seismic anisotropy.

Key words: Seismic anisotropy; Seismic interferometry; Seismic noise; Surface waves and
free oscillations.

1 I N T RO D U C T I O N

Over the last decade, the use of ambient seismic noise has been
a key aspect of advanced studies of the crustal structure. Seis-
mic interferometry has provided the possibility to image the
subsurface and monitor physical parameters in the crust dur-
ing seismic cycles (Sens-Schönfelder & Wegler 2006; Wegler &
Sens-Schönfelder 2007; Brenguier et al. 2008). Indeed, the cross-
correlation tensor (CCT) of seismic ambient noise is an estimate of
the transfer function (Green’s function) between two receivers. For a
homogeneous random distribution of noise sources, the CCT repre-
sents the impulse response of the Earth between these two receivers
(Weaver & Lobkis 2001; Wapenaar 2004; Gouédard et al. 2008). In
practice, the CCT of ambiant noise is dominated by surface waves,
which permits the measurement of the horizontal seismic properties
of the shallow crust (Shapiro & Campillo 2004). For instance, the
computation of the relative traveltime shift between a perturbed and
a reference ZZ component for each station pair (Sens-Schönfelder
& Wegler 2006; Brenguier et al. 2008) enables the monitoring of
seismic velocity changes in the subsurface structures that might be
related to stress changes in seismogenic zones.

For example, Brenguier et al. (2008) investigated the seismic ve-
locity changes for the 2004 Parkfield earthquake. They reported a
velocity change of 0.08 per cent at the time of the Mw 6.0 earth-

quake, which was interpreted as co-seismic stress changes and dam-
age near the San Andreas fault.

Another approach for monitoring seismogenic zones is to mon-
itor the off-diagonal terms of the CCT: vertical-transverse (ZT),
transverse-vertical (TZ), radial-transverse (RT) and transverse-
radial (TR). These non-diagonal terms of the Green’s function are
null when the medium is homogeneous and isotropic, and when the
distribution of sources is homogeneous. For anisotropic or strongly
heterogeneous media (Crampin et al. 1980), the polarization plane
of surface waves will be affected and will deviate with respect to the
isotropic homogeneous case, leading to quasi-Rayleigh and quasi-
Love waves. The surface wave polarizations are no longer parallel
or perpendicular to the direction of propagation. An optimal ro-
tation algorithm [ORA, Roux (2009)] is then applied to the CCT,
and hence the deviation anomaly angles (horizontal ψp and vertical
δp) at both receivers (seismic stations A and B) can be retrieved.
These anomaly angles provide information about the anisotropy
in elastic properties of the medium or the inhomogeneity of the
sources (Durand et al. 2011). Temporal changes in the polarization
anomaly of surface waves can be induced by changes in crack-
induced anisotropy; hence an overall rotation of the fast axis caused
by rotation of the stress field that can close or open some cracks.

Measurements of the changes in surface wave polarization were
applied to the 2004 Parkfield earthquake by Durand et al. (2011),
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Figure 1. Map of the topography of the Iwate-Miyagi area. Black triangles: Hi-net stations; brown star: epicentre of the 2008 Iwate Miyagi earthquake; red
lines: upper edges of the fault proposed by Takada et al. (2009); grey dots: aftershocks with magnitudes >3.5 within 7 d of the main earthquake and red
triangles: active volcanoes. The beachball plot describes the source mechanism associated with the earthquake. Inset: position of the Iwate-Miyagi area within
Japan.

where the fault displacement was a right-lateral strike-slip. Strong
and rapid variations of ψp were observed for a specific area near
the fault zone, with a maximum of 30. Variations in δp are negli-
gible. Durand et al. (2011) explained that these rapid changes in
the polarization might be due to changes in the orientation of the
anisotropy following co-seismic rotation of the stress field. How-
ever, shear wave splitting measurements did not show any precur-
sory, co-seismic or post-seismic temporal changes in the region near
the rupture of the Mw = 6.0 Parkfield earthquake (Liu et al. 2007).
The shear wave splitting technique used for measuring anisotropy
has many limitations due to the vertical propagation of S waves,
such as the difficulty to detect changes if the anisotropy is weak or
if the anisotropic layer is thin and shallow.

Furthermore, numerical investigations have been carried out to
define the effects of anisotropy on the polarization of surface waves,
and to estimate the order of magnitude of the changes to this pa-
rameter (Saade et al. 2015). These data showed that the polarization
anomaly ψp of surface waves in an anisotropic medium can be very
large (i.e. ψp can reach as much as 20), and that it mainly contains
2ψ and 4ψ azimuthal dependence.

The objective of this study is to investigate the relation of co-
seismic changes in polarization of surface waves to stress changes
before and after an earthquake, using seismic noise interferome-
try, in a different geodynamic context than Parkfield, such as a
compressive environment. Therefore, we selected the 2008 Iwate-
Miyagi earthquake (Mw = 6.9), the epicentre of which was in
the middle of the dense Hi-net seismic network operated by
the National Research Institute for Earth Science and Disaster
Resilience (NIED, Japan). The focal depth of the epicentre was
about 7.8 km. The deduced focal mechanism corresponds to a
reverse fault with a compression axis in WNW–ESE direction
(Takada et al. 2009).

2 M E T H O D

2.1 Data

Data were available from 20 three-component, short-period,
velocity-type seismometers installed at Hi-net borehole stations
located within 50 km of the epicentre of the 2008 Iwate-Miyagi
earthquake and exhibiting an approximate interstation distance of
20 km (Fig. 1). We processed continuous data recorded from 2007
July to the end of 2009, that is, almost 1 yr before and 1.5 yr after
the main earthquake.

2.2 Pre- and post-processing

The different steps of the data processing are presented in the Ap-
pendix (see Fig. A1). The pre-data processing is partly similar to
the one presented in Bensen et al. (2007). First, we applied spec-
tral whitening to the continuous data within the frequency band of
0.08–0.22 Hz (i.e. corresponding to wavelengths of ∼10–45 km).
The choice of the frequency range is fundamental, since the polar-
ization measurement depends on the amplitude of the noise signal.
The chosen frequency domain covers the dominant noise source that
comes from secondary microseisms. In this low-frequency domain,
we obtain the most stable waveform of the seismic noise CCTs
that are sensitive to the deep subsurface structure. Hence, CCTs
computed in this frequency range are not particularly influenced by
shallow co-seismic damage, especially by the very strong ground
displacement that was associated with this 2008 Iwate-Miyagi earth-
quake (Takada et al. 2009). Then, we applied clipping to these data,
to cut the remaining event signals. The clipping is smooth as the
energy of the signal is reduced by a maximum of 7 per cent during
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calm periods (no events) and by a maximum of 48 per cent during
the Iwate-Miyagi earthquake.

The CCTs were then computed between the pairs of three-
component seismograms. The CCTs are nine-component tensors
CG

AB(t) computed in the geographical coordinate system G (verti-
cal [Z], east [E] and north [N]) for each receiver pair (A and B).
For the cross-correlation formula, each component of the CCT is
normalized with respect to the total energy, according to:

[
CG

AB(t)
]

i j
=

∫ �T
0 SA,i (τ )SB, j (t + τ )dτ√∫ �T

0

∑
i S2

A,i (τ )dτ
∫ �T

0

∑
j S2

B, j (τ )dτ

, (1)

where SA, i(t) and SB, i(t) are the vertical and horizontal components
of the signal at receivers A and B, ‘i’ is the (Z, E and N) component,
and choosing a recording time window �T = 1 hr, over which the
correlation was performed. The nine components of the CCT as
defined by the (Z, E and N) geographical coordinate system are ZZ,
ZE, ZN, EZ, EE, EN, NZ, NE and NN, which are rotated in the
(Z, R and T) coordinate system, where the radial direction [R] is
defined by the orientation of the pair of receivers. We will denote
the azimuth of the path between stations A and B by ψAB. The CCT
then reads:

CAB =

⎛
⎜⎝

ZZ ZR ZT

RZ RR RT

TZ TR TT

⎞
⎟⎠. (2)

Unlike velocity measurements that depend on the phase change and
are measured using the coda part of the ZZ correlation function,
polarization measurements depend on the amplitude change of the
ballistic part of all the components of the CCT.

The main part of the procedure is the ORA (Roux 2009) that
rotates the CCTs, minimizes the off-diagonal components, and then
determines the set of angles δp and ψp at each station (Fig. A2), δpA,
δpB and ψpA, ψpB that minimize the components ZT, RT, TZ and TR
of the original CCTs (see following details). The ORA computes
a final misfit that is the sum of the energy on ZT, RT, TZ and TR
of the rotated CCTs divided by the total energy of the tensors. We
used the final misfit as a criterion to determine the performance of
the ORA, and we sought to minimize the final misfit down to at
least 10 per cent of the total energy of the CCT. We did not need
to find the Green’s tensor; nonetheless, we needed stable CCTs
and a good signal-to-noise ratio, to obtain good ORA performance.
To do this, we stacked the CCTs, but first we applied a singular
value decomposition filter to the CCTs of each pair of receivers,
to improve the signal-to-noise ratio and the temporal resolution by
optimizing the stack.

Singular value decomposition (Hegde & Ye 2008) decomposes
matrix C, which contains one component of a CCT for one pair of
receivers over the entire time period of the study. This produces the
product of three matrices, C = U ∗ S ∗ VT, where S(M × N) is the
diagonal matrix of the singular values, U(M × M) and V(N × N) are
orthogonal matrices that consist of singular vectors and T indicates
the transpose of the matrix. N is then the number of CCTs for
the entire period of the study, and M is the time length of the
cross-correlation (200 s). Consequently, for every pair of receivers
and each component of the CCT, matrix C was reconstructed by
keeping the first four effective singular values that can significantly
reproduce the image component. The remaining singular values
represent noise. This procedure helped to reduce the number of
stacks of CCTs down to 7 d which is necessary in order to improve
to signal-to-noise ratio.

Next, we investigated the off-diagonal terms of the CCTs: ZT, TZ,
RT and TR. Indeed, for a random distribution of seismic sources,
these non-diagonal terms are expected to be zero on average in an
isotropic homogeneous medium. However, we observed that the ZT,
TZ, RT and TR components of the CCTs were not zero and could
be very large (Fig. A3).

Then, we use the ORA, which rotates the CCTs and minimizes
the off-diagonal components, to find the tensor of the Rayleigh
and Love waves. The ORA determines the set of angles δp and
ψp (Fig. A2) that minimizes the components ZT, RT, TZ and
TR of the original CCTs. δp and ψp are the vertical and hori-
zontal angles, respectively, computed for each receiver of a pair.
These angles determine the deviation of the plane of surface waves
with respect to ψAB and provide information about the anisotropic
properties of the medium and the inhomogeneity of the sources
(Durand et al. 2011).

In the general case, the value of the ORA azimuthal rotation
angle that minimizes the components ZT, RT, TZ and TR of the
CCTs is the result of different effects, as the azimuth of the receiver
pairs, the noise-source incidence (if the sources are not isotropically
distributed), and an additional angle than can arise from deviations
of the Rayleigh and Love waves in the heterogeneous and anisotropic
medium. ψpA and ψpB can be different if the source incidence is
not the same at both of the receivers. The results of this study show
that ψpA was almost equal to ψpB for all of the receiver pairs that
were processed. We then deduced the value of the azimuth of the
pairs of receivers from the horizontal angle computed by ORA,
and hence the resulting angle is the horizontal polarization anomaly
angle (HPA = ψp).

The temporal variations of ψp can be due first to seasonal varia-
tions, and secondly to changes in the structure of crack distributions
or heterogeneities. To separate these different contributions to the
HPA, we applied a singular value decomposition filter to the matrix
P(M′ × N′) that contained all of the processed ψp(t) of all receiver
pairs (P = U′ ∗ S′ ∗ V′T). In this case, U(M′ × M′) is the matrix of
the station eigenvectors and V(N′ × N′) is the matrix of the temporal
eigenvectors. N′ is the number of pair of receivers processed, and
M′ is the time length of the period of study. Looking at the main
temporal eigenvectors (Fig. 2) helps determine the dominant effects
and remove eigenvectors that are dominated by seasonal changes,
while keeping those dominated by strong and rapid changes at the
time of the 2008 Iwate-Miyagi earthquake. However, in this case,
the separation is difficult, knowing that the main first two eigen-
vectors contain both seasonal variations and rapid variations at the
time of the earthquake. Nevertheless, we reconstructed P by keep-
ing the first two eigenvectors, and thus 35 per cent of the energy of
ψp(t).

3 R E S U LT S A N D I N T E R P R E TAT I O N

We computed the temporal changes in the HPA of surface waves
for the different pairs of receivers (Fig. A4), from mid-2007 to the
end 2009. Generally, the HPA can be different at the two receivers
(A and B) of a specific pair; that is, ψpA is different from ψpB.
The near equality of the two angles for a specific pair of receivers
indicates that the interstation distances considered (with a maximum
of 30 km) are small relative to the distance between the noise source
and the pair of receivers, which makes the noise incidence almost
equal at the two receivers of the pair. The static value of the HPA that
was determined during calm periods, as for example between 2007
October and 2008 March, was slightly different from zero because
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Figure 2. Temporal eigenvectors obtained by singular value decomposition of the horizontal polarization anomalies computed by the optimal rotation algorithm,
for all pairs of receivers. In each panel, the value given at the top is the normalized eigenvalue that corresponds to the temporal eigenvector.

it was influenced by the strong heterogeneity under the study area
(Cheng et al. 2011), and/or by the anisotropy induced by the crack
distribution or mineralogical composition in the area.

3.1 Seasonal variations

The temporal changes in the HPA of the surface waves reveal their
slow, but large, seasonal behaviour. We explored different possible
causes for these seasonal variations: the water level changes in the
subsurface related to the precipitation changes (rain and snow),
and the seasonal change associated with the incidence of ambient
seismic noise provided by interactions between the ocean waters
and the coast.

These seasonal changes are long-period changes, as the micro-
seismic noise incidence is mostly from the Northern Hemisphere in
the northern winter, and from the Southern Hemisphere in the south-
ern winter (Stutzmann et al. 2012). According to Stutzmann et al.
(2012), relative to Japan, the dominant noise incidence is mostly
directive and the noise amplitude is maximum between November
and February. Hobiger et al. (2012) also reported strong seasonal
variations in the velocity measurements in 2008 and 2009 that had a
period of about 1 yr, with a maximum velocity change in mid-June.
Fig. 3 shows that the average HPA had seasonal variations with a
period of almost 1 yr, and a maximum around August in 2008, and
June in 2009. These repetitive slow variations are consistent with
seasonal changes observed for the seismic velocity measurements
of Hobiger et al. (2012), and the period of seasonal changes of the
incidence of the seismic noise.

Furthermore, we computed the seasonally averaged azimuthal
distributions of the normalized energy flow relative to the network
under study (Fig. A5). The measurements of noise incidence re-
vealed changes in the amplitudes of the seismic noise, which was
stronger in winter for Japan and came mainly from the Pacific Ocean
(azimuth around 90), and also from the Sea of Japan (azimuth be-
tween 250 and 300). In summer, the noise sources were distributed
mainly in the Pacific Ocean, and also in the Southern Hemisphere
(azimuth around 150). The seasonal changes in the noise incidence
might have had an influence on the seasonal changes in the HPA, as
their annual period was almost the same. The minimum HPA change
in winter (as for the velocity change) might be partly due to gravita-

tional compaction caused by the snow coverage and associated with
water circulations in aquifers. We note the high negative correlation
between HPA change and snow (Fig. 4). In summer, the changes in
the HPA increase might have been a result of the snow melt and the
rainfall (especially during the rainy season, as the derivative of the
precipitation shows in Fig. 4) that reduced the effective pressure in
the crust.

3.2 Anisotropy variations

Temporal changes in the HPA can also be influenced by changes
in the orientation of the crack distribution during the seismic cy-
cle and more particularly the co-seismic phase, which induces
changes in the apparent anisotropy. Indeed, changes in the seis-
mic anisotropy can strongly affect the polarization of surface waves
(Saade et al. 2015) and cause strong and rapid changes in the HPA.
These changes can be distinguished from seasonal changes as they
are rapid (i.e. over a short timescale) and large.

The results of the HPA measured around the area of Iwate-Miyagi
(Fig. 3) also show relatively rapid changes for different receiver
pairs at the time of the 2008 Iwate-Miyagi earthquake, and smaller,
but more surprisingly, also fast changes before the earthquake, in
2008 April. We computed the derivative of the HPA (Fig. 3), in
order to use the rapidity of the change as a criterion to separate
the slow variations primarily seasonal and the rapid changes due to
the earthquake. Note that a similar analysis was done in Brenguier
et al. (2008a) to separate the slow seasonal change from the rapid
traveltime change of seismic velocity prior to and eruption at the
Piton de la Fournaise volcano. Only two peaks in the derivative of
the HPA exceed the value of four times the variance of the signal.
A maximum peak for the derivative of the HPA occurs at the time
of the earthquake (Fig. 3). A second large peak occurred at the
end of April, and it was not compatible with any seasonal changes.
This second peak might be related to a deep (160 km) earthquake of
magnitude 5.7 that occurred on 2008 April 17, in the area covered
by the seismic network used in this study (Fig. A6). Changes in the
crack-induced anisotropy following the co-seismic rotation of the
stress field in the shallow depth are a possible explanation for these
rapid changes.
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Figure 3. Top panel: average of the horizontal polarization anomaly from mid-2007 to the end of 2009. Bottom panel: the first derivative of the average
horizontal polarization anomaly (red signal). The flat values at the end of 2009 May are due to a gap in the data. The variance σ of the average derivative of
HPA has been computed for the whole period of study.

Figure 4. Top panel: average change in the horizontal polarization anomaly. Middle panel: seasonal changes in snow depth (from the Japan Meteorological
Agency) in the area of study for 2008 and 2009. Bottom panel: average rainfall per week (from the Japan Meteorological Agency).

3.2.1 Regionalization of the polarization anomaly

To obtain an estimate of the spatial distribution of the polarization
anomalies at the time of the Iwate-Miyagi earthquake, a regional-
ization technique was used that is based on the forward problem
for the effect of slight anisotropy on the amplitudes of Rayleigh
and Love waves of Tanimoto (2004), only valid for fundamental

modes. We consider the case of first-order perturbation theory in
a homogeneous half-space where the fourth-order elastic tensor
has 21 independent elastic coefficients. The tangent of the angle
ψp formed by the direction of polarization of the quasi-Rayleigh
wave and the direction of propagation ψ can be written approxi-
mately as a function with azimuthal dependence terms of 2ψ and
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4ψ , as the elastic tensor is a fourth-order tensor. To get these dif-
ferent azimuthal terms, we modified the regionalization code of
Montagner & Nataf (1986).

As shown by Tanimoto (2004), in a weakly anisotropic medium,
polarization of the fundamental mode of surface waves contain
2ψ and 4ψ azimuthal dependence. This has also been found in
numerical experiments (Saade et al. 2015), with similar azimuthal
dependence as the phase velocity variations (Smith & Dahlen 1973).
For small values of ψp, the polarization anomaly, ψp, can then be
written as a Fourier series, as follows:

ψp = a1cos(2ψ) + b1sin(2ψ) + a2cos(4ψ) + b2sin(4ψ), (3)

where ψp is the static HPA, ψ is the azimuth of the pair of re-
ceivers relative to the north, an = ∫ +π

−π
ψpcos(nψ)dψ and bn =∫ +π

−π
ψpsin(nψ)dψ . The main steps of the theory used for getting

this expression are reminded in Appendix A2.
Considering that the 2ψ terms are dominant for Rayleigh waves,

ψp can be written as follows:

ψp = αsin[2(ψ − ψα)], (4)

where ψα is the orientation of the anisotropy and α is the amplitude
coefficient of ψp that depends on the amplitude of anisotropy in
the medium. a1 = −2αsin(2ψα) and b1 = 2αcos(2ψα). Hence,
ψα = 1/2atan[−a1/b1].

The temporal variation of the horizontal polarization anomaly
�ψp is obtained by deriving eq. (4), knowing that the time-
dependent parameters are ψα the orientation of anisotropy and α

that depends on the amplitude of anisotropy. �ψp is then written as
follows :

�ψp = −2α�ψαcos[2(ψ − ψα)] + �αsin[2(ψ − ψα)]. (5)

Using the Fourier decomposition as in eq. (3), we obtain:

�ψp = [−2α�ψαcos(2ψα) − �αsin(2ψα)]cos(2ψ)

+ [−2α�ψαsin(2ψα) + �αcos(2ψα)]sin(2ψ), (6)

with a = −2α�ψαcos(2ψα) − �αsin(2ψα) and b = −2α

�ψαsin(2ψα) + �αcos(2ψα).
Consequently, the three possible cases that can give rise to a

temporal variation of the HPA are:

(i) �α = 0 and �ψα �= 0 : in this case, the temporal variation
of the HPA �ψp is due to a change in the orientation of anisotropy,
associated with a change in the stress field causing a variation in the
cracks alignment. The orientation of anisotropy in this case is then
ψα = 1/2atan[b/a].

(ii) �α �= 0 and �ψα = 0 : here the value of �ψp is due to
a change in the amplitude of anisotropy that can also change the
polarization anomaly of surface waves. Normally, the polarization
anomaly increases with the amplitude of anisotropy in the medium.
In this case, ψα = 1/2atan[−a/b].

(iii) �α �= 0 and �ψα �= 0 : the third case is the combination
of both effects, ψp is due to a change in the amplitude and the
orientation of anisotropy. The difficulty here is to separate both
effects.

Before moving to inversion, it is important to note that the sen-
sitivity kernels used in the regionalization of anisotropy change is
quite complicated. The complexity arises from the fact that the po-
larization anomaly of surface waves is not cumulative along the
path between one source and one receiver, unlike traveltime mea-
surements. Hence, the polarization anomaly should not depend on

the interstation distance and consequently, the latter is not consid-
ered in the inversion process at each gridpoint.

We then consider that the sensitivity kernels of the polarization
anomaly measured after noise cross-correlation are mostly sensitive
to the structure around the two receivers (Fig. A7, Appendix A2).
Consequently, for every grid cell of (0.05◦ × 0.05◦) and for all paths
passing through the cell, we compute the average of the HPAs as-
signed with the corresponding weight, assuming that this weight of
the polarization measurement is empirically defined as a regional-
ization distance that decreases away from the receivers. Using this
average value, we determine the orientation of the 2ψ anisotropy.

In the inversion process, we limit ourselves to small inter-station
distances (around 20 km). Consequently, we get a good coherence
between the two receivers. Besides, the polarization measurement,
which is not cumulative, will be influenced by the regionalization
distance. This way, we measure local effects and we avoid averaging
in each grid cell very different measurements influenced by different
parts of the crust.

The top panel in Fig. 5 shows the map of the mid-orientation of
anisotropy (before, between and after the change) and the amplitude
of the HPA change at the time of the Iwate-Miyagi earthquake. The
amplitude of the HPA was computed for a time window of 1 week,
and its changes were not homogeneous in the region. It was strong
for specific areas (Fig. 5, top panel, darker blue) where it reached
a maximum of 30. These strong changes are relatively large and
surprising, but they were only observed in specific areas at the time
of the seismic event, similar to the case of the large HPA change that
was measured at the time of the 2004 Parkfield earthquake (Durand
et al. 2011). According to eq. (6) and the regionalization results, the
HPA change at the time of the Iwate-Miyagi earthquake is mostly
influenced by a change of the orientation of anisotropy (�ψα �= 0).
But the amplitude of anisotropy could have also locally changed and
affected the HPA, even thought this seems to be a secondary effect.
For instance, Nakata & Snieder (2012) found that the 2011 Tohoku-
Oki earthquake (Mw = 9.0) increased the difference between fast
and slow shear wave velocities arising from shear wave splitting in
most parts of northeastern Japan, but it did not significantly change
fast shear wave polarization directions in the near surface.

The largest area of strong HPA changes was near the epicentre
and around the fault zone, which consisted of five fault patches as
proposed by Takada et al. (2009). The geometry of the fault system
is complex and included at least one conjugate faulting. The patches
in the southern (SSW) part are characterized by a slip that is larger
than the northern (NNE) part, and they extended from the middle
portion of the focal region.

We observe a consistent pattern of the orientation of the fast
axis of anisotropy. This is because the HPA is sensitive to deep
subsurface structure, which is quite simple in this area. This is not
the case at other places in Japan, where the shallow subsurface
structure is very complex, which influences shear wave splitting
measurements (Iidaka et al. 2013). We also note that the presence
of active volcanoes in the region indicates the abundance of volcanic
fissures with inclusions of highly pressurized fluids.

For instance, in the eastern part of the area under study (Fig. 5,
top panel), the fast direction of anisotropy appears to be oriented
mainly ESE–WNW. This shows that the orientation of the cracks
is mostly influenced by the regional stress field in the area asso-
ciated with the westward subduction of the Pacific Plate. In the
northern and western parts of the area, the fast axis of anisotropy
seems to be mainly oriented north–south, more precisely parallel to
the quaternary active faults. In the central dark blue zone (Fig. 5,
top panel), the orientation of the fast axis was mostly parallel to
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Figure 5. Map of the 2ψ anisotropy regionalization. Red lines, mid-
orientation of the fast axis of anisotropy between the orientation before
and the orientation after the tectonic change; green dots, seismic stations;
black lines, upper edges of the fault proposed by Takada et al. (2009).
Top panel: the lengths of the lines define the amplitude of the polarization
anomaly change at the time of the Iwate-Miyagi earthquake; thin grey lines,
quaternary active faults; yellow star, epicentre of the 2008 Iwate-Miyagi
earthquake. Bottom panel: the lengths of the lines define the amplitude of
the polarization anomaly change at the end of 2008 April; left-hand star,
epicentre of the earthquake that occurred on 2008 April 17.

the fault (on the western part of the surface trace of the fault).
This indicates that the concentration of the cracks in this zone
consists of intense microcracking, probably related to the pres-
ence of active volcanoes, with an alignment adjacent to the fault.
Near the epicentre and the volcanoes, the pattern of the orientation
of the fast axis of anisotropy is more complex. This might be due to
the mix of different phenomena that contribute to the closing and
opening of microcracks, which have different orientations, such as
(1) the microcracking along the fault, (2) the WNW–ESE compres-

sion associated with the earthquake, (3) the ESE–WNW regional
compression in the background and (4) the local stress field asso-
ciated with the loading of volcanoes and controlling the magma
pathway. We compared the short-term changes in the HPA at the
time of the earthquake (Fig. 5, top panel), the short-term changes
in the HPA at the end of 2008 April (Fig. 5, bottom panel), and the
long-term changes in the HPA associated with the slow seasonal
variations (Fig. 6, bottom panels). We note the similarity of the pat-
terns of the spatial distributions of the HPA changes in these three
cases. The dark blue patches where the changes are high (Figs 5
and 6) appear to be correlated with zones where the orientation of
anisotropy is coherent at large scales. In these zones, the strong
amplitude of anisotropy and its coherent orientation on larger zones
might be due to the better alignment of cracks. The latter can be
the consequence of higher concentration of microcracks, mainly
volcanic fissures, thus higher sensitivity to stress fields due to the
presence of highly pressurized volcanic fluids (Pritchard et al. 2013;
Takada & Fukushima 2013; Brenguier et al. 2014), also of the influ-
ence of a dominant stress field in these dark blues patches inducing
a privilege alignment of the microcracks. This makes these zones
more susceptible to changes in the crust. Seasonal changes are
mainly located in these sensitive zones but extend more in the area
under study (Fig. 6). This might be due to the different phenomena
inducing these changes which are not only related to stress field but
most probably to the water level. This is why at low topography,
where the water level is higher, the area is less sensitive to seismic
changes than to seasonal changes.

The fast changes in the HPA that occurred at the end of April,
2008 (Fig. 5, bottom panel), and at the time of the earthquake (Fig. 5,
top panel) are both short-term changes that extended over 1 week at
most. Their spatial distributions are very similar, with larger ampli-
tudes at the time of the earthquake suggesting a common origin. We
also considered other fast changes of HPA. For example, short-term
HPA change distribution that is computed for a random peak in 2007
December is presented in the top panel in Fig. 6. It shows a different
spatial distribution and much smaller amplitudes than for the HPA
changes in April and June. Moreover, the measurements of HPA
change at the end of April correspond to the case where �ψα �= 0
(change in the orientation of anisotropy), unlike seasonal changes
that correspond to the case where �α �= 0 and �ψα = 0 (change in
the amplitude of anisotropy). This means that the phenomenon that
occurred at the end of 2008 April, and that induced fast changes in
the HPA is similar to the effects of the earthquake on the HPA. The
possible interpretation is that the changes in the stress field in the
dark blue patches induced changes in the orientation of the cracks,
and hence changes in the crack-induced anisotropy.

The orientation of the fast axis of anisotropy was almost the same
throughout the period under study. This is understandable for the
area where the crack orientation is mainly ESE–WNW because it
is probably caused by the regional stress field associated with the
subduction of the Pacific Plate. However, for the area near the fault
zone, the pattern of the microcracks was similar even in 2007, almost
a year before the earthquake. It is possible that the microcracks were
already organized along the zone where the rupture finally occurred.
In this case, the pattern of the microcracks would represent a tool
to delimit the fault and demonstrate its presence.

4 D I S C U S S I O N

The aim of this study is to advance our understanding of seismo-
genic zones through an exploration of the entire CCT of seismic
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Figure 6. Map of the 2ψ anisotropy regionalization. Red lines, average orientation of the fast axis of anisotropy., where the lengths of the lines define the
amplitude of the polarization anomaly change; green dots, seismic stations; black lines, upper edges of the fault proposed by Takada et al. (2009). Top panel:
regionalization of the seasonal horizontal polarization anomaly for the HPA changes over 7 d in 2007 December. Bottom panels: regionalization of the total
seasonal changes in the HPA in 2007 (left) and 2009 (right).

noise, and especially of the off-diagonal components. Using the
CCT components ZT, TZ, RT and TR, we extract an observable,
the polarization anomaly change from surface waves that could be
related to seismic anisotropy (orientation ψα) before and after earth-
quakes. In this study, we measure the horizontal polarization change
(ψp) in the surface waves in a different tectonic context to that of
the strike-slip environment in Parkfield (Durand et al. 2011). We
monitor the HPA of the surface waves in the area of Iwate-Miyagi,
before and after the 2008 earthquake (Mw = 6.9), where a thrust
fault earthquake occurred.

Previously, Hobiger et al. (2012, 2016) studied co-seismic and
post-seismic shear wave velocity changes caused by the 2008 Iwate-
Miyagi earthquake using the combined nine components of CCTs
computed between pairs of seismic stations. The co-seismic ve-
locity drops (of maximum 0.63 per cent) were mostly observed

in a frequency range of 0.5–1 Hz, and were concentrated in the
southern part of the fault zone. In the lower frequency range of
0.125–0.25 Hz, the maximum co-seismic velocity drop observed
was about 0.10 per cent. Hobiger et al. (2012) interpreted these ve-
locity drops as a result of near-surface damage underground.

Compared to velocity measurements, the order of magnitude of
the polarization anomaly angle (of the order of several degrees
and can reach as much as 30) makes it an interesting physical
parameter to monitor. Although its interpretation is complex, as
this parameter might be induced by heterogeneities in the medium,
anisotropy, and/or heterogeneity of the noise-source distribution
(non-alignment of the noise incidence and the pair of receivers).
The temporal variation of the polarization anomaly angle is also dif-
ficult to interpret, as it might be caused by stress-induced anisotropy
change (amplitude change or change in the orientation of the fast
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axis) or by seasonal changes that could be related to water level,
noise incidence, thermoelastic strain induced by atmospheric tem-
perature variations (Ben-Zion & Allam 2013), etc. The separation
of these different contributions is not simple but we could use as a
criterion the timescale of the change in order to separate the sea-
sonal changes (slower, extend on few months) from the co-seismic
changes (faster, extend on few days).

For instance, the HPA changes in the area of Iwate-Miyagi show a
superposition of two phenomena. The first aspect of these variations
in the HPA occurred on an annual basis and was relatively slow, and
is correlated with the seasonal changes, such as the rainfall and
snow in the area of study.

Another aspect of these variations in the HPA was the rapid and
large variations (maximum of about 30) that occurred at the time
of the 2008 Iwate-Miyagi earthquake. Indeed, the data processing
for retrieving ψp is designed in a general way with no a prior
assumptions onto the nature of the medium. And the multitude of
parameters involved in the creation of ψp makes it difficult to find
a unique interpretation of the variation of ψp. But when the HPA is
interpreted we believe that the simplest explanation is the change in
the stress field that induces a change in the local seismic anisotropy.
In the light of previously reported numerical experiments (Saade
et al. 2015), a possible interpretation of such large and fast changes
in surface wave polarization is the temporal change in the anisotropy
of the medium induced by a stress perturbation that changes the
crack distribution (Crampin 1981).

We also observe a new phenomenon: one and a half months
before the earthquake, large and fast changes in the HPA also oc-
curred near the fault zone. This phenomenon is not correlated with
any seasonal changes, and it was very similar to the changes during
the earthquake, in terms of the spatial distribution and the timescale,
unlike the seasonal changes. So far we do not have any satisfactory
explanation of this phenomenon but we suppose that it could be
related to a deep earthquake (Mw = 5.7) that occurred on 2008
April 17. This earthquake is the only one with a magnitude larger
that 5 that occurred in the area of study, besides the main Iwate-
Miyagi earthquake. As for the distribution of anisotropy it is also
complex, as it depends on the different concentrations of the cracks
in the area, on mineralogical anisotropy, and on the varying phe-
nomena that contribute to the alignment of these cracks. In the area
of Iwate-Miyagi, the main effects that seem to be influencing the
alignment of the crack distribution appear to be the regional stress
fields where the maximum stress axis is ESE–WNW, and the fault-
related microcracking. In both cases, the alignment of the crack
distribution was mainly horizontal, hence it induces anisotropy with
horizontal fast axis. This might explain the deviation of the polar-
ization of the surface waves, which was mainly horizontal, and thus
also the small values of δp, the vertical polarization anomaly, that
has an average of about ±5 and did not show significant temporal
changes.

5 C O N C LU S I O N S

Using passive noise interferometry we extract an observable, the
polarization anomaly of surface waves, that we monitor before and
after the 2008 Iwate-Miyagi earthquake (Mw = 6.9). The polar-
ization anomaly change show a superposition of two phenomena:
slow seasonal variations and rapid and large co-seismic variations
(that can reach 30). A possible interpretation of the co-seismic
change is the stress perturbation that induces a change in the crack
distribution therefore a change in the local seismic anisotropy, in

specific zones of the area that are more sensitive than others. In
fact, a stress perturbation induces a change in the distribution of
fissures which may cause a seismic velocity drop and/or a devi-
ation of seismic anisotropy. But given the order of magnitude of
the HPA change, independently of its interpretation, it seems that
it is a reliable parameter that can be used to monitor seismogenic
zones especially during a seismic cycle. And if we were to go
further in such a study, a denser network and smaller interstation
distances (of about 5 km) are required for improved determination
of the orientation of the fast axis and the relative amplitude of
anisotropy.
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A P P E N D I X

A1 Supporting material for the data processing and
interpretation of the results

Additional supporting information are presented in this Appendix.
Figs A1–A4 are supporting materials for the data processing:
Fig. A1: A scheme of the data processing followed in this study.

Fig. A2: Illustration of the angles computed by the optimal rota-
tion algorithm.

Fig. A3: Example of the cross-correlation tensors computed for
the entire period of the study, showing the signals on the off-diagonal
components ZT, RT, TZ and TR.

Fig. A4: Examples of the temporal changes in the horizontal
polarization anomalies and the locations of the processed pairs of
receivers.

As for Figs A5 and A6, they are supporting materials for the
interpretation part of the results.

Fig. A5 is the polar plot of the azimuth of incidence of the noise
in summer and winter relative to the area and time of the study,
computed using the method described in Stehly et al. (2006). For
each pair of receivers, we measure the normalized amplitude of the
Rayleigh waves reconstructed from the cross-correlation tensors,
for positive and negative correlation times. The relative amplitude
for the positive and negative parts of the cross-correlation tensors
can provide information about the incidence of the noise. Indeed,
we attribute the normalized amplitudes of the positive part to the
azimuth of the pair of receivers, and the normalized amplitudes of
the negative part to the azimuth of the pair of receivers plus 180.

Fig. A6 represents the magnitude and timing of all the earth-
quakes that occurred in the area of this study with magnitudes
larger than 4.

And finally, Table A1 represents the reduction of variance as a
function of the correlation length used in the regionalization of the
polarization anomalies of surface waves. We note that the covari-
ance function of the polarization anomaly between two stations A
and B is defined by Cψ (A, B) = σψ (A)σψ (B)e−�2(A,B)/2λ2

, where
σψ (A) and σψ (B) are a priori errors on the polarization anoma-
lies at A and B, �(A, B) is the interstation distance and λ is the
wavelength.

A2 Theoretical solution of the polarization anomaly

The calculation of sensitivity kernels of polarization anomalies is
not simple, contrarily to sensitivity kernels of surface wave phase
velocity. The latter can be theoretically formulated in an equation
where time is additive and increases with epicentral distance. For
the polarization of surface waves, it is acquired as soon as the wave
enters the anisotropic medium.

We will consider two simple cases in order to explain how we
interpret the polarization anomalies and why we chose sensitivity
kernel maxima centred at the two receivers:

(1) a horizontal transverse isotropy (HTI) medium with uniform
azimuthal anisotropy, of amplitude α0 and orientation 
0,

(2) and a medium with two different anisotropic media with
anisotropy amplitudes α1 and α2 and anisotropy orientations 
α1

and 
α2 (Fig. A7).

We calculate the three components of displacements in both cases
at two stations A and B, located in different anisotropic regions in
the second case.

We follow the approach of Tanimoto (2004), at first order of
perturbation, for calculating the effect of a general anisotropy for
surface waves. This approach is only valid for the Rayleigh wave
fundamental mode, which is the case since seismic noise is domi-
nated by shallow sources.

The unperturbed Rayleigh wave displacement is of the form:

uR(r, t) =

⎛
⎜⎝

V (z) cos 


V (z) sin 


iU (z)

⎞
⎟⎠ ei[k(x cos 
+y sin 
)−ωt], (A1)
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Figure A1. Scheme of the data processing followed in this study.

where V(z) and U(z) are the scalar depth eigenfunctions for Rayleigh
waves, k is the horizontal wavenumber and 
 is the azimuth of the
wavenumber k measured clockwise from the north.

The unperturbed Love wave displacement is of the form:

uL(r, t) =

⎛
⎜⎝

−W (z) sin 


W (z) cos 


0

⎞
⎟⎠ ei[k(x cos 
+y sin 
)−ωt], (A2)

where W(z) is the scalar depth eigenfunction for Love waves.
We use the coordinate system x = south–north, y = west–east

and z = vertical.
In the perturbed anisotropic medium, we search for a solution

such as the eigenfunctions of anisotropic medium are:

u = aLuL + aRuR. (A3)
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Figure A2. Azimuths ψpA and ψpB, and tilts δpA and δpB, computed by the optimal rotation algorithm.

Figure A3. Example of the nine components of the cross-correlation tensors for the NRKH–TAJH receiver pair computed between mid-2007 and the end of
2009. The asymmetry of the signal is the result of the non-uniform distribution of the seismic noise. Moreover, the signals on the off-diagonal components of
ZT, RT, TZ and TR are large.

The problem then reduces to a set of two equations defined as:

(
TLL TLR

TRL TRR

)(
aL

aR

)
= ω2

(
aL

aR

)
. (A4)

The terms TLL, TRL, TLR and TRR are azimuthally depen-
dent terms (Tanimoto 2004). The coupling between Rayleigh
and Love waves comes up in TRL = TLR. It is possible
to find solutions in terms of quasi-Rayleigh and quasi-Love
waves.
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Figure A4. Top panel: example of temporal change in the horizontal polarization anomalies computed by the optimal rotation algorithm, for pairs of receivers
for station HNRH. Bottom left panel: distribution of the HPA computed for all pairs of receivers as a function of the azimuth of the pairs. Bottom right panel:
locations of the processed pairs of receivers.

Figure A5. Polar plot of the azimuth of incidence of the noise in summer and winter relative to the area and time of the study, computed using the method
described in Stehly et al. (2006). In the grey colour scale of the polar plots, white corresponds to the maximum amplitude of noise and black corresponds to
the absence of noise.

The quasi-Rayleigh waves propagate with a phase velocity
VR as given to first order, by Smith & Dahlen (1973) and
Montagner & Nataf (1986) from the term TRR and now has three
components (where we omit the propagation term):

uqR =

⎛
⎜⎝

cos
 V − TRL
TLL−TRR

sin
 W

sin
 V + TRL
TLL−TRR

cos
W

iU

⎞
⎟⎠ . (A5)

The phase velocity VL of Love waves can be found from TLL and
the three components of quasi-Love waves are given by:

uqL =

⎛
⎜⎝

−sin
 W + TRL
TLL−TRR

cos
 V

cos
 W + TRL
TLL−TRR

sin
V,

i TRL
TLL−TRR

U )

⎞
⎟⎠ . (A6)
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Figure A6. Top panel: first derivative of the average of the horizontal polarization anomaly (from mid-2007 to the end of 2009). Bottom panel: representation
of the magnitude and timing of earthquakes in the study area with magnitude >4. First red line: earthquake with Mw = 5.7 at a depth of 160 km and second
red line: main Iwate-Miyagi earthquake.

Table A1. Variance reduction relative to the initial model obtained for different correlation lengths (km) used in the regionalization of the polarization
anomalies of surface waves. The chosen correlation length is 8 km.

Correlation length (km) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Variance reduction 45.8 68.5 81.4 87.0 88.2 89.4 89.7 89.8 88.9 88.4 87.7 87.0 86.1 85.0 83.7

Figure A7. Map view of the two anisotropic regions around stations A and
B. 
P, A is the polarization anomaly of the wave arriving at station A and

P, AB is the final polarization anomaly of the wave propagating from A to
B.

We assume that Rayleigh and Love waves have sufficiently dif-
ferent phase velocities (TLL �= TRR) to limit the coupling between
Rayleigh and Love waves at the transition between two anisotropic
media. This means that Rayleigh waves will be transformed solely
into quasi-Rayleigh waves at this transition, neglecting in first ap-
proximation the energy component that is modified into Love waves.
The same reasoning applies to Love waves.

A2.1 One anisotropic region

Without loss of generality, we consider the simplest case of an
incoming wave along AB such that cos 
 = 0 and sin
 = 1. The
quasi-Rayleigh wave components are given by:

uqR =

⎛
⎜⎝

− TRL
TLL−TRR

W

V

iU

⎞
⎟⎠ eiω(�/VR−t), (A7)

and the quasi-Love wave components are given by:

uqL =

⎛
⎜⎝

−W
TRL

TLL−TRR
V

i TRL
TLL−TRR

U )

⎞
⎟⎠ eiω(�/VL−t). (A8)

Let us define the coupling parameter τ = TRL
TLL−TRR

and τ � 1.
We define by 
P the polarization angle of the quasi-Rayleigh

waves by using the horizontal components given in eq. (A7):

sin
P = −τW√
V 2 + (−τW )2

≈
(

−τ
W

V

)
− 1

2

(
−τ

W

V

)2

. (A9)

To first order, by using the first-order expansion of eq. (A9), we get:


P ≈ α1cos (2
) + α2sin (2
), (A10)

where we neglect the 4 − 
 terms. To first order, the component
along the propagation vector k (x-axis) is not perturbed and is still
equal to eigenfunction V.

If we consider a wave originating from the left, at both stations, the
wave will display a polarization anomaly 
P. For a wave originating
from the right, the same polarization anomaly will be observed at
both stations.

A2.2 Two anisotropic regions

Let us consider a wave originating from station A, located in the
first anisotropic region, where the anisotropy direction is 
α1, which
will induce a polarization anomaly 
P1 .

Somewhere before reaching station B, the wave enters a second
anisotropic region with a different anisotropy direction 
α2.

Let us consider the propagation of the quasi-Rayleigh wave into
the second anisotropic region and consider separately its different
horizontal components from eq. (A7).

The radial component of the quasi-Rayleigh arriving from the
region 1, will be perturbed again in the region 2 as follows:

(0, V ) eiω�1/VR1 → (−τ2W, V )eiω(�1/VR1 +�2/VR2 ), (A11)
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where VR1 is the Rayleigh wave velocity in region 1 and VR2 is the
Rayleigh wave velocity in region 2. The terms �1 and τ 1 are related
to the region 1, and �2 and τ 2 are related to the region 2.

The transverse component of the quasi-Rayleigh becomes then:

(−τ1W, 0)eiω(�1/VR1 ) → (−τ1W, τ1τ2V )eiω(�1/VR1 +�2/VR2 ). (A12)

The final equation for the displacement of the quasi-Rayleigh
wave arriving at the second station B is then:

uqR,AB =
⎛
⎝ −(τ2 + τ1)W

(τ2τ1 + 1)V
iU

⎞
⎠ eiω(�1/VR1+�2/VR2). (A13)

The final horizontal polarization anomaly 
P, AB is then:


P,AB ≈ sin
P,AB = (τ2 + τ1)W√
(τ2 + τ1)2W 2 + (τ2τ1 + 1)2V 2

≈ (τ2 + τ1)
W

V
. (A14)

The polarization anomaly 
P, AB of a wave propagating through
two anisotropic regions characterized by the location of the two
stations A and B, seems to be influenced by τ 1 and τ 2, the coupling
parameters of the two regions. It means that the observation of the
polarization anomaly of a wave propagating from station A to B is
primarily sensitive to the anisotropy distribution around the stations.
Furthermore, the result of 
P, AB shows that the reciprocity is valid.

In fact, the average distance between pairs of receivers is around
20 km. With a correlation length about 8 km, we implicitly assume
that there might be two anisotropic regions with different orien-
tations and amplitudes of anisotropy. And since the polarization
anomaly is independent of the extension of the anisotropic region,
we give it the maximum sensitivity at the receiver.

Our model is the simplest model that can explain data. The dis-
tribution of anisotropy might be more complicate but it is difficult
to find additional complexity. In addition, since the variance reduc-
tion is really large (∼90 per cent) (Table A1), we can a posteriori
consider that it is a reasonable assumption.
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