
HAL Id: insu-03596388
https://insu.hal.science/insu-03596388

Submitted on 3 Mar 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

On the practical convergence of coda-based correlations:
a window optimization approach

J. Chaput, V. Clerc, M. Campillo, P. Roux, H. Knox

To cite this version:
J. Chaput, V. Clerc, M. Campillo, P. Roux, H. Knox. On the practical convergence of coda-based
correlations: a window optimization approach. Geophysical Journal International, 2016, 204, pp.736-
747. �10.1093/gji/ggv476�. �insu-03596388�

https://insu.hal.science/insu-03596388
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Geophysical Journal International
Geophys. J. Int. (2016) 204, 736–747 doi: 10.1093/gji/ggv476

GJI Seismology

On the practical convergence of coda-based correlations: a window
optimization approach

J. Chaput,1 V. Clerc,1 M. Campillo,1 P. Roux1 and H. Knox2
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S U M M A R Y
We present a novel optimization approach to improve the convergence of interstation coda
correlation functions towards the medium’s empirical Green’s function. For two stations
recording a series of impulsive events in a multiply scattering medium, we explore the impact
of coda window selection through a Markov Chain Monte Carlo scheme, with the aim of
generating a gather of correlation functions that is the most coherent and symmetric over
events, thus recovering intuitive elements of the interstation Green’s function without any
nonlinear post-processing techniques. This approach is tested here for a 2-D acoustic finite
difference model, where a much improved correlation function is obtained, as well as for a
database of small impulsive icequakes recorded on Erebus Volcano, Antarctica, where similar
robust results are shown. The average coda solutions, as deduced from the posterior probability
distributions of the optimization, are further representative of the scattering strength of the
medium, with stronger scattering resulting in a slightly delayed overall coda sampling. The
recovery of singly scattered arrivals in the coda of correlation functions are also shown to
be possible through this approach, and surface wave reflections from outer craters on Erebus
volcano were mapped in this fashion. We also note that, due to the improvement of correlation
functions over subsequent events, this approach can further be used to improve the resolution
of passive temporal monitoring.

Key words: Inverse theory; Interferometry; Volcano seismology; Antarctica.

1 I N T RO D U C T I O N

Seismic interferometry is a relatively new methodology that allows
for new seismic responses to be created by cross-correlating seismic
signals at different locations in a medium. Though the principle is
simple, a great deal of effort has been put forward to establish theo-
retical and numerical scenarios through which the cross-correlation
of a given wavefield recorded between two receivers A and B does
in fact approach the Earth’s impulse response, or Green’s func-
tion (GF). The wavefield must satisfy certain theoretical require-
ments, namely that the medium be sampled isotropically in terms
of incident amplitude. For the 3-D case, the derivative of the cross-
correlation function with respect to time is proportional to the GF
from A to B minus the time reversed GF from B to A (e.g. Sabra
et al. 2005), or

∂ (CAB)

∂t
≈ G(A, B; t) − G(B, A; −t). (1)

Here, CAB denotes the cross-correlation between receivers A and
B. The correlation function, prior to time derivation, is therefore
expected to be symmetric in its causal and acausal portions (referred
to here as ‘causal–acausal symmetry’) for this relation to hold true.

In practice, the wavefield requirements are satisfied by one of two
particular scenarios, or a combination thereof.

The first, for which substantial medium complexity is not a pre-
requisite, relies on a complete source distribution surrounding the
medium to make use of stationary phase components of the source
averaged integrand (Snieder 2004; Roux et al. 2005; Wapenaar &
Fokkema 2006). In practice, this is essentially unattainable given
the source distribution requirements, though partial reconstructions
are often possible when the source is a distribution of ambient noise
and is not extremely skewed (Campillo & Paul 2003; Shapiro and
Campillo 2004; Paul et al. 2005; Sabra et al. 2005; Tonegawa et al.
2009; Tonegawa & Nishida 2010; Poli et al. 2012a). However, while
direct phases are easily reconstructed from such correlations in real
media, the scattered portion of the GF has proven far more elusive,
particularly in light of the general asymmetry of the recovered
correlation functions for a single station pair.

The second case relies on scattering from complexity inherent
to the medium to progressively randomize the source wavefield
and homogenize the apparent source distribution, thus indirectly
satisfying the requirements of the first case (Shapiro et al. 2000;
Lobkis & Weaver 2001; Weaver & Lobkis 2004; Sanchez-Sesma
& Campillo 2006; Sato 2009; Colombi et al. 2014). For a given
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local impulsive event, this homogenization of the wavefield occurs
in the coda portion of the seismogram if multiple scattering effects
can lead to a state of diffusion before absorption effects become
important (Paul et al. 2005). The subsequent cross-correlation of
a given window in this multiply scattered coda ideally converges
towards the impulse response between the two receivers. Stehly
et al. (2008) has further noted that correlations of the coda of
noise correlations (C3) also converge towards the GF, indicating
that ambient noise correlations do contain a certain level of scattered
phases. In the same stroke, it was noted that correlations of coda
converge towards the GF faster than correlations of ambient noise.
C3 studies notwithstanding, the difficulty here lies in the general
paucity of relevant events, and finding suitably scattering media to
enable sufficient wavefield randomization.

Focusing on a complex scattering medium where a large amount
of small impulsive icequakes were recorded on a dense network
of stations deployed on Erebus Volcano, Antarctica, Chaput et al.
(2015) noted, through interstation cross-correlations of the coda
of these icequakes, that (1) the direct Rayleigh waves in the cross-
correlations were stable over most chosen coda windows and (2) the
coda of the cross-correlation function was subject to fluctuations in
phase and amplitude for these same time windows. Furthermore, the
correlation functions converged towards maximal causal–acausal
symmetry after 300–500 stacked correlations, and any further addi-
tion of events to the source average (up to 3318) resulted in minimal
or inexistent gains to this metric, a phenomenon previously docu-
mented by Larose et al. (2007). Though excellent causa–acausal
symmetries in the correlation functions were noted in some cases,
the fluctuations in the coda portion of the correlation function im-
posed limits on how well the reconstructions could be related to the
interstation GF being estimated. Thus, even in situations where dis-
crete events are abundant and the medium is highly heterogeneous, a
given choice of event coda windows may result in an incorrectly re-
constructed correlation function despite yielding very well resolved
direct waves.

In essence, this means that scattering-based methodologies where
the coda of the correlation function plays a dominant role (i.e. ef-
forts aiming to separate the single scattered from multiple scattered
wavefield arrivals (Shahjahan et al. 2013), or direct reflection stud-
ies using correlation gathers of ambient noise or coda (Draganov
et al. 2009; Chaput et al. 2012), will contain an unknown degree of
error unless a better estimate of the true GF can be made.

In this study, we begin by exploring the following question: Given
that coda-driven correlation functions for highly scattering media
are built from a heuristic choice of coda windows applied uniformly
to all events, could we improve the reconstruction by selecting better,
or ideal, coda windows for each event? Given that coda in real me-
dia undergo absorption, there should be a time window in the coda
generated by a given discrete event where the wavefield is relatively
diffuse and still contains adequate energy. The cross-correlation
of this window at two receivers should maximize the constructive
contribution to the GF of that particular event. Furthermore, in the
cases explored here, the media of interest are either invariable (nu-
merical models) or very stable (Erebus upper edifice) at the time
scales explored. We expect that the correlation of a repeatedly ex-
cited diffuse wavefield will yield not only causal–acausal symmetry
for each correlation function, but the same symmetry (and not sim-
ply a different reconstruction of symmetry) for every computed
correlation function (referred to in this paper as ‘event-time’, or
‘event-time coherence’). We have therefore identified an intuitive
set of criteria that allows the optimization of the coda windows of
individual events, with a goal of recovering a matrix of correla-

tion functions that is both symmetric with respect to the causal and
acausal portions, and coherent over events.

Here, we make use of numerical experiments as well as a database
of small icequake signals recorded on Erebus volcano (Chaput
et al. 2015; Knox 2012) to explore the window selection prob-
lem. In essence, we wish to test the effect of event-dependent coda
time windows on the resulting correlation gathers, while weighing
the intuitively derived criteria described above. It should be noted
here that correlation functions are typically computed using spectral
whitening and temporal normalization processing of the raw signal.
Here, we simply bandpass filter the data (between 1.5 and 4 Hz for
Erebus icequakes), and cross-correlate tapered segments of coda,
thus circumventing the somewhat unclear question of the impact of
these nonlinear methods on the correlation function.

2 C O DA W I N D OW O P T I M I Z AT I O N

The optimization problem described in the introduction can be
solved in a variety of ways. Here, the problem is explored through a
Markov Chain Monte Carlo (MCMC) scheme, with a goal of itera-
tively readjusting the coda window selected for each event to create
an ideally converging correlation gather. Though computationally
expensive, this approach allows us to obtain a distribution of coda
time window solutions (in the form of the posterior probability
distribution, PPD; see Appendix A) and not only a single best fit.

As stated above, if we assume that the coda of the events used
are diffuse and approaching equipartition, then the recovered cor-
relation functions, stacked over enough events to suppress random
noise, should converge towards symmetry. If the events are further
recorded within a relatively small time frame under conditions of
minimal structural change, then the GFs should be coherent over
event-time.

Fig. 1 presents a general conceptual flowchart of the optimiza-
tion process. Note that this description is not specific to MCMC
implementations, but simply describes the basic idea.

(1) For a matrix of M events recorded on a given station pair (de-
noted as A and B), the initial step consists of computing a first guess
cross-correlation gather MCF, consisting of M cross-correlations,
by selecting an identical arbitrary window of length T and start
time ti in the coda of all events in the raw data matrices, and cross-
correlating these coda windows between stations. A single event
cross-correlation will typically present very low coherence with any
other cross-correlation regardless of the window chosen. Therefore,
the rows of matrix MCF must be averaged by an arbitrary number
nbin to produce a binned MCF gather of N rows, where N = M/nbin.
nbin is dependent on the nature of the data set, and is chosen exper-
imentally to ensure adequate correlation function convergence in
for each row of the binned MCF matrix. Two metrics are then com-
puted: (i) a matrix COH of size (N × N), consisting of the coherence
of each row MCFi with each other row MCFj, and (ii) a vector SYM
of binned MCF row symmetries of size (N × 1), consisting of the
coherence of the acausal and causal portion of every row of MCF
(i.e. coherence of the causal portion of MCFi with the time reversed
acausal portion of MCFi).

(2) The subsequent optimization can be formulated as such:
Select at random an event in the raw data matrix, change the starting
time of its coda window, and compute the corresponding cross-
correlation function. Update the matrix MCF by inserting the new
cross-correlation (replacing the old version), and recalculate COH
and SYM.
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Figure 1. Description of the optimization procedure. The initial step (a) consists of the standard procedure for coda based cross-correlation functions, and is
used as a starting point for the optimization (b). (A1) Begin with two gathers of M raw-picked events recorded at stations A and B, and select an arbitrary
coda window of length T starting at ti for all events. (A2) Assemble a matrix MCF of M coda cross-correlations. (A3) Average MCF rows by a number nbin

to obtain a binned MCF gather of N binned cross-correlations, where N = M/nbin. (A4) Compute metrics COH (calculated by taking the coherence of each
binned MCF row with each other row) and SYM (defined as the coherence of the causal and acausal portions of each MCF row). (b) Optimization process.
Red traces indicate proposed changes for a given iteration. (B1) Choose an event in the data matrix and shift the coda window at random. (B2) Recalculate
MCF. (B3) Recalculate the binned MCF. (B4) Recalculate both COH and SYM. (B5) Accept or reject the proposed shift based on the misfit defined by eq. (2).
Repeat B1–B5 until convergence is achieved.

(3) For this new perturbed set of metrics COH and SYM, accept
or reject the change based on a misfit function defined by eq. (2).
Repeat steps 2 and 3 until the change in misfit falls consistently
below a preset value, or for a set number of iterations (in the MCMC
case).

The goal of the optimization problem is to maximize both COH
and SYM, and the misfit can thus be defined simply as:

MSF = A

⎛
⎝1 − 2

(N 2 − N )

∑
i> j

COH(i, j)

⎞
⎠

+ B

(
1 − 1

N

∑
i

SYM(i)

)
(2)

where i, j define the ith row and jth column of the coherence matrix
COH, or the ith element of the symmetry vector SYM. Note that

it is more computationally efficient to only calculate the upper half
of matrix COH (as it is symmetric). Further rejecting the coherence
of MCFi with MCFi (which is always equal to 1) leads to the nor-
malization factor 1/(N2 − N)/2. A and B are weights that cause the
solutions to converge preferentially towards one trait or another. For
our experiments, we weight COH and SYM evenly. To do so, we
allow 1000 iterations prior to burn-in and test the sensitivity of the
misfit function to random variations ti. The goal here is to choose
values of A and B that result in equal contributions by the first and
second terms of the right-hand side of eq. (2) to a change in MSF.

Given that we apply a MCMC algorithm here, it may be useful
to define some of the terminology used in subsequent sections. The
term ‘model’ refers to the set of coda window start times ti used
in the construction of the current cross-correlation function gather
at a given iteration in the optimization. Naturally, ti varies on an
event to event basis. The model changes with every iteration (if
the proposed model is accepted), and the final model is typically
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Figure 2. Experimental geometries. (a) Example of a medium used in numerical studies for 64 scatterers, 2 receivers, and 1130 sources. Such random media
were also generated for 128 scatterers. (b) Map of Erebus volcano and seismic stations considered in this study.

the mean of the posterior distribution of these accepted models
(see Appendix A for Bayesian description). The step involving the
nbin-averaged MCF can be justified by noting that a correlation
function converges to stability after many individual correlation
functions are summed, and indeed, in our experiments, attempts
to optimize windows without this binning step failed due to low
coherence between individual correlation functions. The number
nbin, which defines the number of correlations in MCF used to
create each row of the binned MCF (see Fig. 1), should reflect
the rate at which the correlation function converges to stability,
and will vary as a function of the data set. This number should
furthermore be large enough to allow adequate correlation stability
within every row of the binned MCF, but small enough to allow a
suitably large number of these rows. The consideration here is the
trade-off between computational cost (i.e. a very small nbin means
more coherences need to be calculated at every iteration) and a more
full description of temporal stability of the resulting correlation
functions. In our case, this somewhat arbitrary number is set at 400
correlations/bin for real data (for icequakes, (Chaput et al. 2015),
and 100 correlations/bin for numerical models. COH and SYM
are therefore calculated from this binned version of MCF, and a
‘correlation bin’ refers to a row of this binned MCF. The impact of
the window time length T is not evaluated here, and is arbitrarily set
at 45 periods for synthetic media, and 15 s for subsequent real data.

We will apply this optimization to several examples of synthetic
media, where the particularities of the solutions may be thoroughly
analysed, and will then demonstrate the applicability of such an
approach to real data. The advantage here is a natural convergence
towards a solution that presents traits inherent to the GF, essentially
retrieving persistently symmetric elements in the cross-correlation
functions.

3 N U M E R I C A L S I M U L AT I O N S A N D
R E A L DATA G E O M E T RY

On the tail of rapid advances in computation power, numerical
schemes have recently been used to explore the character of multiply

scattered diffuse wavefields, both from a radiative transfer perspec-
tive (Margerin et al. 2000; Margerin & Nolet 2003) and from direct
2-D simulations (De Rosny & Roux 2001; Catheline et al. 2011;
Davy et al. 2013). We adapt a 2-D finite difference (Liu & Tao 1997)
acoustic simulation based on a linearization of Euler equations with
conservation of mass and momentum. The simulation consists of a
second order staggered leapfrog scheme, with perfectly match layer
(PML) boundaries, so as to absorb a maximum of resonant waves in
the medium and permit adequate field randomization over long run
times. Discretization parameters in time and space for this numeri-
cal simulation are dt and dx and are defined such that f ∗ dt = 12.5
and λ/dx = 10, where f and λ are the central frequency and central
wavelength of the acoustic signal. Our setup consists of a medium
surrounded by absorbing boundaries and embedded with 64 or 128
dense impenetrable circular scatterers with a radius of 0.8λ. Two
receivers (at [−4λ 0] and [4λ 0]) are located in the centre of the
scattering zone, and we use an array of 1160 sources distributed
in a symmetric pattern in the upper half of the medium around the
receivers. The total synthetic medium size is 104λ ∗ 104λ with a
scattering zone of dimensions 80λ ∗ 80λ. The coda window length
is arbitrarily chosen to be 45 periods for numerical tests, and the
impact of this value on final window solutions is not explored here.

Fig. 2(a) depicts an example of the distribution of sources, scat-
terers, and receivers used in this study (64 scatterers shown). We are
ultimately interested in the differences in reconstruction between a
heuristically chosen stack of correlation windows (as described in
the initial step of Fig. 1) and the optimized window solutions (opti-
mization step of Fig. 1). Furthermore, the final distribution of coda
window start times ti for each event as provided by the PPD output
of the MCMC optimization could also contain information about
the nature of the wavefield, should the resulting GF estimate be sys-
tematically superior. For synthetic media, we allow 60 000 MCMC
iterations in total. For a value of nbin of 100 and 1160, the run time
for one model on a single core system is roughly 15 min, though
this can likely be improved upon.

Additionally, a database of small impulsive icequakes recorded
on Erebus volcano is used here to compute coda correlations for a
one month period during the 2008–2009 Antarctica summer season
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740 J. Chaput et al.

(a description of this data set and of Erebus volcano characteristics
can be found in (Aster et al. 2004; Knox 2012; Chaput et al. 2015).
A total of 3318 small impulsive events were recorded on a network
of 94 broadband and short period stations (ETS-ETB temporary ar-
ray) deployed over the summit region (Fig. 2b), with 30 broad-band
stations further recording over 21 000 icequakes over the year. Cor-
relation gathers were computed for every station pair, and we also
included data from permanent Mount Erebus Volcanic Observatory
(MEVO) broad-band stations that overlapped with this time period.
Here we re-compute cross-correlation functions via MCMC for a
large subset of 2850 interstation paths (for the database of 3318
icequakes) to evaluate the gains in symmetry with respect to the
original stacks as described in Chaput et al. (2015). We then com-
pare MCMC cross-correlations to standard cross-correlations for
a series of arbitrarily chosen lines within the array to qualitatively
evaluate gathers. Finally, we perform basic surface wave elliptic
back-propagation for both standard and MCMC cross-correlations
to test whether the recovered scattered information corresponds to
any known topography for a single-scatter assumption.

4 N U M E R I C A L S I M U L AT I O N R E S U LT S

Fig. 3 presents examples of numerical simulations for synthetic
media featuring 64 scatterers. Fig. 3(a) presents the mean posterior
model (mean of the PPD) compared to a single window standard
cross-correlation and the true GF. Fig. 3(b) shows the convergence
of the average window solution (i.e. average of figure 3 c over all
sources, for every iteration, including burn-in) for four runs of the
same medium with different prior MCF computed by a single win-
dow starting at periods 30, 70, 120 and 200. The average converged
coda time-window solutions are essentially identical despite the
varying choice of prior windows, pointing to the existence of an
‘ideal window range’.

When computing coda correlations conventionally, a heuristic
approach is generally assumed given the lack of prior information
about the true GF (i.e. all coda windows, barring analysis of modal
stability (Hennino et al. 2001; Chaput et al. 2015) or knowledge
of the mean free path, are equal). Should the coda of recorded
events be sufficiently long, it is common to stack the cross-correlated
contributions of several sequential coda windows.

In the interest therefore of computing the best possible standard
correlation for comparison (that is, beyond the single window ap-
proach described in the top window of Fig. 1, here denoted as the
‘single window standard’ correlation), we use the following ap-
proach for our numerical simulations. We select a first correlation

window of length T = 45λ starting early in the coda at an arbi-
trary time ti (estimated), allow a 75 per cent overlap while shifting
ti slightly later in the coda, and compute as many subsequent win-
dows as possible until the end of the coda. We then average over this
set of correlations. This approach is subsequently referred to as the
‘multi-window standard’ correlation. Though there is absorption at
the medium boundaries, the recorded signals show very weak decay
on account of the strong scattering and the otherwise lossless wave
propagation. Thus, the standard correlations in our setup feature the
upper bounds of what should be recoverable through the standard
approach given that there is a large amount of multiply scattered
coda to stack.

Given the relatively tight bounds of the average solution (Fig. 3b),
we can infer that the algorithm converges to a general balance be-
tween the extent of the scattering in the wavefield, the gradual
wavefield decay due to absorption at the boundaries, and the cho-
sen parameter weights. The solutions for each prior converge to-
wards the same general average, though there are fluctuations that
do not fully stabilize given the limited number of iterations and
the nature of MCMC sampling. Fig. 3(c) shows an example of the
misfit function for an MCMC run. Note that we only retain the
models after 30 000 iterations.

In the interest of seeing if the average coda window start time
ti changes as a function of scattering strength and optimization pa-
rameters, we compute MCMC correlations for 90 realizations of
random media. Fig. 4(a) shows an example of the PPD for one such
medium, where each row represents a colour-mapped histogram
depicting the probability of ti for a given source. For each medium
realization, we take the average of Fig. 4(a) over all sources (rows) to
recover an estimate of the total range of ti explored by the optimiza-
tion for various parameter weights and scattering densities (noted as
the ‘Total Average PPD’). In particular, we are interested in seeing
if solutions converge to similar windows for 64 and 128 scatterer
media, and if the solutions ti are mainly governed by event-time
coherence or by causal–acausal symmetry. Fig. 4(b) shows several
examples of these total average PPDs. We can make two general ob-
servations here: 1) The total average PPD solutions are slightly later
for increased scatterer density, and 2) The optimization, at least for
this numerical setup, is largely driven by symmetry and not coher-
ence (i.e. correlation symmetry leads to coherence over events, but
the reciprocal is not necessarily true). This may in part be explained
by a higher level of trapped scattering for denser scatterer distribu-
tions, and more gradual propagation of the diffusive energy halo.
The differences in the total averaged PPDs between media with 64
and 128 scatterers are however relatively small, which can in part

Figure 3. Numerical experiments, 64 scatterers. (a) Optimized results versus single window standard correlation and the true GF for one version of the
scattering medium. (b) Convergence of the average window solution for a variety of average prior windows. The window is 45 periods long, and the total length
of the receiver recording is 250 periods. The colours are indicative of runs with different window start positions. (c) Example misfit function for a random
medium featuring 64 scatterers. Models after 30 000 iterations are stored.
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Figure 4. (a) Colour-mapped histogram output of the MCMC algorithm for 1 medium realization. (b) Fig. 4(a) averaged over all sources and 90 media. Curves
labelled ‘Coh’ indicate a 20-1 weighting in favour of event-time coherence over causal–acausal symmetry. ‘Sym’ labels indicate a 20-1 weighting in favour of
causal–acausal symmetry, and ‘Both’ indicates equal weighting. (c) Squared difference of the MCMC correlations and standard correlations (with single and
multiple window methods) with respect to the GF averaged over 90 media realizations with 128 scatterers. The matching of differences between the methods
after ±35 periods is an effect of the window length chosen in the correlations (i.e. the amplitude resolution falls off). (d) Relative squared differences. Same
as panel (c), but normalized by the amplitude of the GF for every medium realization. Given that the amplitude in the true GF before the arrival of the direct
wave is zero, relative squared differences do not show the noise reduction provided by the optimization process in this range.

be explained by considering the theoretical evolution of correla-
tion symmetry in a multiply scattered wavefield setting. Malcolm
et al. (2004) derived a simple form for the temporal evolution of
causal–acausal symmetry, which holds true if the wavefield can be
approximated by the diffusion equation. In this case:

� (R, t) = 1 + 3R/2vt

1 − 3R/2vt
. (3)

Here, � is the ratio between causal and acausal portions of the
correlation, R is the distance between the sources and the midpoint
between receivers and v is the wave velocity (which in practice is
variable depending on modes and frequency). Importantly, we note
here that the evolution of correlation symmetry does not depend on
the strength of the scattering once the field is diffuse. This expression
is however highly simplified and assumes an already diffuse field.
In practice, the slight delay for stronger scattering models can be
explained by considering the general evolution of the wavefield

before this state is globally attained. A discrete source in a scattering
medium will generate direct and single scattered waves followed
by a diffusive multiply scattered halo. The propagation velocity
of this halo decreases as a function of increasing scattering, thus
resulting in a delayed full spatial sampling of the medium by this
halo. As such, the slight delay of total averaged PPDs for stronger
scattering models is well accounted for. It should be noted that
these trends would not necessarily persist in real world data, given
that attenuation is typically related to scattering, and full medium
sampling is naturally limited.

We are further interested in how well, on average, the optimized
cross-correlations fare with respect to standard cross-correlations
when compared to the true GF. For a randomly generated medium,
we calculate the squared differences between the derivative of the
cross-correlations (MCMC optimized, multi-window standard, sin-
gle window standard) and the GF (as in eq. (1), defined by G(A,
B, t) − G(B, A, −t)). These differences are then averaged over 90
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742 J. Chaput et al.

medium realizations. Figs 4(c) and (d) show the squared differences
between the cross-correlations (single window, multiwindow, and
optimized) and the GFs averaged over 90 random media realiza-
tions featuring 128 scatterers. It is immediately evident that the
window optimization yields solutions that are much closer to the
empirical GF. For real events in strongly scattering media, such as
the icequakes described below, the amount of coda available is lim-
ited to 25 s at most, meaning that the standard approach will at best
have 2–3 windows to stack per event. The best standard correlations
for icequake data are therefore likely closer to the single window
example in Figs 4(c) and (d) than the multiple window stack. It
should therefore not be surprising that the standard correlation es-
timates are far from symmetric for real data, and show substantial
differences with respect to the optimized solutions.

In theory, given that any correlation window in the diffuse coda
should converge directly towards the GF, it is only possible to offer
intuitive arguments pertaining to the convergence towards a specific
range of time windows defined by ti. Our optimization process
converges to solutions that are both symmetric and coherent over
MCF rows, which are characteristics of the true GF if changes in the
medium are minimal. These characteristics are typically destroyed
by low signal to noise ratios or an insufficiently scattered wavefield,
and it is not surprising that numerical experiments yield the same
solution regardless of the chosen initial guess, since a window range

that trades off multiple scattering and decay is ideally sought out. It
can be noted that simply choosing the maximum of each PPD for
each source (as pictured in Fig. 4a) as a single window correlation
does not yield as good a correlation gather as the stack of the post
burn-in solutions. Though the PPD yields an estimate of where most
solutions fall in the coda of each event, it would seem that the most
coherent of correlation gathers rely on subtle interdependencies
between event solutions, and not just arbitrary windows chosen in
an ideal range.

Interestingly, the width of the PPD averaged over all sources and
90 media is very nearly identical for scenarios with 64 and 128
scatterers (Fig. 4b). This would indicate that overall, the strength of
the scattering in these simulations does not affect the time window
sampling of accepted models beyond the small shift to later times
for stronger scattering. The widths of the PPDs are therefore largely
dependent on optimization parameters.

5 I C E Q UA K E S O N E R E B U S V O L C A N O

Fig. 5 shows examples of MCMC processing for stations on Ere-
bus volcano, where we used either a month-long database of
3318 icequakes recorded on 94 broadband and short period sta-
tions, or a year-long database of 21 000+ icequakes recorded on

Figure 5. Erebus icequake correlations. (a) Example post burn-in binned correlation matrix for a 1 yr database with 21 000+ events, stations ETB10-ETB11.
(b) Matrix MCF binned by 400 correlations built from an initial arbitrary window selection. (c) Example correlation stacks for MCMC and standard multi-
window stack using a database of 21 000+ icequakes recorded over 1 yr. (d) Overall comparison in causal–acausal coherence featuring 2850 pairs of stations
for MCMC and standard processing using a small database of 3318 icequakes.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/204/2/736/592577 by guest on 03 M

arch 2022



Window optimization for coda correlations 743

30 broad-band stations in the same manner as the numerical exam-
ples described above. For both cases, we allow for 60 000 iterations,
though the burn-in periods for these numbers of events are typically
under 10 000 and 25 000 iterations, respectively. Given the relatively
small number of sources, the varying nature of the source signa-
tures and locations, and the limited amount of coda, differences
between the standard correlations and the MCMC stacks are quite
substantial in most cases, though some standard correlations yield
good initial results as well. In all cases tested, there is an improve-
ment of the coherence over event-time and an increase in causal–
acausal symmetry. Fig. 5(a) displays an example of a post burn-in
MCF matrix binned for sets of 400 cross-correlations for two ETB
(21 000+ events) stations. Fig. 5(b) shows the associated initial
MCF matrix also binned by 400 events, computed by taking a best
guess single window correlation. Note the remarkable improvement
in coherence over sequential bins, as well as the net improvement
in causal–acausal symmetry of this matrix. Fig. 5(c) shows the
mean of the PPD (mean of Fig. 5 a for many models sampled from
the PPD) compared to the corresponding multi-window correlation
computed for this station pair. Fig. 5(d) shows the histogram of
causal–acausal coherences for standard correlations (Chaput et al.
2015) versus MCMC results for 2850 interstation pairs using 3318
icequakes recorded over one month.

For icequake correlations, we have no a priori information on
the GF. We therefore choose two somewhat qualitative approaches
to evaluate the GF estimated through both MCMC and standard
processes. We first select a series of lines from the array of 94 sta-
tions and seek out the presence of coherent moveout signatures. We
perform a rough moveout test by binning the correlation functions
for similar interstation distances, effectively stacking correlation
functions to enhance contributions from potential linear reflectors
along the strike of the line (such as large surface crater features, or
flat layers underlying the line). Naturally, on the volcanic edifice,
dominant reflectors are likely to be of arbitrary shape and size, but
in the very least, it allows us to evaluate the coherent moveout of
the direct waves, and observe potential coherent reflection patterns.

Fig. 6(b) shows comparative examples of line gathers depicted
by Fig. 6(a). It is immediately apparent that both the Rayleigh wave
and scattered portions of the correlation function show increased
symmetry in the MCMC correlations, and there are emerging coher-
ent moveout patterns for several of the lines. Naturally, this simple
assumption results in incorrect stacking for reflections not along
strike, but it is sufficient from a qualitative standpoint.

The highly variable topography of Erebus volcano also allows
us to perform a further test. Considering the amplitude and timing
of many of the scattered arrivals displayed in Fig. 6(b), we hy-
pothesize that at least part of this energy corresponds to surface
waves reflected from pronounced topography on the volcanic ed-
ifice. Given the total decay of the Rayleigh wave for interstation
distances exceeding 3 kms (Chaput et al. 2015) and the relatively
short correlation windows available, resulting in limited correlation
timings that could contribute to scattered surface wave modes, we
use all station pairs with interstation distances shorter than 2.5 km,
and repropagate the absolute envelope of their correlation functions
assuming a purely Rayleigh wave composition. We first sum the
causal and acausal portions of the correlation functions, remove the
entirety of the direct interstation Rayleigh wave energy for a given
pair (as estimated from the lowest observed velocities) plus an ad-
ditional 0.5 s to avoid the mapping of direct waves as scattering
events, and then compensate for cylindrical geometric spreading.
Note that the same decay factor is removed from both the standard
and MCMC correlation functions. Using a bulk Rayleigh wave

velocity of 1 km/s (Chaput et al. 2015), we then generate a travel
distance ellipse for every time sample of a given station pair’s cor-
relation function weighted by the amplitude at that sample. Finally,
we create an averaged interpolated map of surface wave scattering
strength for the volcanic upper edifice as depicted by Fig. 7.

The most striking feature of the MCMC correlation map is
the emergence of coherent scattering from the nearest older up-
per caldera rim (crater features denoted by black dotted line), only
slightly represented by standard correlations. This poor reconstruc-
tion could be due to imperfect symmetry in the standard corre-
lations, where the averaging over the causal and acausal portions
results in largely diminished amplitudes (not the case for MCMC
correlations). The large coherent scattering feature visible near the
top right of scattering maps, visible in both processing methods,
approximately corresponds to a large surface expression of an even
older caldera rim (outer black dotted line), named Fang Ridge (see
Fig. 2). Other bright spots enhanced by the MCMC approach also
map fairly well to particularly large surface expressions of topo-
graphic gradient, as is the case near station CON, where there is
a pronounced ridge followed by a steep slope. This particular fea-
ture is also somewhat resolved by standard correlations, pointing to
the strength of this particular scatterer. The innermost crater (near
station RAY in Fig. 7) hosting the present day lava lake is also
somewhat enhanced, though much of the close range scattering is
obliterated during the removal of the direct Rayleigh wave. The
southern face of the volcanic edifice, featuring the most prominent
scattering in the MCMC resolved map, and to a lesser extent, the
standard map, presents the highest topographic gradient of the up-
per edifice, and is clearly well represented here. Note that there are
also a plethora of potentially mismapped arrivals, including later
bands of strong scattering between older crater features, and scat-
tering to the right of the present-day crater. Many scattered arrivals
in the correlation functions could very well be due to reflected body
waves from strong scatterers at depth, and such shallow structures
have already been mapped out in previous studies (Chaput et al.
2012; Zandomeneghi et al. 2013). Furthermore, due to the natu-
ral decay of the correlation function (given relatively short time
windows considered here), it is perhaps not surprising that the out-
ermost crater is only somewhat represented (in the general area of
Fang Ridge). Nonetheless, we present this as practical evidence of
improved reconstruction of the scattered portion of the GF over
traditional processing of correlation functions.

6 D I S C U S S I O N

The type of processing shown here presents a variety of implica-
tions. The GF resulting from optimized windows is clearly superior
overall in simulations, which is useful for passive imaging tech-
niques, particularly where stations are sparse. The recovered PPDs
further offer additional information about the nature of the wave-
field, and potentially the nature of the medium’s scattering strength.
The slight delay on PPDs estimated in more scattering media (128
versus 64 scatterers) very likely results from a counterintuitive trade-
off between how scattered the wavefield is, and the pervasiveness of
this wavefield within the medium. Though theoretical predictions
requiring an already diffuse wavefield suggest that a higher degree
of scattering results in a better GF reconstruction, discrete sources
in practice generate a combination of direct waves followed by a
diffuse energy halo that progressively samples the medium. The
propagation of this halo is slowed by increased scattering strength,
resulting in a delayed sampling of the medium as a whole, and a
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Figure 6. Demonstration of scattering reconstruction for icequakes on Erebus volcano. (a) Example station lines chosen from the dense array of 94 stations.
(b) Corresponding correlation gathers. Top panels correspond to standard processed correlations, and bottom panels correspond to MCMC processed
correlations. Cross-correlations are binned by interstation distances, effectively enhancing contributions from potential flat layering under the line, or large
linear surface reflectors along strike of the line. Reconstructed symmetric arrivals with prominent moveouts are indicated with dotted lines.

consequent delay in the convergence to symmetry in the correlation
function of this wavefield. Furthermore, the optimization parame-
ters chosen here suggest that correlation symmetry has a stronger
influence on the PPD than the coherence over event-time, thus fur-
ther explaining this delay. An aspect of MCMC solutions not ex-
plored here is the spatial dependence of the individual source PPD
maxima (i.e. the mapping of individual PPD maxima to their source
locations). Such mapping could be representative of the distribution
of scatterers, though more research is needed.

For icequake data, the exact time window solutions are less in-
formative, given the variations in source amplitude and phase sig-
natures, imprecise first arrival picks, and non-uniform distributions.
The net result of the solution stack however, as demonstrated clearly

by Fig. 5 and numerical results, yields a much improved estimate of
a given receiver pair’s GF. The simple surface wave reflection as-
sumption, explored in Figs 6 and 7, also clearly indicates that at least
part of the recovered coda energy consists of singly scattered sur-
face waves from older crater features. The circular shape of these
craters around the station array likely results in strong focusing,
which would help explain why these particular features dominate
the early coda in the MCMC reconstructed correlations. It should be
noted however that small scale scattering is of particular importance
in the mixing of wavefield directionality, and the direct mapping of
the corresponding scatterers remains a subject of much interest.

An interesting side effect of the optimization approach, even
where the final stacked solution is relatively unchanged, is the vast
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Figure 7. Elliptically repropagated correlation functions for both MCMC (a) and standard (b) processed correlations. Warmer colours correspond to coherently
stacked energy over all station pairs. Dotted lines correspond to known older crater features, and are largely representative of rapid increases in slope gradient.

increase in the event to event coherence (Fig. 5a), yielding much
smoother correlation gathers without necessitating post-processing
techniques (F-K smoothing, wavelet/curvelet transform). Whether
this particular increase in coherence can be used to reduce noise
but preserve real effects of temporal variability is the subject of
ongoing research. However, tests featuring particularly asymmetric
heuristic correlations (not shown) often do not converge toward am-
plitude symmetry when subjected to MCMC processing. That the
algorithm doesn’t ensure perfect symmetry is not troubling, given
the finite length of the coda used and the extreme case of scattering
geometry chosen here. It is simply a reflection of the best possi-
ble coda window range given the nature of the recorded wavefield,
and a demonstration of the algorithm’s inability to artificially cre-
ate data from coherent stacking of random fluctuations. In a rapidly
changing medium, it may further be possible to implement a sequen-
tial MCMC scheme that would allow for updating the correlation
gather with any new information in a computationally efficient man-
ner (Dettmer et al. 2011) while ensuring that a maximum of the real
temporal variations are preserved.

It should be noted that for the specific application described here,
certain prerequisites are desirable. First, the correlation function
theoretically converges towards the GF in media capable to hosting
of near equipartitioned wavefields. Alternately, the equipartition
criterion is interchangeable with a homogeneous source distribution
around the medium of interest (particularly rare in real media). The
criteria in the objective function (i.e. symmetry and coherence over
events, see Fig. 1) would however not apply to this second case, given
that we would only expect the correlation function to converge after
the stack of all events. Furthermore, it is desirable to have as much
coda as possible to use for any event, and thus a medium in which
the scattering mean free path is much shorter than the absorption
mean free path should be considered optimal. This is certainly the
case for numerical model, and is also the case for Erebus volcano
(Chaput et al. 2015).

The implications of these improved GF estimates are diverse.
First, next generation methods aiming to separate the singly scat-
tered from the multiply scattered wavefield for imaging purposes
(Shahjahan et al. 2013), rely necessarily on very accurate impulse
responses to extract subtle coherence signatures along receiver lines.
Such an approach could become commonplace in highly scattering
media appropriately sampled by local events, if recorded coda are
sufficiently diffuse to allow for window tuning. Second, works by
Stehly et al. (2008) have shown that the scattered component of the

GF is at least partially recovered in the correlation of the coda of am-
bient noise correlations (C3). The optimization approach described
here, somewhat less intuitive for raw ambient noise correlations,
could however be applied to the computation of these C3 functions
from ambient noise correlations. Resulting improved GF recovery
from virtual source coda (the basis of C3) could permit the use of
scattering based methods in conjunction with ambient noise signals
(i.e. robust reconstruction of scattered phases instead of merely the
direct waves), thus far only accomplished for bulk earth phases
and fault trapped signals (Boue et al. 2014; Hillers et al. 2014;
Poli et al. 2012b). Furthermore, the advent of ambient noise based
methodologies for temporal monitoring has led to the development
of coda sensitivity kernels aiming to constrain the general region in
which change is occurring (Obermann et al. 2013a,b; Planes et al.
2015; Pacheco & Snieder 2005). Ideally, it would be much more
useful to map these changes to known reflection-based substruc-
ture, particularly in the case of active faults or volcanic media. The
great improvement of event-time coherence implies that correla-
tions can converge much more rapidly towards the true GF, or in
the very least towards stability, than with the standard correlation
approach. The event convergence limits of this method have not
been explored here, but MCMC processing necessarily results in
better coherence over time regardless of the event-binning chosen,
and thus the temporal resolution for monitoring purposes could be
greatly increased.

7 C O N C LU S I O N S

We have presented a window optimization scheme by which we
are able to greatly improve interstation GF estimates from multiply
scattered coda wavefields. Though this optimization can be solved
by various means, we approach the problem with a MCMC algo-
rithm that provides us with additional information concerning the
individual event distributions of solutions. Numerical experiments
have demonstrated an overall better convergence towards the em-
pirical GF when compared with several standard coda correlation
approaches (single- or multiwindow stacking). The model space is
evidently well explored by the MCMC approach, given that various
prior estimates converge to the same general solution range. Coda
time window solutions were averaged over many random synthetic
media, and it is noted that the density of scatterers has a small effect
on the average window solution in the posterior distribution, though
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these effects may be specific to the nature of the synthetic media
used here. The stack of windows solutions after the burn-in period
also results in a much better GF estimate than recovered via stan-
dard means. We further applied this approach to icequake data from
Erebus volcano, where great increases in event-time coherence and
correlation symmetry were observed. These gains were persistent
for data sets spanning one month through to 1 yr. As suggested
by the numerical experiments, the scattered portion of the corre-
lation function appears to be more representative of the real GF.
This was demonstrated through effectively mapping out known sur-
face structures by back-propagating the correlation functions while
assuming single surface wave scatter modes. The increase in event-
time coherence also decreases the number of events necessary for
correlation convergence, implying that resolution gains in temporal
monitoring experiments could be made this way.
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A P P E N D I X A

Bayes theorem in its most general form states that

P (m|d) = P (m) P (d|m)

P (d)
= P (m) P (d|m)∫

M P (mi ) P (d|mi ) d ′
i

. (A1)

The left-hand side constitutes the PPD, representing the probability
of the model given the data information. The term P(d|m) is inter-
preted as the likelihood L for fixed data d, and P(m) is the prior
information known about the model. P(d) is often referred to as the
Bayesian evidence, and is the probability of the data independent
of m, and is furthermore equivalent to an integral over the model
space M. Metropolis–Hastings sampling for an MCMC approach is
typically used to sample the PPD, with the general acceptance term
for such sampling being defined as

A
(
m ′|m) = min

[
1,

Q (m|m ′)
Q (m ′|m)

,
P (m ′)
P (m)

,
L (m ′)
L (m)

]
. (A2)

Here, Q(m′|m) is defined as the proposal distribution from which
perturbation parameters are drawn to shift from the current model
m to the new model m′. The new model is evaluated by drawing a
random number from a uniform distribution on [0,1], and accepting
the perturbed model if this number is smaller than A(m′|m). For

our particular experiment, we wish to find combinations of time
windows in the coda of a number of events that yield the most co-
herent and symmetric matrix of cross-correlation gathers possible.
Given that we have prior knowledge concerning the average coda
range (for icequakes) in which the wavefield is modally partitioned
(Chaput et al. 2015), we define priors P as uniform distributions
around a heuristic estimate of the ideal coda window. For icequakes,
this estimate is roughly 11 s after the event onset, and we set 11±9 s
as the uniform bounds for each event to ensure that the correla-
tion remains representative of icequake coda and not background
noise or ballistic waves. Proposal distributions Q are typically set as
Gaussian distributions around current model values with standard
deviations that can be tuned to allow for more efficient convergence
towards the PPD. Though we do not provide a full analysis of con-
vergence parameters here, a standard deviation of 1/30 times the
width of the prior bounds allowed for adequate run times. For syn-
thetic tests, we simply set the prior as an arbitrary window in the
coda, and allow the full range of the time series to be used given the
absence of signal other than the scattered wavefield. Here, given the
fixed number of parameters (i.e. number of total events used), the
uniformly bounded prior distributions and the symmetric proposal
distributions, the Metropolis-Hastings acceptance defined in eq. (2)
simplifies to

A
(
m ′|m) = min

[
1,

L (m ′)
L (m)

]
. (A3)

As such, though the prior and proposal distributions play a role in
fine tuning the efficiency of the algorithm, they play no part in the
acceptance probability for each individual iteration. Various forms
of the likelihood L can be used. Note that the acceptance function
depends solely on the ratio of likelihoods between model steps, and
is here defined as

Paccept = exp

(
−

(
δmisf

F2

))
. (A4)

Here, Paccept represents a true or false clause, and δmisf is defined
as MSFk − MSFk−1, where k is the iteration number. If a positive
number chosen from a uniform distribution centred around zero is
larger than the current value of Paccept, then the new model is re-
jected. Otherwise, it is kept as the updated model. F, which roughly
represents the standard deviation of the data error, is adjusted until
the acceptance ratio falls between 30–50 per cent, shown to be the
ideal range in efficiency for this type of algorithm (Mosegaard &
Tarantola 1995). A ‘burn in’ period is allocated for each run of the
algorithm, where the misfit rapidly decreases until a state of relative
stability is attained. Models generated during this burn in period are
rejected in the evaluation of the posterior distribution of the model
space.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/204/2/736/592577 by guest on 03 M

arch 2022


