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S U M M A R Y
The 2005 June 13, an intraplate, intermediate depth earthquake (Mw = 7.8, 98 km depth)
occurred in northern Chile. Previous studies show that this earthquake is a slab-pull event with
down dip extensional source mechanism. However, the physical origin and the role in seismic
cycle of this kind of event are still under debate. We present a seismological source study from
strong motion data, based on the simplified slip patch kinematic parametrization. We find two
distinct sources. The main source is almost centred around the hypocentre and triggers the
secondary one, situated deeper in the slab. The weaknesses and uncertainties of the kinematic
models are partly resolved and discussed by constructing dynamic spontaneous rupture models
with two radiative asperities and one embedding zone of non-radiative slip process, a required
feature to fulfil the seismic moment constraint. Two kinds of models are compatible with
observations: a crack mode model (combined with fast rupture velocity and small zone of
non-radiative slip) and a pulse mode model (combined with slower rupture velocity and large
zone of non-radiative slip). The fast rupture model is preferred for its physical simplicity.
Replacing our result in the geometry and thermal contexts of the subduction, we conclude that
the rupture has probably broken the whole lithosphere by encountering little resistance and
without being very sensitive to the presence of the double seismic zone. This suggests that the
rupture happens along a weak plane, on which large slab instabilities can take place.

Key words: Earthquake dynamics; Earthquake ground motions; Earthquake source obser-
vations; Seismicity and tectonics; Subduction zone processes; Intraplate processes.

1 I N T RO D U C T I O N

Chile is a high seismic area and, in this subduction zone, several
significant gaps are identified. On Fig. 1, we report the last large
events and the NEIC seismicity. Between Arica and Antofagasta,
the last megathrust earthquake occurred in 1877 around Iquique and
produced a destructive tsunami. The northern and southern parts
of this segment have been recently ruptured during the following
earthquakes: 1995 Antofagasta (Mw = 8.0), 2001 Arequipa (Mw =
8.4) and 2007 Tocopilla (Mw = 7.7). Therefore, no major shallow
earthquake occurred in the northern region of Chile for more than
100 yr. Thus, assuming a strong coupling, this area is probably under
a considerable tectonic loading.

The 2005 June 13, 22:44 GMT, an intraplate intermediate depth
earthquake (Mw = 7.8) occurred just east of this seismic gap.
Hypocentre is located at −20.0486◦ (lat), −68.28◦ (lon) and at
98 km depth. This earthquake was followed by a large number of
aftershocks, which is not so common for this kind of earthquakes
(Astiz et al. 1988, show that most of the intermediate depth earth-
quakes have no aftershocks). Aftershocks distribution recorded by
a temporary network was used to discriminate the real fault plane.
Their distribution is confined within a subhorizontal area of about

60 km long, elongated in north–south direction and slightly dipping
to the west. Hence the fault that ruptured is a nearly horizontal
plane and the study of Peyrat et al. (2006) confirms that the event
is a horizontal intraplate slab-pull rupture.

Intraplate intermediate depth earthquakes in subduction zones are
not rare, but, although they are sometimes very damaging, detailed
studies (Ide & Takeo 1996; Cocco et al. 1997; Mikumo et al. 2002)
are not common. The 1939 Chilean earthquake (Mw = 8.3) was a
complex intermediate depth earthquake (Campos & Kausel 1990),
presumably occurring on a vertical plane, and it was one of the most
destructive events to ever occur in Chile (clearly more destructive
than interplate events of similar or even larger size). This may be
due partly to the intraplate nature of the event and its location below
the central valley of south central Chile.

Most intermediate depth events in northern Chile are located
in the depth range between 100 and 270 km, with two dis-
tinct groups separated by an aseismic gap. The focal depths for
most of the intermediate depth earthquakes occur in the rela-
tively narrow depth range of 100–150 km, and some events are
located at depth between 200 and 270 km (Stauder 1973; Hanuš
et al. 1999). The origin of these earthquakes at intermediate
depth is still controversial. The causes and the mechanisms by
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370 S. Peyrat and P. Favreau

Figure 1. Tectonic setting: location of rupture areas of the last large earthquakes in northern Chile, location of the main shock of the 2005 June 13 Tarapacá
earthquake, and seismicity (from NEIC) with event of magnitude greater than 4.5 during the period 1973–2005. Accelerometric data: station locations and
corresponding vertical accelerations.

which these earthquakes nucleate and propagate remain poorly
understood.

Several complementary explanations are proposed. First, the brit-
tle/unstable behaviour at this depth can be due to thermomechani-
cal properties, in presence of fluid, causing dehydration inside the
downgoing slab and/or reactivation of pre-existing faults. In gener-
ating earthquakes, dehydration embrittlement may also create new
faults or reactivate pre-existing weak zones (Kirby 1995; Peacock
2001; Jung et al. 2004). Second, one invokes the state of stress and
the geometry of the slab (pull, bending/unbending, lateral segmen-
tation and undulations) (e.g. Cocco et al. 1997). By studying the
1997 Punitaqui earthquake in central Chile, Lemoine et al. (2002)
conclude that intermediate depth earthquakes can be related to the
heterogeneity of the stress field inside bended downgoing slabs. Ide
& Takeo (1996) illustrated the role of the stratified state of stress in
the slab: they showed that the rupture of the Japanese 1993 Kushiro-
Oki earthquake (Mw = 7.6), very similar to Tarapacá, was channeled

in the slab between the two layers of the double Wadati–Benioff
seismicity zone (DSZ). Third, the seismic cycle of these events,
situated near the bottom of the seismogenic zone, can be influenced
by the seismic cycle of the interplate thrust events and reversely.
Astiz et al. (1988) suggests that before a major thrust event, the
interplate boundary is strongly coupled, and the subducted slab is
under tension at intermediate depth. For the 1997 Punitaqui event,
Gardi et al. (2006) quantified the effect of static stress perturbations
due to an intermediate depth intraslab earthquake on seismic cycles
of large interplate earthquakes. These cycles may be totally linked
through stress transfers at the scale of the entire subduction zone.
The Tarapacá earthquake might be a clear evidence of this cycle
and could be compared to the 1950 intermediate depth earthquake
(Mw ≈ 8.0) (Kausel & Campos 1992), that happened before the
1995 Antofagasta earthquake.

To test these models, or at least to determine some regional vari-
ations, one needs to know not only the global characteristics of the
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The 2005 Tarapacá earthquake 371

event, but also enough details of the rupture to access slip hetero-
geneities and eventually local stress drop and strength excess, even
frictional specificities. During the last decade, several attempts were
undertaken to determine the spatial and temporal distribution of slip
over the fault area of large earthquakes. These source tomographies
have further been developed and applied mainly to large earth-
quakes in California and Japan, where near-source waveforms were
collected during earthquakes. Past experiences show that to obtain a
reliable image of the details of the source process, many conditions
are required: a good density and coverage of the seismic array, a
reasonable distance from the source, a good quality of records, a
good knowledge of the velocity model and a good parametrization
of the source model, that is, consistent with the intrinsic possibil-
ities of the seismic array and meaningful for the source process
itself (Hartzell et al. 2007). The benchmark of Mai et al. (2007) is
very illustrative. For the Tarapacá 2005 event, the limited number
of strong motion data prevails on us to use a simplified slip patch
parametrization (Vallée & Bouchon 2004).

In Section 2, we review the results of previous studies and point
out the distinctive features of the strong motion waveforms that
motivate our study approach. In Section 3, we present the results of
the simplified kinematic inversion. However different results with
the same level of fit are obtained depending of the inversion as-
sumptions. The weaknesses and indeterminations of the kinematic
models are partly resolved and discussed by constructing dynamic
spontaneous rupture models in Section 4. Finally in Section 5, we
discuss how this rupture process takes place in the geodynamic
context.

2 M A I N S O U RC E F E AT U R E S

Teleseismic body waves and geodetic data (GPS and INSAR) have
been already used by Peyrat et al. (2006) to invert mechanism, fault
plane, rupture extension and source time function of the main shock.
Azimuthal distribution of stations well constrained the dip of the
vertical nodal plane but left a large trade-off between strike and
rake due to uncertainties on the low dip nodal plane. A sensitiv-
ity analysis was performed to find a set of admissible models and
the preferred solution was chosen to be compatible with geodetic
analysis. Then the preferred fault mechanism (strike/dip/rake) is
(189◦/24◦/−74◦), very close to the global centroid moment tensor
(GCMT) mechanism (182◦/23◦/−81◦). The source time function
was a simple pulse of 17 s of duration, with a large moment release
during the first 12 s. Delouis & Legrand (2007) also used teleseismic
body waves and strong motion data in a combined inversion. Both
studies showed average compatible results, except the following
differences: they found, respectively, slow and fast rupture velocity
(76 per cent and 98 per cent of S-wave speed at the focal depth);
consequently, the slipping domain is larger and the source time func-
tion exhibits two pulses in Delouis & Legrand (2007) (a very narrow
pulse followed by a large one); finally, both studies used slightly dif-
ferent mechanisms (respectively a unique 24W dipping plane versus
two 15W/35W dipping planes). Therefore, it can be said that tele-
seismic body waves, geodetic data and long period surface wave
(GCMT) have already determined, independently, the mechanism,
the source duration and the seismic moment with an overall good
agreement. What remains unclear for this event is the dimensions
of the rupture and consequently the rupture velocity. Furthermore,
the level of complexity of the rupture is still unknown. In the study
of Delouis & Legrand (2007), a slip distribution has been inverted
but part of the complexity of their model is introduced by need of
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Figure 2. Main features of strong motion records. Dotted and plain curves
represent L2 stacks of the normalized P and S amplitude waveforms at
stations PICA, IQUI and ARIE. Before stacking the stations with L2 norm,
each station is normalized by its own L2 norm computed on the observation
duration (12 s for P wave and 15 s for S wave). The resulting curves are
dimensionless velocity waveforms. The data are filtered in the frequency
band 0.01–0.25 Hz. The signal of the P wave is not represented after 12 s
because of the S-wave arrival. On both P and S waves, a clear minimum of
amplitude at 5.6 s separates two episodes of strong radiation. At 11 s, most
of the main rupture process is done (on the S wave, the slower decreasing
signal after 11 s can be partly attributed to structure and free surface effects).

the method, as in all methods that aim to invert general maps of
slip distribution. This study tends to constrain these elements, with
the near field strong motion data only, since the other data have not
been able to show a clear evidence of source complexity.

The main shock was recorded by a permanent strong motion
network operated by the University of Chile and we then investigate
source kinematic from these near strong motion records (see Fig. 1).
Due to the depth of the source (around 100 km) none of the stations
can be considered very close to the source. Only two of them, PICA
and IQUI are near source and exhibit near field signal.

To infer main source features, we analyse different representa-
tions of P and S waveforms at the most shaken stations PICA, IQUI
and ARIE. In particular, we analyse amplitude of acceleration (up
to 3 Hz), and amplitude and polarization of velocity for different
frequency bands (up to 1 Hz). Through these various treatments, we
find a robust and persistent feature on all the stations: a significant
minimum of seismic radiation at around 5.6 s after the P (or S)
arrival. To emphasis this behaviour, we plot a stack of normalized P
and S velocity waveforms on Fig. 2 with stations PICA, IQUI and
ARIE, in the frequency band 0.01–0.25 Hz. On the S wave, we note
that the minimum apparent source duration is about 11 s (the signal
after 11 s can be attributed to source, structure and free surface
effects). Finally, we remark that both episodes of strong radiation
have different polarization. A possible hypothesis is that a second
source (or a distinct asperity) has started to radiate at a different
place at 5.6 s, while the first source may have already released most
of its energy.

The particularities of the waveforms at PICA, IQUI and ARIE
suggest that the source has radiated from at least two main asper-
ities, the first one triggering the other one. Previous teleseismic
approach by Peyrat et al. (2006) has not been able to separate these
two asperities, probably because their signals interfere. With the
combined teleseismic/strong motion inversion, Delouis & Legrand
(2007) found a source time function with two episodes: a short one
(from 0 to 3 s) and a long one (from 3 to 12 s). However the first
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372 S. Peyrat and P. Favreau

Table 1. 1-D velocity model for the Tarapacá region.

P velocity S velocity Density Depth
(km s−1) (km s−1) (103 kg m−3) (km)

4.8 2.7 2.5 0
6.2 3.5 2.7 10
6.7 3.8 2.8 20
7.3 4.2 3.1 50
7.7 4.4 3.3 60
8.1 4.6 3.4 80

episode releases few moment and we prefer to associate it to the
very beginning of the rupture process, the nucleation, rather than to
a significant source expansion, that we seem to identify on PICA,
IQUI and ARIE.

These elements motivate the development of the following alter-
native approach in order to study the source process with only the
strong motion data set: we invert the source process as a set of slip
patches rupturing from the hypocentre at constant velocity, with or
without a delay of triggering between the patches. This approxi-
mation needs very few parameters and it is clearly justified here
because the number of waveforms and their azimutal distribution
are far from optimal (see Fig. 1).

3 S L I P PAT C H B A S E D K I N E M AT I C
I N V E R S I O N W I T H S T RO N G M O T I O N
DATA

3.1 Kinematic inversion methodology

For the 2005 Tarapacá event, up to the frequency of 0.5 Hz, the
velocity waveforms at stations PICA, IQUI and ARIE are relatively
clear and simple due to the depth of the source (around 100 km): the
angles of incidence are small so that the waveforms are relatively un-
affected by the lateral heterogeneities. Therefore, concerning wave
propagation, we use a simple layered model (Table 1) and we com-
pute the Green’s functions with the spectral discrete wavenumber
method of Bouchon (1981), implemented in the ‘axitra’ code of
Coutant (1990). Note that the gain due to this simple wave propaga-
tion context is partly cancelled by the poor intrinsic resolution of the
accelerometric array. We choose to perform a low frequency inver-
sion, up to 0.25 Hz, which is enough to image the main complexities
of the source that radiates during 12 s. However this low frequency
approach, with few stations, cannot uniquely determine a complex
source model and for this reason, we parametrize the source process
as a succession of slipping patches rupturing from the hypocentre.
This parametrization was introduced by Vallée & Bouchon (2004)
to model far field waveforms for teleseismic events. Di Carli et al.
(2009) recently introduce this method to invert kinematic and spon-
taneous rupture models with strong motion data.

Each patch is representative of a crack of elliptical contour, with
a centred elliptical slip distribution. A slip patch on the fault is de-
termined by six parameters: two radii, one orientation, two centre
coordinates and one slip amplitude. The mechanism remains con-
stant and the rupture develops circularly from the hypocentre, at
constant rupture velocity. Slip patches can intersect. A time offset
can be added for each patch to simulate a delay of triggering. This
parametrization allows to construct simple and complex rupture
scenarios. The last parameter to discuss is the local rupture dura-
tion: if it is large (i.e. a non-negligible fraction of the time needed
for the rupture to break one patch) it will have a significant role in
the synthetic waveforms. Usually, mechanical models tend to show

that the source time functions are very complex and variable. To
avoid this complexity, and possible trade-off with other parameters,
we decide to define the local source time function for the sliding ve-
locity as a triangular function with only 1 s of duration. The highest
frequencies generated by this short source time function are not con-
sidered due to the low frequency filtering. Technically, to produce
seismograms, the spatio-temporal slip history on the whole fault is
discretized into a smooth source point distribution, following the
kinematics explained just above.

Since the number of parameters to invert is small, we use a
systematic, fully non-linear inversion method based on the neigh-
bourhood algorithm (NA) developed by Sambridge (1999a). This
technique is now widely used in source studies (Françcois-Holden
et al. 2007; Monelli & Mai 2008; Di Carli et al. 2009). Denoting
a model m, the corresponding synthetic data d(m) and o the ob-
servations, the cost functions is defined as |d(m) − o|L2 , that is,
the L2 norm of the differences between synthetics and data veloc-
ities, at stations IQUI, PICA, ARIE, POCO, TCP and CALA. We
do not normalize the amplitudes between the stations to emphasis
the role of the near-field observations, which are almost not subject
to wave propagation complexity and noise. The non-linear inver-
sion algorithm is a direct search method. NA algorithm uses simple
geometrical concepts to go through the parameter space, with an
optimized and variable refinement. At each iteration, models are
calculated randomly. From one iteration to another, the new sample
is recalculated in only some area of the parameter space corre-
sponding to the Voronoi cells (nearest neighbour regions) of the
best previous models (models with lowest misfits). NA algorithm
differs from other methods such as genetic algorithm or simulated
annealing in the fact that it requires only two control parameters:
the number of sample ns at each iteration and the number of cells
nr in which new samples are searched.

3.2 Preliminary strong motion data treatment

The use of strong motion displacement waveforms to build the
time misfit function is not always easy for two reasons. First, the
displacement misfit function depends always of the length of
the time window, because of the static final displacement. Second,
the static and a wide range of low frequencies can be contaminated
by several factors: instrument, acquisition, installation (quality of
coupling to the ground) and rotational motion (which induces frame-
relative acceleration and tilting of the ground). There is no universal
correction scheme (Iwan et al. 1985; Boore 2001; Boore & Bommer
2005). In some cases, acceleration data contain step-like or transient
offsets. The adjustment (the baseline model) may take the form of a
polynomial (Graizer 1979) or multiple linear segments (Iwan et al.
1985), but this processing is very non-unique.

In the present strong motion data, we cannot recover any stable
final displacement and consequently we build the misfit function
with velocities; this provides flexibility to define the length of the
time window, but static information vanishes. The velocity wave-
forms still exhibit strong low frequency bias, so that we perform a
baseline correction. In Fig. 3 (top panel), we show the result of our
treatment for the north component of PICA. The baseline model
on the acceleration is continuous and piecewise linear: an initial
constant level, a transient linear segment during the strong motion
and a final constant level. The constant levels are easily identified
before and after the signal. The transient regime is adjusted by
minimizing the residual average velocity at the end of the signal.
On Fig. 3 (bottom panel), we plot the corrected and uncorrected
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Figure 3. Top panel: piecewise linear baseline corrections performed on the
PICA north acceleration component. Bottom paanel: 0.01–0.25 Hz filtered
PICA north velocity component obtained with and without the application
of the baseline correction. The filter is designed as a 0.01 Hz fourth-order
highpass Butterworth combined to a 0.25 Hz second-order twice-passed
lowpass Butterworth. The difference between the corrected and uncorrected
signals is large in this frequency range.

velocity waveforms, in the frequency band 0.01–0.25 Hz [highpass
fourth-order and lowpass (twice-passed) second-order Butterworth
filters]. The uncorrected velocity waveform exhibits a spurious low
frequency content. Instead, the corrected waveform is well flattened
and most of the unphysical low frequency content is removed. With
this manipulation, we recover part of the true low frequency content
that is traditionally removed by filtering.

3.3 Results of the kinematic inversions

We conduct several sets of inversions, with one, two and three slip
patches and various ranges of parameter search. We present only
the main results, that we obtain with one and two patches. On each
patch, slip is distributed with an ellipsoidal shape, as in the crack
model.

We start with the single patch model. We invert 7 parameters: the
radii a1, b1, the orientation α1 taken from strike, the position, the
value of the maximal slip sli p1 and the rupture velocity vr. Instead
of arbitrary centre coordinates, we define the position of the patch
under the constraint that it remains in the ellipse. This let us intro-
duce two parameters 0 < hr < 1 (dimensionless) and one angle αh

(taken from strike) to locate the ellipse relatively to the hypocen-
tre. With hr = 0 and 1, hypocentre is, respectively, at the centre
and at the border of the ellipse. The ranges of search are given on
Table 2. We find one optimal model denoted ka. On Fig. 4, we show
the slip distribution of this best model: large slip is concentrated
in the hypocentral region and is mostly confined around the central
part of the fault. On Table 2, we collect the misfit and the main
characteristics of the inverted models. In model ka, inverted rupture
velocity is 3.5 km s−1 and it can be considered as slow. Indeed, the
rupture is mainly propagating along the strike direction, which cor-
responds to mode III, therefore assuming elastodynamic rupture the-
ory with homogeneous stress and frictional properties on the fault,
the rupture velocity can theoretically raise the S-wave speed, that is
4.6 km s−1 at this depth. On Fig. 5, we see that model ka does not
fit very satisfactory the data, especially the second S-wave arrival
at station PICA at around 40 s, which corresponds to the second
rupture episode that we highlighted in the introduction. In addition,
the slip patch of model ka does not match the most southern part of
the aftershocks, plotted on Fig. 4.

Now we examine the double patch models. In addition to the
parameters of the first patch (linked to the hypocentre), the second
patch is defined with seven parameters: the radii a2, b2, the orien-
tation α2, the centre coordinates xe (towards strike) and ye (towards

Table 2. Top table: intervals of parameter search for each inversion. Bottom table: misfits and main rupture characteristics of the four inverted
kinematic models ka, kb, kc and kd .

a1 b1 α1 rh αh sli p1 vr a2 b2 α2 xe ye sli p2 te
(km) (km) (degree) none none (m) (km s−1) (km) (km) (degree) (km) (km) (m) (s)

ka max 40 30 360 1 360 12 5 none none none none none none none
ka best 33.68 16.16 198.58 0.26 356.4 10.02 3.35 none none none none none none none
ka min 0 0 0 0 0 0 2.5 none none none none none none none

kb max 40 30 360 1 360 12 5 40 30 360 80 60 12 2
kb best 30.10 12.59 194.39 0.26 1.7 4.62 3.47 34.98 5.38 323.9 38.64 45.03 4.15 −1.91
kb min 0 0 0 0 0 0 2.5 0 0 0 0 0 0 −2

kc max 40 20 360 1 360 12 5 20 10 360 80 60 12 none
kc best 25.29 13.41 12.58 0.23 143.3 4.98 3.48 18.72 7.21 178.2 53.50 40.65 5.32 none
kc min 0 0 0 0 0 0 2.5 0 0 0 0 0 0 none

kd max 40 30 360 1 360 12 5 40 30 360 80 60 12 none
kd best 35.26 19.98 10.57 0.23 179.1 2.77 4.22 35.58 7.41 192.15 58.26 41.84 2.83 none
kd min 0 0 0 0 0 0 2.5 0 0 0 40 20 0 none

Model Misfit Mo (Nm) Max. slip (m) vr (km s−1) Delay te (s) Rise time (s)

ka 24.5 per cent 2.64 × 1020 9.92 3.35 none 1 (fixed)
kb 13.2 per cent 2.83 × 1020 4.64 3.47 −1.91 1 (fixed)
kc 13.8 per cent 2.72 × 1020 5.26 3.48 0 (fixed) 1 (fixed)
kd 13.7 per cent 2.97 × 1020 2.82 4.22 0 (fixed) 1 (fixed)

Notes: The values of the best model are in bold. Model ka was obtained by searching one single patch and kb, kc and kd by searching two patches.
In kb, a delay of triggering between the two patches has been searched. In kc and kd , this delay is fixed to zero. For kc, the range for the patch
dimensions has been limited to smaller values to force the finding of a rupture model with lower rupture velocity. Model kd is the best model for
the large range of parameter search and without the delay of triggering.
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374 S. Peyrat and P. Favreau

Figure 4. Kinematic inverted models. Slip colour scale ranges from blue
(0 m) to red (5 m). The star is the epicentre and red dots are the aftershocks.
Model ka is the single patch model. Model kb, kc and kd are three inverted
double patch models, with one main patch attached to the hypocentre and one
secondary patch. These three models are obtained with different additional
assumptions. For kb: an additional delay of triggering for the secondary
patch, for kc: a limited range of exploration for the ellipses dimensions to
force the finding of a slower rupture velocity and for kd : a wide range of
exploration for the ellipses dimensions. The main characteristics of these
models are reported on Table 2

dip) taken from the northeast corner of the prescribed 80 × 60 km2

fault domain, the maximal slip sli p2 and a delay of triggering te.
By inverting the 14 parameters, we find one model kb with a better
fit than model ka (see Table 2 for details). However, in model kb,
negative delay, stretched shape, far position and oblique orientation
of the second patch suggest that the resulting kinematics do not
correspond to a reasonable rupture process but rather to an artefact.

To propose another solution, we investigate models with te = 0
(no delay). With this reduced 13 parameters set, we find model kd ,
with a second patch located southwest to the hypocentre (Fig. 4).
Compared to model kb, model kd has a more reasonable slip pattern
not only because the second patch is closer to aftershocks but also
because the first patch covers entirely the aftershock area. Further-
more, this model kd has a larger (better) seismic moment, a rupture
velocity (4.22 km s−1) just below the S-wave speed for an almost
equal misfit of 13.7 per cent (see Table 2). Finally, we test the effect
of a reduction of the parameter ranges: by reducing the maximal
dimensions of the ellipses (see Table 2), we find model kc. Model
kc has a similar slip pattern than kd (see Fig. 4) but it is rescaled in
space due to a lower rupture velocity (3.48 km s−1).

To conclude here, the single patch model ka is not satisfactory.
The qualitatively different double patch models kb, kc and kd found
with different assumptions produce almost the same waveforms
(Fig. 5) and comparable fits (Table 2). However, by introducing the
triggering delay, we have probably produced an artefact in model
kb. Instead, model kd (without the delay of triggering) seems a rea-
sonable solution. By truncating the intervals of search of the ellipse
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Figure 5. Data and synthetic waveforms (velocities) for single patch model
ka and for double patch models kb, kc and kd . All waveforms are filtered in
the frequency band 0.01–0.25 Hz. Single patch model ka does not reproduce
waveforms complexities on IQUI and PICA whereas double patch models
fit better the data, and almost equivalently.

dimensions, we find another model kc, similar to kd with a smaller
spatial extension and thus a slower rupture velocity. This shows that
the spatio-temporal relocation of the slip patches is not obvious and
that it is almost vain to search and invert for a third slip patch. We
point out that all models have a lack of about 75 per cent of seis-
mic moment compared to the GCMT value (5.32 × 1020 N m). This
systematic bias is mainly due to the short rise-time (1 s) and to the
circular shape of the rupture front. These assumptions tend to pro-
duce larger velocity amplitudes on waveforms, for a given fault slip.
This problem will be corrected in the spontaneous rupture models.
Finally, model kd , that was preferred by the inversion procedure has
the better seismic moment, according to previous studies.

3.4 Uncertainty analysis of kinematic models

Model ka (one patch only) and model kc (reduced ranges of explo-
ration) can be considered as intermediate models included in the
set of models generated during the inversion of model kd . Model
kb, determined with a more general inversion (with one more pa-
rameter) gives an unrealistic solution. Here, we discuss only the
probability of models, with two patches, in the set of the models
generated during its inversion by the NA algorithm.

The convergence of the parameters is a preliminary indicator of
the solution reliability. On Fig. 6, we plot the inverted parameters
versus the iterations of the NA algorithm (25 300 models were gen-
erated), with a grey colour scale indicating the level of misfit, for the
model kd . Models kb and kc shows similar convergence and are not
shown in the figure. We observe that enough models are generated
to obtain a stable unique branch of solution, with reasonable fluctu-
ations compared to the intervals of search. In addition, parameters
not concerned by periodicity (unlike angles) are not obstructed by
the boundaries of search.
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The 2005 Tarapacá earthquake 375

Figure 6. Neighbourhood algorithm convergence to the kinematic model kd . Each panel shows the value of an inverted parameter (vertical axis) plotted against
the model number (horizontal axis). a1, b1, a2 and b2 are the lengths of the axes of the elliptic slip patches (km). α1 and α2 are their orientation (degree). hr

and αh control the position of the first ellipse relatively to the hypocentre. sli p1 and sli p2 are the maximal slips on each ellipse (m). vr is the rupture velocity
(km s−1). xe and ye are the position of the centre of the second ellipse (km).

A supplementary uncertainty analysis is performed on the inver-
sion using an appraising procedure: the Bayesian neighbourhood al-
gorithm (NA-bayes or NAB) of Sambridge (1999b). This technique
has already been tested by Monelli & Mai (2008) for kinematic rup-
ture inversion with strong motion data. NAB algorithm facilitates
error analysis on the set of models generated during the NA search
stage (inversion). NAB makes quantitative inferences from the en-
tire set produced by the direct search method, and allows measures
of resolution and trade-offs, within a Bayesian framework. From
the Bayesian viewpoint, the solution to the inverse problem is the
marginal (posterior) probability density function (PDF) computed
for each parameter. Using the whole set of models founded dur-
ing the inversion, NAB computes a geometrical approximation of
the marginal PDF by simply setting the known probability of each
model to be constant inside Voronoi cell. New samples generated
according to the approximate probability are produced using a Gibbs
sampler. A Gibbs sampler generates samples by performing a ran-
dom walk in the model space (see Sambridge 1999b). The main
advantage of NAB is to approximate the marginal PDF without the
need of running the forward simulation for each resampled models.

Following Sambridge (1999b), the marginal PDF can be written
as

P(m) = A exp

{
−1

2

[ |d(m) − o|L2

ε|o|L2

]2
}

,

where A is a normalization factor and ε a parameter of regulariza-
tion. Parameter ε is formally linked to the random (and supposed
Gaussian) level of noise in the observed data. This parameter is
fundamental for the appraisal stage of the NAB. As we mention in
Section 3.2, our strong motion data exhibit several sources of un-
certainty, including random and not random perturbations like the
piecewise linear baseline seen on the accelerations. We have partly
corrected this systematic bias. However, to stay conservative, we
choose ε = 0.1. This corresponds to a confidence of 90 per cent in
the observed data.

Following this methodology we compute for each model parame-
ter its marginal PDF. Applied to model kb, kc and kd , the NAB algo-
rithm generates 100 000 resampled models. The resulting marginal
PDF are shown on Fig. 7 for each inverted parameter and for several
additional deduced parameters: the surfaces of the two patches (s1

and s2), the total seismic moment (Mo), the approximated rupture
time of the first patch (t r1) and the coordinates of the centroid on the

fault (xc towards strike and yc towards dip). Vertical bars indicate
the position of the corresponding final models kb, kc, kd (with the
best misfit).

The marginals provide a useful way of testing how the sampled
algorithm converges. The final models (vertical bars in Fig. 7) cor-
respond for most of the parameters to the marginal PDF peaks, in-
dicating an acceptable convergence of the previous NA algorithm.
The width of the marginals is an indicator of the constraint that
may be placed on each parameter: the most the distribution is nar-
row; the most the data provided information on parameter. Note
that the marginal PDF for each parameter do not follow the same
distribution for each model, and they do not show always a ‘Gaus-
sian’ shape. The only marginals with ‘Gaussian’ shape correspond
to slip, rupture velocities, moment, rupture time, centroid position
and patches positions. For the other parameters, the skewed distri-
butions are probably due to the limitations of the parameter space;
another explanation is that some parameters are correlated, like the
sizes (a and b) of the patches. Indeed, the surfaces of the patches are
better constrained, except for model kb. But the marginal distribu-
tions show that all these models share some large-scale features. By
observing the spreading of the distributions and the position of the
models, we make the following remarks. As expected, seismic mo-
ment and centroid are well constrained and consistent. Hopefully,
surface (s1), position (rh, αh), slip (sli p1), approximate rupture time
of the first slip patch (tr1 = √

a1b1/vr ), are constrained and consis-
tent, although a slip-surface trade-off is visible. We make the same
remarks for the second patch.

4 DY NA M I C M O D E L L I N G

The preferred kinematic model kd shows that the source process is
likely happening on two main asperities. The uncertainty analysis
shows that this model is relatively well constrained, however we
can force the kinematic inversion to find reasonable alternative
models with slower rupture velocity, as in model kc. Kinematic
study (Section 3) is based on arbitrary assumptions, like the fixed
short rise time (1 s). Hence one reasonable alternative is to build
spontaneous rupture models, by trial and error, to discuss our results.
To this end, we consider the results of five mechanical models d0,
d1, d2, d3 and d4 based on classical elastodynamic rupture theory
and inspired by kinematic models kc and kd . These models are
constrained qualitatively by the strong motion data. In addition,
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376 S. Peyrat and P. Favreau

Figure 7. Results of the resampling algorithm for the three kinematic models with two patches. For each models kb, kc and kd , each panel represents the
marginal PDF for the inverted parameters and for some additional deduced parameters. The first row represents the PDF of the inverted parameters of the first
slip patch, and the rupture velocity. The second row represents the PDF of the inverted parameters of the second slip patch. The third row represents the PDF
of the following additional parameters computed during the resampling: the surfaces of the ellipses (s1 and s2), the total seismic moment, the approximated
rupture time on the first ellipse (t r1) and the coordinates of the rupture centroid on the fault (xc and yc). Each x-axis is over the complete range of the parameters
space. The vertical lines show the results of each model. Each curve is scaled to the same maximum height, not the same area.

C© 2010 The Author, GJI, 181, 369–381

Journal compilation C© 2010 RAS

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/181/1/369/718549 by guest on 11 M

arch 2022



The 2005 Tarapacá earthquake 377

Table 3. Seismic moments of the dynamic models compared to previous studies.

Moment Mo CMT CMT Teleseismic Geodetic Joined inversion d0 d1 d2 d3 d4

unit NEIC/USGS GCMT Peyrat et al. (2006) Peyrat et al. (2006) Delouis & Legrand (2007)

1020 N m 6.5 5.32 5.4 5.8 5.47 5.00 5.63 5.61 5.63 5.56

Notes: Dynamic models d1, d2, d3 and d4 are constrained to fit the reference seismic moment Mo = 5.6 × 1020 Nm. NEIC/USGS is the National Earthquake
Information Center solution (http://earthquake.usgs.gov/regional/neic/), GCMT is the Global CMT solution (http://www.globalcmt.org/).

models d1, d2, d3 and d4 are constrained by a reference value of
seismic moment Mo ≈ 5.6 × 1020 N m, a compromise consistent
with earlier works (see Table 3).

The dynamic rupture is simulated using a 3-D finite-difference
method and strong-motion data are computed at stations with the
spectral method (code axitra). At each point of the fault, we use a
rupture criterion in which the yielding resistance τ y is defined as a
first order ordinary differential equation in time

τ̇y(t) = 1

Dc

{
Vc[τs − τy(t)] − δu̇(t)[τy(t) − τd ]

}
, τy(0) = τs,

where δu is the fault slip, τ s is the (static) maximal resistance and
τ d is the (dynamic) residual resistance. Dc is a characteristic slip
weakening distance, and Vc is a characteristic rate weakening.

This phenomenological friction law is a dimensional version of
the one defined by Nielsen et al. (2000), without considering the
viscosity part of their governing equation. This law also described
in Nielsen & Carlson (2000) is similar to a rate and state friction
law, and is based on the constitutive relation for friction between
lubricated surfaces proposed by Carlson & Batista (1996). From
many frictional forms that could be considered for our kind of
problem, we choose this formulation because of the simplicity of the
slip-weakening onset, the time-dependent healing and the steady-
state rate weakening, the phenomena needed to describe a wide
range of dynamical features. The main interest of this friction law
is to deal with a smooth transition from cracklike to self-healing
pulselike ruptures.

Rupture contains several regimes dominated by time dependent
restoration at rest, slip weakening at rupture onset and rate weak-
ening at steady state. Parameter Dc and Vc control respectively the
sharpness of slip and rate weakening behaviours. In elastodynamic
rupture experiments, Dc regularizes and determines the rupture
front thickness. A large enough Vc (i.e. comparable to the sliding
velocity behind the rupture front) selects the pulse rupture mode
instead of the classical crack rupture mode. The last important pa-
rameter is the pre-stress τ 0, which leads to the definition of the
dynamic stress drop τ 0 − τ d (which gives energy to rupture) and to
the strength excess τ s − τ 0 (which tends to stop it). Starting from
the kinematic model kd , we build the dynamic models by defining
four zones: the nucleation zone, the first and second elliptical as-
perities and the interstitial zone (leading between and around the
asperities). The average values of pre-stress, strength excess, Dc

and Vc are reported on Table 4. The detailed maps of the parameters
are given only for model d1 on Fig. 8.

To begin, we build two spontaneous rupture models d0 and d1

with purely slip dependent friction (Vc = 0), that aim to mimic kine-
matic model kd , having a high rupture velocity. Model d0 has an
unbreakable interstitial zone (no slip) and it is constrained by strong
motion only. Model d1 has a breakable interstitial zone and it is con-
strained by strong motion and seismic moment. On Fig. 9, we plot
the snapshots of their sliding velocity and elastic stress every sec-
ond. Kinematic model kd is also represented for comparison. Both
models d0 and d1 reproduce the features of kd , with a high rupture
velocity. The average rupture velocity measured in the anti-plane

Table 4. Mechanical parameters of the five dynamic models d0, d1, d2, d3

and d4.

Average Average Average Average
Model dynamic stress strength Dc Vc

drop (MPa) excess (MPa) (m) (m s−1)

d0 / nucleation 15.0 0 0.5 0
d0 / ellipse 1 6.0 1.0 0.5 0
d0 / ellipse 2 11.5 1.05 0.5 0

d0 / interstitial — +∞ — —

d1 / nucleation 15.0 0 0.5 0
d1 / ellipse 1 6.5 1.0 0.5 0
d1 / ellipse 2 11.5 1.5 0.5 0

d1 / interstitial −3.5 0 0.5 0

d2 / nucleation 20 0 0.5 0
d2 / ellipse 1 8.5 6.5 0.66 0
d2 / ellipse 2 17 3.0 0.5 0

d2 / interstitial −3.15 0 0.5 0

d3 / nucleation 20 0 0.5 0.3
d3 / ellipse 1 16 9 0.66 0.3
d3 / ellipse 2 17 6.5 0.5 0

d3 / interstitial 0 0 0.5 0

d4 / nucleation 20 0 0.5 0.3
d4 / ellipse 1 16 9 0.66 0.3
d4 / ellipse 2 17 3.5 0.5 0

d4 / interstitial −2.65 0 0.5 0

Notes: The parameters are averaged on each zone of the model, that is, the
nucleation zone at the hypocentre, the two elliptical asperities and the
interstitial (and surrounding) zone lying around and between the two
asperities. Models d0 and d1 have crack-like mode and high rupture
velocity (close to the 4.6 km s−1 S-wave velocity). d0 has no interstitial
rupture but lower seismic moment. Models d2, d3 and d4 differ from
models d0 and d1 mainly on the large asperity (ellipse 1), where they have
low rupture velocity (down to 3.5 km s−1), due to the combination of
significant strength excess (6.5 MPa) and increasing Dc from the
hypocentre. On the large asperity, model d2 is crack-like and model d3 and
d4 are pulse-like, due to the introduction of rate dependence in the friction
(Vc = 0.3 m s−1). Model d2, d3 and d4 have smaller dimension and larger
stress drops than d0 and d1. Models d3 and d4 have even larger stress drop
(16 MPa in average and locally 32 MPa) to sustain the pulse-like rupture
mode. Model d3 and d4 have, respectively, small and large interstitial
rupture zone. Model d4 exhibits a very large interstitial (then very
surrounding) area of low radiative slip. All interstitial zones have negative
stress drop.

direction is close to the S-wave speed (4.6 km s−1). The waveforms
computed at stations PICA, IQUI and ARIE reproduce qualitatively
well the data (see Fig. 10). During the search, we notice that the
position of the second asperity and its time of triggering are highly
constrained by the shape of the large positive S wave pulse on the
east component at IQUI and by the timing of the second S wave
arrival at PICA. We remark that slip is larger in dynamic models
d0 and d1 than in kinematic model kd . Indeed the dynamic rupture
front does not radiate as circularly (efficiently) as in the kinematic
model kd and, furthermore, the dynamic rise time is much larger
than the kinematic one (1 s). Finally, the only difference between
model d0 and d1 is the seismic moment, still too low of 11 per cent
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378 S. Peyrat and P. Favreau

Figure 8. Fault maps of the dynamic parameters of the dynamic model d1.
Left-hand panel: distribution of shear pre-stress (or dynamic stress drop)
τ 0 − τ d . Right-hand panel: distribution of shear strength excess τ s − τ 0.
Around the hypocentre (black star), particular distributions of parameters
(larger stress drop and no strength excess) are needed to nucleate the rupture.
Here parameter Dc = 0.5 m is homogeneous. The stress drop is slightly
negative in the interstitial zone between the two asperities, in order to obtain
a non-radiative slip process.

in model d0. This lack of seismic moment is recovered in d1 by
letting the rupture propagate in the interstitial zone, in order to pro-
duce a halo of low (non-radiative) slip. This adjusted non-radiative
slip is obtained with null strength excess and slightly negative stress
drop (see Table 4 and Fig. 8). To conclude, model d1 is a convenient
rupture model, minimalist, purely slip dependent, with high rupture
velocity.

We now propose alternative solutions to model d1, having lower
rupture velocity on the first main asperity. For this, we construct
three different models d2, d3 and d4, to be compared with model
d1. These models have almost the same seismic moment, very close
to the reference value. Their comparison is shown through rupture
histories and sensitive waveform comparisons on Fig. 11. In alterna-
tive models d2, d3 and d4 a slow average rupture velocity (down to
3.5 km s−1) is obtained on the first asperity by using higher strength
excess and by increasing linearly the critical slip distance Dc from
the hypocentre to stabilize as possible the rupture velocity. Model
d2 is purely slip dependent. On Fig. 11, we see that waveforms
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Figure 10. Comparison of the velocity waveforms of the dynamic models
d0 and d1 with the strong motion data. Waveforms are dominated by S
wave but P wave and intermediate field are visible on PICA and IQUI. All
waveforms are filtered in the frequency band 0.01–0.25 Hz. A general good
agreement is observed. The complexity of the waveforms is similar. Phases
of arrivals and pulses are correct. Although local differences of amplitude
and pulse durations may be observed (especially on the north components),
amplitudes are globally satisfactory for such models built by trial and error.
Models d0 and d1 produce waveforms with insignificant differences.

produced by d2 have a large lack of amplitude, expressing an insuf-
ficient moment release rate, may be combined to a lack of directivity
at PICA. In models d3 and d4, we introduce the rate effect (Vc =
0.3 m s−1) to produce a pulse rupture mode. Model d3 produces
more amplitude, however too much at IQUI and not enough on the
first pulse at PICA. Furthermore, to respect the moment constraint,
model d3 needs a higher slip in the interstitial zone and consequently
a transient supershear rupture is provoked between the asperities.
Finally, we propose to spread the halo of non-radiative slip and we
end up with model d4. Compared to d1, model d4 fits the data better
on IQUI (the signal decreases more rapidly); however it fits the data
less well on PICA (the first S arrival has not the good shape).

Hence models d2 and d3 can be rejected. Models d1 and d4 are
convenient and difficult to discriminate with data. However, model
d4 suggests that a slow rupture on the first asperity may be associ-
ated to a pulse mode rupture and a very large embedding zone of

Figure 9. Velocity and shear stress snapshots of the kinematic model kd and of the spontaneous rupture models d0 and d1. Final slip and stress distributions
are represented on the last column at right. First row: velocity snapshots of the kinematic model kd . Second and third row respectively: velocity and shear
stress snapshots of the dynamic model d0. Fourth and fifth row, respectively: velocity and shear stress snapshots of the dynamic model d1. Source duration of
all these kinematic and dynamic models is approximately 11 s. In model d0, the interstitial area between the asperities is stuck and it is subject to a very high
stress concentration. In model d1, a halo of non-radiative diffuse slip is created in the interstitial area, where stress concentration have been strongly attenuated.
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The 2005 Tarapacá earthquake 379

Figure 11. Left-hand side: Slips, rupture time and space-time characteristics of the four dynamic models d1, d2, d3 and d4 (with equivalent seismic moment).
On the slip maps (first and third columns), black contour lines represent the arrival of the rupture front every second. The vertical dotted white lines are the
axes along which we map the rupture in space and time. On the second and fourth columns, we map the sliding velocity as a function of space (along the dotted
white lines) and time (horizontal axis). On the large asperity, models d1 and d2 have crack-like rupture, whereas models d3 and d4 have pulse-like rupture.
Model d1 has a rupture velocity close to the S-wave speed (4.6 km s−1). Model d2, d3 and d4 have lower rupture velocity (down to 3.5 km s−1). Model d2

has a slower initial moment release and model d3 is radiative in the interstitial zone (local supershear transition). Right-hand side: Comparison of waveforms
(dynamic models d1, d2, d3, d4 and data). Only the east components at IQUI and PICA are represented since they are very sensitive to the detail of the rupture
process. To enhance the differences of the models, the frequency band is enlarged to 0.01–0.33 Hz, instead of the one used for inversion (0.01–0.25 Hz). All
these models have been adjusted to fit qualitatively the data at best. For model d2, the first S-wave pulse on PICA has too large duration and too small amplitude
and the signal decreases too slowly at IQUI, hence corresponding to an insufficient moment release rate. For model d3, the first positive S-wave pulse at PICA
is too large and the amplitude at IQUI is too large, due to the radiation produced in the interstitial zone. Finally, models d1 (fast crack-like rupture) and d4

(slow pulse-like rupture associated to extended interstitial slip) fit better the strong motion data.

non-radiative slip. In that sense, model d4 is physically more com-
plex than model d1.

5 D I S C U S S I O N A N D C O N C LU S I O N

A determination of both the slip distribution and the highly ra-
diative zones on the fault is crucial to interpret the importance of
the Tarapacá earthquake in the seismic cycle of the subduction.
The slip distributions of kinematic model kd and dynamic model
d1 are in good overall agreement with the final model found by
Delouis & Legrand (2007). The common points with their study
are: a maximum slip located in the region where the aftershocks are
distributed, similar rupture velocity and directivity and extension
of the slip domain far out of the aftershocks location to the west.
The advantage of our simple solutions is to identify the main fea-
tures of the source complexity. Our main significant results are: the
identification of two very distinct sources and the confirmation that
the rupture extends down in the slab. It is interesting to note that
Delouis & Legrand (2007) had to increase the dip of the rupture
plane to the west to fit teleseismic data. They also concluded that
strong motion data require that slip overreach the western bound-
ary of the aftershocks cluster. Also their resulting source image is
slightly different, their conclusions are very consistent with our two
sources model. And finally, whatever the dynamic model is consid-
ered (d1 or d4) the mechanical characteristics of the event (local
stress drop and rupture velocity) can be considered as normal and
do not break the usual scaling laws (dominated by shallower events).

The location of the Tarapacá event in the geodynamic context is
difficult. Indeed seismic imaging gives good resolution only up to
100 km depth. Deeper, only the small Wadati–Benioff seismicity

remains the main tool of observation. Last decades, improvement
of both seismic imaging and earthquake locations have shown that
the main zone of intermediate-depth earthquakes lies at the top of
the subducting plate but not within its cold interior (Abers 1992).
Hacker et al. (2003) proposed that earthquakes occur in subduct-
ing slab where dehydration is expected and are absent from parts
of slabs predicted to be anhydrous. They proposed four petrolog-
ical and seismic distinct layers in subducting oceanic plate, with
one seismic gap between double seismic zones corresponding spa-
tially to the thermally cold core of the slab. Today, multiple layering
of Wadati–Benioff zones small seismicity at intermediate depths
is a much more common feature than previously thought and it
seems to be identified almost everywhere (Brudzinski et al. 2007).
Intermediate-depths seismicity in northern Chile delineates a dou-
ble seismic zone (DSZ) (Rietbrock & Waldhauser 2004; Comte &
Suárez 1994), although detailed resolution remains limited by the
uncertainties of the hypocentre depth locations. Upper plane earth-
quakes are inferred to occur within the subducting oceanic crust,
whereas lower plane earthquakes occur in the subducting oceanic
mantle (Kirby 1995). In some cases, the DSZ have specific state
of stress for both seismic zones, either strongly clear compres-
sional or tensional, nevertheless, north Chile fault plane solutions
for both layers show a wide variability (Rietbrock & Waldhauser
2004; Comte & Suárez 1994). Extensional faulting seems to pre-
dominate in the upper seismic zone with downdip extension. Al-
though the lower seismic zone is poorly resolved, (Rietbrock &
Waldhauser 2004) estimates that upper and lower band of seismic-
ity are separated by only 10 km.

So, the true location of the slab at 100 km depth is not well
known. Several sources of uncertainties comes from the seismic
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380 S. Peyrat and P. Favreau

Figure 12. West–east cross-section (20◦S): Situation of the slab-pull rup-
ture, in a geodynamic context extrapolated from the ANCORP’96 study
(seismic profile, and temperature profile). Green to blue filled circle repre-
sent background seismicity (M > 4.5) from NEIC and Engdahl et al. (1998).
Black circled circle represent the aftershocks. The blue to red area shows
the slip distribution of the spontaneous rupture model d1, projected on the
cross-section with a colour scale ranging from 0 to 5 m.

imaging, from the thermal structure of the subduction zones, from
the location of the seismicity and from the underlying assumptions
that link slab structure and seismicity. The uncertainty on the ver-
tical slab location may be about 10 km. However, we propose a
relocation of the event in the geodynamic context. Fig. 12 shows
a west–east cross-section with the slip distribution of model d1 re-
placed in the subduction of north Chile. We extrapolate it from the
seismic reflection profile of geophysical experiment ANCORP’96
(ANCORP Working Group 2003) across the Andes at 21◦S. Keep-
ing in mind the large downdip extension of the source (50 km),
we see that the Tarapacá earthquake ruptured through the entire
lithosphere, as also suggested by Kausel & Campos (1992) for the
1950 intermediate depth earthquake that occurred landward of 1995
Antofagasta earthquake. For the Tarapacá earthquake, the rupture
seems to start at the base of the crustal slab and then to propa-
gate both in the oceanic crust and in the mantle lithosphere. Then,
we point out the possibility that the second source was triggered
at the base of the mantle lithosphere, close to the isotherm 500 ◦C,
where a few aftershocks have been located.

Ide & Takeo (1996) constructed a dynamic rupture model of
the intermediate depth 1993 Kushiro-oki earthquake (Mw = 7.6)
that occurred also on a subhorizontal plane. The mechanism was
downdip extension with high stress drop, and in this case, the rupture
started near the lower plane of DSZ, propagated toward the region of
downdip compression and was stopped presumably by this change
of the stress state, and then did not reach the upper plane of the DSZ
(Kosuga et al. 1996; Ide & Takeo 1996; Ozel & Moriya 1999). In
Japan, the stresses in DSZ are in-plate compression for the upper
zone and in-plate extension for the lower one (Kosuga et al. 1996).
This earthquake had peculiar features in that the slip on the fault
plane was restricted within an extremely small area between the
upper and lower planes of the DSZ in the subducting slab beneath
Hokkaido, showing a sort of decoupling of the two seismic zones.

Opposite to this 1993 Kushiro-oki earthquake, our study tends to
confirm that Tarapacá earthquake have ruptured both seismic zones
of the DSZ. It suggests that in north Chile the presence of the two
seismic zones of the DSZ do not really influence such rupture. At
that point, we suggest that the Tarapacá rupture is part of the process
that could lead to a long-term slab separation. It is interesting to
note that the separation nucleates in the actively seismic zone, close
to the base of the crustal slab, and extents to the isotherm 500 ◦C,
which corresponds to the vanishing of the seismicity and probably
the lower boundary of the lithosphere. It is also interesting to note
that the breaking occurred at the top of the 100–150 km depth
seismicity cluster. Concerning the lateral (north–south) extension

of the rupture, from a detailed tomographic image Rietbrock et al.
(2006) found evidence for a trench perpendicular tear in the slab
of the sudbucting plate at 21◦S. They suggested that the Tarapacá
earthquake occurred at the tip of a scissor-like structure currently
breaking up the subducting Nazca plate north of 21◦S.

In general, the mechanism for any seismicity below 70 km is still
an ongoing debate. Warren et al. (2008) identified fault planes be-
tween 100 and 300 km depth in Middle America, all subhorizontal.
Similar results in Tonga-Kermadec and Central South America sub-
duction zone suggests that the earthquake-generating mechanism is
controlled by pressure rather than temperature or other tectonic pa-
rameters. Jiao et al. (2000) suggested that the intermediate-depth
earthquake occur along faults formed prior to subduction in the
outer rise. This hypothesis seems very reasonable for the Tarapacá
rupture since it neither showed a large sensitivity to the layered slab
structure nor encountered a large resistance (standard rupture ve-
locity), as if rupture propagated easily on an inherited, well defined,
plane of weakness. However, the presence of the second deep source,
separated from the main one by an eventual low non-radiative slip
moderates this conclusion: a complex intraslab seismic cycle may
be possible.
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