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ABSTRACT
High-redshift quasars at z > 6 have masses up to ∼109 M�. One of the pathways to their
formation includes direct collapse of gas, forming a supermassive star, precursor of the black
hole seed. The conditions for direct collapse are more easily achievable in metal-free haloes,
where atomic hydrogen cooling operates and molecular hydrogen (H2) formation is inhibited
by a strong external (ultraviolet) UV flux. Above a certain value of UV flux (Jcrit), the gas
in a halo collapses isothermally at ∼104 K and provides the conditions for supermassive
star formation. However, H2 can self-shield, reducing the effect of photodissociation. So far,
most numerical studies used the local Jeans length to calculate the column densities for self-
shielding. We implement an improved method for the determination of column densities in
3D simulations and analyse its effect on the value of Jcrit. This new method captures the gas
geometry and velocity field and enables us to properly determine the direction-dependent
self-shielding factor of H2 against photodissociating radiation. We find a value of Jcrit that is
a factor of 2 smaller than with the Jeans approach (∼2000 J21 versus ∼4000 J21). The main
reason for this difference is the strong directional dependence of the H2 column density. With
this lower value of Jcrit, the number of haloes exposed to a flux > Jcrit is larger by more
than an order of magnitude compared to previous studies. This may translate into a similar
enhancement in the predicted number density of black hole seeds.

Key words: black hole physics –methods: numerical – galaxies: formation – early Universe.

1 IN T RO D U C T I O N

Observations of quasars at high redshifts indicate that supermas-
sive black holes (SMBHs) of several billion solar masses were
already assembled in the first billion years after the big bang (Fan
et al. 2003, 2006; Willott et al. 2010; Venemans et al. 2013; De
Rosa et al. 2014; Wu et al. 2015). The current record holders are a
bright quasar, which hosts an SMBH with a mass of 2 × 109 M�
at z = 7.085 (Mortlock et al. 2011), corresponding to ∼800 mil-
lion years after the big bang, and an SMBH with 1.2 × 1010 M�
at z = 6.30 (Wu et al. 2015). It is still unclear how these ob-
jects were able to acquire so much mass in this short period of
time, which in turn raises questions about the formation mechanism
and the involved physical processes. One possible explanation is
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the collapse of dense stellar clusters (Portegies Zwart et al. 2004;
Omukai, Schneider & Haiman 2008; Devecchi & Volonteri 2009;
Lupi et al. 2014). Another scenario involves stellar mass seed black
holes with masses up to a few hundred M� that are the remnants
of Population III (Pop III) stars and then grow by mass accretion
or mergers (Haiman & Loeb 2001; Madau & Rees 2001; Volonteri,
Haardt & Madau 2003; Yoo & Miralda-Escudé 2004; Haiman 2004;
Pelupessy, Di Matteo & Ciardi 2007; Tanaka & Haiman 2009;
Whalen & Fryer 2012; Madau, Haardt & Dotti 2014). However, al-
ready a simple order of magnitude argument shows that this process
involves some difficulties. Assuming accretion at the Eddington
limit, the e-folding time is 50 million years (Milosavljević
et al. 2009). In 800 million years, a seed black hole accreting at the
Eddington limit can therefore grow by a factor of e800/50 � 9 × 106,
and so to reach a mass of 2 × 109 M� by z = 7.085, it is neces-
sary to start with a seed mass of ∼200 M�. This is significantly
larger than the mass of a typical Pop III stellar remnant (Clark et al.
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2011a,b; Greif et al. 2011; Stacy, Greif & Bromm 2012; Latif et al.
2013b; Hirano et al. 2014; Hartwig et al. 2015), but not yet com-
pletely ruled out. Moreover, it is still an open question, how these
high gas accretion rates could be sustained during the growth of
the SMBH (Alvarez, Wise & Abel 2009; Milosavljević, Couch &
Bromm 2009; Johnson et al. 2013; Jeon et al. 2014).

A more promising formation scenario is the direct collapse of
a protogalactic gas cloud, which yields black hole seed masses of
104–106 M� (Rees 1984; Loeb & Rasio 1994; Bromm & Loeb
2003; Begelman, Volonteri & Rees 2006; Schleicher, Spaans &
Glover 2010; Shang, Bryan & Haiman 2010; Volonteri 2010; Choi,
Shlosman & Begelman 2013; Latif et al. 2013b, 2014, 2015;
Agarwal et al. 2014; Regan, Johansson & Wise 2014; Sugimura,
Omukai & Inoue 2014; Visbal et al. 2014; Becerra et al. 2015). To
form such a massive seed, a high mass inflow rate of �0.1 M� yr−1

is required (Begelman 2010; Hosokawa, Omukai & Yorke 2012;
Hosokawa et al. 2013; Schleicher et al. 2013; Ferrara et al. 2014).
Sufficient conditions for such high mass inflow rates are provided
in haloes with Tvir > 104 K in which gas fragmentation and star for-
mation are suppressed during the collapse (Latif et al. 2013a). To
avoid fragmentation, the gas has to be metal free and a strong radia-
tion background has to photodissociate molecular hydrogen, which
otherwise acts as a strong coolant. Under these specific conditions,
the gas can only cool by atomic hydrogen and collapses monolith-
ically to form a supermassive star (SMS), which later on forms an
SMBH seed (Begelman 2010; Hosokawa, Omukai & Yorke 2012;
Hosokawa et al. 2013; Inayoshi & Haiman 2014; Inayoshi, Omukai
& Tasker 2014) or a quasi-star, which forms a stellar mass black
hole that grows by swallowing its envelope (Begelman et al. 2006;
Begelman, Rossi & Armitage 2008; Ball et al. 2011; Schleicher
et al. 2013). We will refer to this specific type of direct collapse as
‘direct collapse scenario’ hereafter.

Based on the strength of the photodissociating radiation, the cloud
either monolithically collapses close to isothermality, or is able to
efficiently cool and to fragment. The main quantity that discrimi-
nates between these two different collapse regimes is the flux in the
Lyman–Werner (LW) bands (11.2–13.6 eV). This LW radiation is
emitted by the first generation of stars and it is convenient to express
the flux in units of J21 = 10−21 erg s−1 cm−2 Hz−1 sr−1 (in the fol-
lowing, we use this convention without explicitly writing J21). The
so-called critical value Jcrit sets the threshold above which a halo
with Tvir > 104 K can directly collapse to an SMBH seed. Below
this value, the gas is susceptible to fragmentation due to efficient H2

cooling and the mass infall rates towards the centre are generally
lower. However, the values for Jcrit quoted in the literature span
several orders of magnitude from Jcrit = 0.5 (Agarwal et al. 2015)
to as high as Jcrit � 105 (Omukai 2001; Latif et al. 2015). There
are several reasons for this large scatter. First of all, the value of
Jcrit is highly sensitive to the spectral shape of the incident radia-
tion field, with softer radiation fields leading to significant smaller
values of Jcrit (Shang et al. 2010; Sugimura et al. 2014; Agarwal &
Khochfar 2015; Latif et al. 2015). Secondly, one-zone calculations
(e.g. Omukai 2001) tend to yield lower values of Jcrit than determi-
nations made using three-dimensional (3D) numerical simulations.
This is a consequence of the fact that Jcrit depends to some extent
on the details of the dynamical evolution of the gas, which are only
approximately captured by one-zone calculations. This dependence
on the gas dynamics also leads to Jcrit varying by a factor of a few
from halo to halo (Shang et al. 2010; Latif et al. 2014). Although
there seems not to be one universal value of Jcrit (Agarwal et al.
2015), it is convenient to use this artificial threshold as a quantifica-
tion of the direct collapse scenario to test the relevance of different

physical processes. Once a process significantly affects the value of
Jcrit, it is very likely that it plays an important role in the formation
of SMSs and SMBH seeds.

One of these important processes is H2 self-shielding against
LW radiation, which is generally expressed as a suppression fac-
tor fsh to the H2 photodissociation rate (see Section 2.3). There
are several analytic expressions to calculate fsh as a function of
the H2 column density and the gas temperature (Draine & Bertoldi
1996; Wolcott-Green, Haiman & Bryan 2011; Richings, Schaye &
Oppenheimer 2014). Neglecting self-shielding leads to a large
change in Jcrit (Shang et al. 2010) and even among these analytic
functions, the value of Jcrit varies by an order of magnitude (Latif
et al. 2014; Sugimura et al. 2014), which hence shows the impor-
tance of a correct treatment of this effect. Another challenge is the
proper determination of the effective H2 column density for self-
shielding, since it is either computationally very expensive or not
very accurate. In this study, we want to test the effect of a more
accurate H2 self-shielding implementation on the direct collapse
scenario. In contrast to previous studies, we determine the column
densities self-consistently during the simulation and properly ac-
count for the Doppler shifts of spectral lines by velocity gradients,
which reduce the effective column density. To do so, we use the
TREECOL algorithm developed by Clark, Glover & Klessen (2012)
and extended by Hartwig et al. (2015) to calculate a spherical map
of column densities around each cell. This method is based on the
hierarchical tree structure used to calculate the gravitational forces
between fluid elements in the computational domain and therefore
comes with only little additional cost. A more detailed description
of this method is provided in Section 2.3.

The paper is organized as follows. In Section 2, we describe
the methods, including initial conditions, chemistry network, and
the new implementation to determine self-shielding. In Section 3,
we present the results together with an analysis of the differences
between the self-shielding methods and the mass infall rates. We
discuss the caveats in Section 4 and conclude with a summary in
Section 5.

2 M E T H O D O L O G Y

In this section, we present our computational methods. First, we ex-
plain our initial conditions and refinement strategy. Then, we present
the chemical network and our new approach for the determination
of effective H2 column densities for self-shielding.

2.1 Initial conditions

We are interested in the collapse of the subset of metal-free haloes
that is able to cool by atomic hydrogen. The cooling rate of H rises
steeply around T � 104 K and expressed by the virial mass; we are in-
terested in haloes with Mvir � 107 M�. In this study, we focus on the
effect of different H2 self-shielding implementations. Consequently,
we first run a cosmological dark matter only simulation and select
the first haloes with a mass of ∼107 M�. Under the assumption that
the value of Jcrit is mainly affected by the gas dynamics within the
virial radius, this is a representative candidate for a metal-free halo
that directly collapses to an SMBH seed. We assume a flat � cold
dark matter Universe and use cosmological parameters presented
by the Planck Collaboration (2014) with additional constraints
from WMAP polarization at low multipoles, high-resolution cos-
mic microwave background data sets, and baryonic acoustic oscilla-
tions: H0 = 67.8 km s−1 Mpc−1 = h 100 km s−1 Mpc−1, �� = 0.69,
�m = 0.31, �b = 0.048, ns = 0.96, σ 8 = 0.83, YHe = 0.25. We
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create the initial density field at redshift z = 99 in a periodic box
of 1 Mpc h−1 comoving with MUSIC (Hahn & Abel 2011), which
generates the displacements and velocities following second-order
Lagrangian perturbation theory.

The simulations are performed with the hydrodynamic moving-
mesh code AREPO (Springel 2010), which combines the advantages
of smoothed particle hydrodynamics (SPH) techniques and adaptive
mesh refinement codes. We first run a cosmological simulation
with ∼2 × 107 Voronoi cells, which corresponds to a particle mass
of mDM = 5.1 × 104 M�. We trace the target halo and a region
of twice its virial radius to the initial conditions. In a second run,
we refine this region of interest and also include gas, which leads
to masses in the highest refined region of mDM = 100 M� and
mgas = 18 M�. This resolution is set to properly resolve the collapse
of the gas up to densities of n � 106 cm−3. This value is chosen
to cover the local thermodynamical equilibrium (LTE) of H2 at
around n � 104 cm−3 because above this value it is much easier to
collisionally dissociate H2 than at lower densities. Hence, once the
gas reaches this value without building up a significant fraction of
H2, it is not going to manage to do so at higher densities either.
Regan, Johansson & Wise (2015) study the effect of the dark matter
mass resolution that is needed to properly resolve the collapse of
haloes at high redshift. They find that for typical collapse scenarios
with a moderate LW background, mDM = 100 M� is a sufficient
resolution, whereas this minimum mass resolution even decreases
for the higher LW backgrounds (JLW = 500) that we want to study
here. Consequently, our dark matter mass resolution is sufficient to
properly resolve the collapse.

The finite box size of our simulations might distort the non-linear
effective coupling on the box scale by not covering all relevant
Fourier modes of the power spectrum (see e.g. Seto 1999). How-
ever, the choice of our box size is well motivated for a cosmological
representative selection of a 107 M� halo, because we do not want
to draw high-precision cosmological probes from these simulations,
but rather analyse the collapse behaviour of one specific halo. An-
other effect of the limited box size is the distortion of the large-scale
tidal fields, which might affect the angular momentum of the haloes,
according to tidal torque theory (see e.g. Fall & Efstathiou 1980).
However, the angular momentum budget of haloes is dominated by
local effects like mergers or the accretion of cold gas streams and
only a minor contribution comes from cosmic tidal fields (Danovich
et al. 2012; Dubois et al. 2014; Laigle et al. 2015). In any case, the
effect of different implementation of H2 self-shielding on the col-
lapse dynamics should not be affected by the limited box size.

2.2 Chemistry

In the following section, we describe our chemical network and
highlight the most important reactions and rate coefficients. A more
extensive discussion of the relevant chemical processes for mod-
elling direct collapse with a strong LW background can be found in
Glover (2015a,b). We apply a primordial chemistry network that is
originally based on the work by Glover & Jappsen (2007), Glover
& Abel (2008), and Clark et al. (2011a). Since the deuterium chem-
istry does not affect the direct collapse scenario (Glover 2015a),
we only follow explicitly the evolution of H, He, H2, H+, H−, H+

2 ,
He+, He++, and e−. Glover (2015a) identified a minimal subset of
reactions that must be included in the chemical model in order to
determine Jcrit accurately. We have made sure to include all of these
reactions in our chemical network. Full details regarding our choice
of reaction rate coefficients can be found in Clark et al. (2011a) and
Glover (2015a,b).

The collapse dynamics depends strongly on the abundance of
molecular hydrogen, which is the dominant coolant for temperatures
below ∼104 K. Molecular hydrogen is mainly formed via the two-
step process:

H + e− → H− + γ (1)

H + H− → H2 + e−, (2)

and is primarily destroyed either by collisions with hydrogen
atoms:

H2 + H → H + H + H, (3)

or by the so-called Solomon process (Field, Somerville & Dressler
1966; Stecher & Williams 1967):

H2 + γ → H + H, (4)

where an LW photon photodissociates the molecule by exciting
it from the electric ground state into an excited electronic state.
In ∼15 per cent of the cases, the electrons do not decay into a
bound state, but into the vibrational continuum of the ground state
and thereby dissociate the molecule. For the Solomon process, we
assume a spectrum of a blackbody with an equivalent temperature
of Trad = 105 K (T5) that is cut off above 13.6 eV, because photons
with higher energies are absorbed by the intergalactic medium. This
choice represents the case in which the spectra are dominated by
Pop III stars. The second generation of stars is believed to be less
massive and can be approximated by a blackbody spectrum with
104 K < Trad < 105 K (Sugimura et al. 2014; Agarwal & Khochfar
2015). It is important to note that the value of Jcrit depends on the
choice of the spectrum, because whereas a T5 spectrum mainly
photodissociates the H2 directly (equation 4), a spectrum with a
cooler effective temperature dominantly prohibits H2 formation by
photodetachment of H− via

H− + γ → H + e− (5)

(Latif et al. 2014; Sugimura et al. 2014; Agarwal & Khochfar 2015;
Agarwal et al. 2015). Since we want to focus on the effects of
H2 self-shielding, we will only consider the T5 spectrum, where
this effect plays a dominant role. We also include dissociative tun-
nelling, which is discussed in Martin, Schwarz & Mandy (1996).
This process significantly contributes to the total collisional disso-
ciation rate of H2 and is therefore necessary for a proper treatment
of primordial gas physics (Latif et al. 2014; Glover 2015a).

2.3 H2 self-shielding

Since one photon of the external radiation field can only photodis-
sociate one H2 molecule, a large column density of molecular hy-
drogen can protect the inner regions against photodissociation. This
process is known as self-shielding. For the photodissociation of H2,
we use the rate coefficient (Glover & Jappsen 2007)

k = 1.38 × 10−12 JLW

J21
fsh s−1, (6)

where the factor fsh ≤ 1 accounts for the effect of H2 self-shielding
with fsh = 1 in the optically thin limit. This rate coefficient cor-
responds to a normalization of the radiation field of JLW = 1 at
12.87 eV, the middle of the LW bands. The exact treatment of H2

self-shielding requires a full radiative scheme with line transfer of
all the important lines in the LW bands and is therefore prohibitively
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expensive. However, the shielding factor can be approximately ex-
pressed as a function of the H2 column density and the gas tempera-
ture. The latter enters because of the thermal broadening of spectral
lines and due to the temperature-dependent excitation of different
rotational levels of the H2 molecule. Draine & Bertoldi (1996) study
the structure of stationary photodissociation fronts and propose a
self-shielding factor of the form

fsh = 0.965

(1 + x/b5)α
+ 0.035

(1 + x)0.5
exp

[
− (1 + x)0.5

1180

]
, (7)

where x = NH2/5 × 1014 cm−2 is the H2 column density,
b5 = b/105 cm s−1 is the scaled Doppler parameter of the molecular
hydrogen, and α = 2. This functional form accounts for the effect of
line overlap and has been applied in many studies (Glover & Jappsen
2007; Whalen & Norman 2008; Gnedin, Tassis & Kravtsov 2009;
Glover et al. 2010; Shang, Bryan & Haiman 2010; Christensen et al.
2012; Krumholz 2012).

Wolcott-Green et al. (2011) model the photodissociation and self-
shielding of H2 in protogalaxies with 3D simulations, based on
post-processing their output data. They found that the formula by
Draine & Bertoldi (1996) is only valid for cold or low-density gas,
in which only the lowest rotational states of H2 are populated and
propose the modification α = 1.1 to equation (7), which provides a
better fit in dense gas for all relevant temperatures. A comparison
of both functions (Latif et al. 2014; Sugimura et al. 2014) shows
that the application of the newer formula by Wolcott-Green et al.
(2011) yields values of Jcrit that are up to an order of magnitude
lower than those derived with the function by Draine & Bertoldi
(1996). Another functional form was proposed by Richings et al.
(2014) who model shielding against ultraviolet (UV) radiation in
the diffuse interstellar medium. They also include the effect of
turbulent gas velocities, but they derive the self-shielding factor for
a one-dimensional (1D) plane-parallel slab of gas. Although the
fitting function by Wolcott-Green et al. (2011) was derived in a 3D
simulation, it is also based on a static slab of gas.

In a more realistic scenario, however, we are interested in a
collapsing cloud, where the relative velocities between infalling
gas particles Doppler-shift the spectral lines. Due to this effect, an
H2 molecule can only shield other H2 molecules whose relative
velocity is smaller than its thermal velocity. Otherwise, the spectral
lines are shifted too far and H2 molecules do not contribute to the
effective column density. To account for this effect, Hartwig et al.
(2015) have implemented a new method for the determination of
effective column densities in 3D simulations. This method is based
on the TREECOL algorithm by Clark et al. (2012), which directly sums
up the individual mass contributions for the column density of each
fluid element. With this information, we create spherical maps of the
column density around each Voronoi cell, with 48 equal-area pixels
based on the HEALPIX algorithm (Górski et al. 2005). The number
of 48 pixels is motivated by HEALPIX, which divides the sphere into
12 equal-area pixels, which can be subdivided into 2N pixels each.
Based on the work by Clark et al. (2012), we chose N = 2, since this
value provides a sufficient angular resolution for most astrophysical
applications.

Two characteristics of the code make TREECOL highly useful for
our purpose. First, it uses the tree structure, which is already present
in the code to determine the gravitational force. Hence, the de-
termination of column densities comes with only little additional
computational cost. Secondly, we can directly compare the relative
velocities of the particles vr that possibly contribute to the column
density to the thermal gas velocity vth of the particle for which
we want to calculate the column density. Following Hartwig et al.

(2015), a particle only contributes to the effective column density,
if

vr < 1.694vth, (8)

where vth is the thermal gas velocity and the numerical factor is an
extension of the so-called Sobolev approximation (Sobolev 1960)
and takes the true line profile into account. Based on this crite-
rion, we determine the effective column densities and calculate the
shielding factors separately for all pixels with equation (7) and the
exponent α = 1.1 by Wolcott-Green et al. (2011). The final shielding
factor is the mean of 48 directional-dependent factors.

With this new approach, we can use formula (7) with the Wolcott-
Green et al. (2011) exponent α = 1.1, which was derived for static
gas and extend it to collapsing gas clouds by defining the effective
H2 column densities based on the relative gas velocities. Since our
approach automatically accounts for turbulent motions on scales
above the spatial resolution, the Doppler parameter b5 in formula
(7) does only include the thermal broadening. This approach cannot
only be used for H2 self-shielding, but also for many other radiative
transfer processes that rely on the determination of column densities.
The only requirement is that the resolution elements are stored in
a tree-like structure, which is already the case in most codes that
include self-gravity. This method for the determination of effective
column densities is tested and explained in detail in Hartwig et al.
(2015).

Our method of computing effective H2 column densities is valid
as long as the main contribution comes from the core of individual
lines that shield themselves. At high column densities, however, the
Lorentzian contribution to the line profile becomes important and
the corresponding damping wings should be taken into account for
the determination of self-shielding. While this effect is negligible at
small column densities, Gnedin & Draine (2014) show that it should
be taken into account for H2 column densities of NH2 > 1021 cm−2.
At these high column densities, the Doppler-shifts induced by rel-
ative velocities become less important and eventually the total col-
umn density contributes to self-shielding. A more detailed analysis
of this effect is given in Section 3.4, where we show that a cor-
rect treatment of the overlap of these damping wings changes the
value of the self-shielding factor by less than 5 per cent and has
no influence on the determination of Jcrit. In addition, the use of
effective column densities is computationally more efficient, since
the velocity criterion imposed by equation (8) limits the amount of
fluid elements that have to be projected. Therefore, we employ this
method in our numerical simulations.

We also note that Safranek-Shrader et al. (2012) use a non-local
approach for the determination of H2 column densities. They study
the influence of LW radiation on star formation in the first galax-
ies and approximate the column density in the following way. For
each computational cell, they calculate the column densities in six
directions parallel to the coordinate axis. The smallest of these col-
umn densities is then used to calculate the self-shielding factor.
They show that this is already an improvement, compared to lo-
cal estimations of the column density. Similar techniques have also
been used to study the effects of H2 self-shielding in giant molec-
ular clouds (see e.g. Nelson & Langer 1997; Glover & Mac Low
2007a,b).

Most other previous simulations use an approximation for the
H2 column density, based on a characteristic length scale Lchar, and
the assumption that the H2 density is constant within this length
and negligible beyond it. The column density is then given by
NH2 = nH2Lchar, where nH2 is the local number density of molecular
hydrogen. Assuming that the effect of self-shielding occurs only
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locally, many simulations (e.g. Shang et al. 2010; Sugimura et al.
2014; Van Borm et al. 2014; Latif & Volonteri 2015; Latif et al.
2015; Agarwal et al. 2015; Glover 2015a,b) use Lchar = LJ with the
Jeans length

LJ =
√

15kBT

4πGμmpρ
, (9)

where T is the temperature, μ the mean molecular weight and ρ

the gas density. Since this is a widely used approximation, we will
compare our results obtained with TREECOL to this formula.

3 R ESULTS

In order to increase the statistical significance of our results, we
create four independent sets of cosmological initial conditions. The
side length of each of these boxes is 1 Mpc h−1, and we select one
halo per box. As described in Section 2.1, the region of interest
is refined for each box and we resimulate this set of cosmological
zoom-in simulations. At redshift z = 30, we switch on the photodis-
sociating background. In reality, the LW radiation increases with
cosmic time and the time of its onset also influences the collapse
of primordial gas clouds (Visbal et al. 2014). We use this simplifi-
cation of an instantaneous onset to be able to focus on the different
implementations of the H2 self-shielding and make it comparable
to most previous works in this field. As long as the H2 abundance
has enough time to reach an equilibrium, before the halo of in-
terest starts with the run-away collapse, the results are unaffected
by the choice of this redshift. This criterion is fulfilled in all our
simulations.

Altogether, we study the collapse of four different haloes (A,
B, C, and D) with two different methods (TREECOL and Jeans ap-
proximation) for determining the column density and several dif-
ferent strengths of the LW background per halo. All these runs
are completely independent, and the column densities are calcu-
lated self-consistently during the simulation. As an example, the
structure of halo C and its central region is illustrated in Fig. 1.
We can see that the halo is embedded in the cosmic web and is
fed by several gas streams. The central region shows a lot of sub-
structure and gas clumps, which indicate ongoing fragmentation. In
this case, the LW radiation is not strong enough to prevent efficient
H2 cooling, and the gas can locally contract before the cloud globally
collapses.

3.1 Determination of Jcrit

The value of Jcrit sets the threshold between the two different col-
lapse regimes. Above this value, the H2 fraction remains low, the
temperature stays around 104 K during the collapse, and only one
central density peak forms. Below this value, the photodissociating
background is not strong enough and H2 line emission cools the
collapsing gas to a few hundred K. This collapse typically results in
several fragments (Clark et al. 2011a,b; Greif et al. 2011; Stacy et al.
2012; Hirano et al. 2014). In order to discriminate between these
two scenarios, we have to analyse the temperature evolution during
the collapse. For two typical cases, the phase diagrams are given
in Fig. 2. During the virialization of the halo, the gas shock heats
to the virial temperature of around 104 K. The gas contracts further
and remains at this temperature due to cooling by atomic hydrogen.
With increasing density, also the column density of H2 increases
and the self-shielding against the external radiation becomes more
efficient. As discussed above, H2 reaches LTE at n � 104 cm−3,

Figure 1. Maps of the average number density of hydrogen nuclei along the
line of sight for halo C with the TREECOL approach at the moment of collapse
(z ∼ 15.1) at a scale of 2000 pc (top) and 20 pc (bottom). The background
flux is JLW = 103 < Jcrit, and we can clearly see the formation of clumps in
the central region.

and if the collapse is still isothermal up to these densities, it will
proceed isothermally. If the LW background is not strong enough,
the H2 fraction can increase, which in turn increases the column
densities and hence leads to a more efficient self-shielding, which
consequently increases the H2 fraction even further. This runaway
production of H2 enables a clear distinction between the two differ-
ent collapse regimes. An H2 fraction of ∼10−3 is sufficient to cool
the gas to temperatures of a few hundred K and hence to induce
gas fragmentation. The individual clumps that form in this latter
scenario can also be seen in the phase diagram as stripes in the
cold, high-density regime, indicating that their thermal evolution is
decoupled from one another.

In order to find the values of Jcrit, we have to compare the phase
diagrams for different values of the LW background. To be able
to do so, we bin and plot the data in logarithmic density space.
An iterative algorithm merges and splits these density bins until
each bin contains roughly the same number of Voronoi cells. This
procedure ensures a statistically representative binning but can have
the side effect that the actual peak density in the simulation is not
the same as the one in the binned data. The corresponding plots
for the four haloes and the two different methods are shown in
Fig. 3. We test and display the background strengths of JLW = 103,
3 × 103, 104 for all haloes and then successively bracket the actual
value of Jcrit. We stop the simulations after the first snapshot with
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Figure 2. Temperature as a function of number density of hydrogen nuclei
colour-coded by the H2 fraction for halo C using TREECOL with JLW = 103

(top) and JLW = 104 (bottom). To better illustrate the relevant difference
at higher H2 fractions, we artificially set a lower limit of fH2 = 10−10 in
these plots. We can clearly see the different collapse behaviours depending
on the strength of the LW background. With a high JLW, the gas remains hot
around 104 K with fH2 � 10−7. For a lower strength of the photodissociating
background, the fraction of molecular hydrogen rises up to fH2 � 10−3 and
the gas cools down to several hundred K. In the latter case, small clumps
decouple from the global thermal evolution, and we can see their footprints
as stripe-like structures in the cold high-density gas.

a peak density of n ≥ 106 cm−3 and compare the temperatures in
the density regime above n ≥ 104 cm−3. If the temperature falls
below 6000 K, the collapse is regarded as non-isothermal. With this
method, we find the lowest value J1 for which the collapse is still
isothermal, and the highest value J2 for which H2 can efficiently
cool the gas. Due to a limited number of possible realisations, we
define the final critical value as the geometrical mean between these
two values:

Jcrit =
√

J1J2. (10)

Due to this finite number of tested JLW, the final values have an
uncertainty of ∼10 per cent. The resulting values, the virial masses
of the haloes, and the collapse redshifts are compared in Table 1.
First of all, we directly see that Jcrit is about a factor of 2 lower in
the runs where we use the TREECOL method to calculate the column
densities. The reasons for this effect will be discussed in detail
below. However, already the results based on the commonly used
Jeans approximation are lower than found in previous studies. There
are two main reasons for this. First, e.g. Latif et al. (2014) and
Sugimura et al. (2014) show that the self-shielding function by
Wolcott-Green et al. (2011) yields values of Jcrit that are up to

Figure 3. Temperature as a function of the number density of hydrogen
nuclei for the four haloes and the two different methods for determining the
H2 column density. The curves represent several realizations with different
LW backgrounds, where the long-dashed lines represent the isothermal col-
lapse and the short-dashed lines the collapse with efficient H2 cooling. From
these plots, we can read off the critical value for the isothermal collapse,
which is systematically lower for the runs based on the TREECOL method.

Table 1. Critical values Jcrit of the LW background for the
four different haloes and the two different column density ap-
proaches. The Jcrit determined with the TREECOL method is
smaller by about a factor of 2 in all haloes. The halo-to-halo
variance of this value is small and the collapse redshifts are dis-
tributed in a reasonable range. We also list the virial mass and
the collapse redshift, which indicates the time when the haloes
first reach a density of n ≥ 106 cm−3.

Halo Jcrit (Jeans) Jcrit(TREECOL) Mvir/107 M� zcoll

A 3500 1700 1.8 17.9
B 5500 2200 1.2 14.4
C 3500 2200 1.7 15.1
D 3500 1700 1.1 12.9
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an order of magnitude lower, compared to those derived with the
function by Draine & Bertoldi (1996). Secondly, the ENZO chemical
model, which was used by many studies in this field (e.g. Shang
et al. 2010; Wolcott-Green et al. 2011; Latif et al. 2014; Regan et al.
2014), tends to overestimate Jcrit by about a factor of 2 (Glover
2015a). Hence, our results based on the Jeans approximation are in
compliance with previous studies.

3.2 Differences in the H2 self-shielding

In order to understand the differences induced by the new
TREECOL approach, we have to compare the column densities and
corresponding self-shielding factors for the two methods. First of
all, we summarize the most important features of this new method
to understand these results. With TREECOL, we create a spherical grid
with 48 pixels around each Voronoi cell and project the column den-
sities on to this grid. However, we do not calculate the total column
densities, because gas can only contribute to the self-shielding if
its relative velocity is smaller than ∼1.7 times the thermal velocity
(equation 8). Based on this criterion, we determine the spherical
maps of effective column densities, which represents the spatial
distribution of the self-shielding gas. The self-shielding factors are
then calculated based on the column density for each of the pixels
separately and then averaged over the 48 directions. This procedure
is physically motivated because the product JLWfsh in equation (6)
represents an effective photodissociating flux and we simply aver-
age these fluxes over 48 different directions.

The importance of this point becomes clear, if we analyse the
directional dependence of the column densities in Fig. 4. We see
that the column density distribution around one Voronoi cell is gen-
erally highly asymmetric and dominated by the contributions from
one direction. In the case of a collapsing halo, it is certainly the cen-
tral high-density peak that yields the strongest contribution to the
column density. From this direction, obviously, we should not ex-
pect any photodissociating radiation. A different way of presenting
this important directional dependence of the self-shielding factor is
given in Fig. 5. Averaging the column densities first and then cal-
culating the shielding factor based on the one mean column density
is highly biased by the contribution of one dominating direction.
Consequently, it is important to properly average the effective pho-
todissociating fluxes, as we do in our simulation. In contrast, a local
approximation that only yields one column density might be af-
fected by the central density peak and consequently underestimate
the self-shielding factor.

Now, we want to compare directly the results for the column
density and the shielding factor based on the two implementations.
In Fig. 6, we display the column densities of the simulations with
the Jeans approximation and the TREECOL approach. These column
densities are calculated self-consistently during the run and are
therefore not directly comparable. However, we already see that
the column densities in the isothermal case remain under 1016 cm−2

and that, for smaller values of JLW, the column density increases
already for lower densities. To be able to directly compare the effect
of the two different approaches, we use one snapshot of the sim-
ulations based on TREECOL and determine the corresponding Jeans
column densities by post-processing the data. The comparison of
these column densities is given in Fig. 7. In the isothermal case,
the column densities remain below 1016 cm−2 and in this regime,
the Jeans approximation overestimates the column densities by ap-
proximately one order of magnitude. Consequently, the shielding
in this regime is more efficient with the Jeans approximation, and
we need a higher LW background to obtain an isothermal collapse.

Figure 4. Plots of the maximal column density for each Voronoi cell NH2(1)
as a function of the mean H2 column density averaged over the remaining
47 pixels NH2(〈2: 48〉), colour-coded by the radius. In the top panel, we
show the results for halo C and a flux of JLW = 103 < Jcrit and in the lower
panel for the same halo but with JLW = 104 > Jcrit. This plot illustrates
the huge directional dependence of the column densities, because for one
Voronoi cell, the column densities in different directions vary by up to 10
orders of magnitude. Interestingly, we can also see the more spherically
symmetric collapse structure in the isothermal case (lower panel), because
the plot converges towards the diagonal for small radii, indicating that the
column densities are distributed isotropically close to the centre. Whereas
in the upper panel, the angular distribution of column densities remains
anisotropic even in the central region.

For column densities above 1016 cm−2, the Jeans approximation
underestimates the values. We find that these regions, where the
Jeans approximation underpredicts the column densities are the
lower density regions between the clumps (compare e.g. with the
lower panel in Fig. 1). In this low-density environment, the Jeans
approximation sees only the local gas conditions and predicts a
rather small column density, whereas TREECOL is able to capture
the nearby high-density clumps with high H2 fractions. Conse-
quently, TREECOL (correctly) yields higher column densities in this
regime. However, this underestimation does not affect the value of
Jcrit, because we only get H2 column densities significantly above
1016 cm−2 in haloes where JLW < Jcrit and where the gas can undergo
runaway cooling. Phrased differently, this underestimation by the
Jeans approximation at higher column densities is a consequence of
the runaway H2 cooling and the subsequent fragmentation and not its
trigger.

There are two obvious reasons why TREECOL yields lower effective
column densities. First of all, it takes into account the 3D distribution
of the matter and the declining density radially outwards, whereas
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Figure 5. Self-shielding factor for Halo C with the TREECOL approximation
and JLW = 103 < Jcrit, colour-coded by the gas temperature. This plot illus-
trates the directional dependence of the self-shielding factor. In our simula-
tion, we determine individually the self-shielding factors for the 48 different
directions and average them afterwards (horizontal axis of this plot). On
the vertical axis, we see the self-shielding factor for exactly the same sim-
ulation output, but here, we first average the 48 different column densities
for each fluid element and calculate the self-shielding factor based on this
one averaged column density. The proper direction-dependent treatment of
the H2 self-shielding generally yields a less efficient shielding against LW
radiation. This discrepancy is smaller for temperatures of a few hundred K.

Figure 6. Molecular hydrogen column density as a function of the density
of hydrogen nuclei for halo C. For the TREECOL runs, we plot the median col-
umn density over the 48 pixels in order not to be biased by one dominating
direction. The values of the column density are calculated self-consistently
during the simulation. Hence, they are not directly comparable for the two
different approaches because the structure of the cloud might be different.
However, we can already see important similarities such as a threshold col-
umn density of about 1016 cm−2 above which strong self-shielding enables
the formation of sufficient H2 to cool the cloud efficiently.

the Jeans approximation assumes a constant density within one
Jeans length and hence generally overestimates the gas number
density. Secondly, only fluid elements within a certain velocity range
contribute to the effective column density in TREECOL , which again
reduces the value of the column density. Wolcott-Green et al. (2011)
have already pointed out that the Jeans approximation generally
overestimates the column densities in a static, isothermal slab of
gas. Our treatment of the relative velocities further increases this
effect.

We can see the same trend for the self-shielding factors in Fig. 8.
In the case of an isothermal collapse, the TREECOL methods yields
always higher values for the shielding factor and therefore a less
efficient shielding against the LW background. Consequently, a
smaller value of Jcrit provides already enough photodissociating
radiation to keep the collapse isothermal.

Figure 7. Direct comparison of the H2 column densities for the two dif-
ferent approaches. The data presented here is based on an output of halo
C simulated with TREECOL , and the corresponding column densities based
on the Jeans approximation are calculated based on the output file. Again,
we use the median over the 48 pixels for the column densities based on
TREECOL . For column densities below 1016 cm−2, the Jeans approximation
yields column densities that are higher by about one order of magnitude.

Figure 8. Direct comparison of the self-shielding factors for the two dif-
ferent approaches. The data presented here is based on haloes simulated
with TREECOL and the corresponding Jeans column densities are calculated
based on the output files. In the isothermal regime (long-dashed lines), the
TREECOL approximation yields higher self-shielding factors and therefore
provides a less efficient shielding against the external photodissociating
radiation field.

3.3 Impossibility of a simple correction factor

Although TREECOL is computationally efficient, it would be good
if there is a simple correction formula to the Jeans approxima-
tion that is able to reproduce the self-shielding results obtained
from TREECOL at least to some degree. The aim would be to find
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an updated version of equation (7) that uses the column densities
NH2 = nH2LJ based on equation (9). As a start, we can impose the
velocity criterion from equation (8) on the matter included in the
calculation of the effective H2 column density. This changes the de-
pendence of the self-shielding factor on the thermal velocity, which
is expressed by the exponent α in equation (7). Hence, we try to
fit the results obtained with TREECOL with the free parameter α∗ but
with the column densities determined with the Jeans approximation
as an input:

fsh(NH2,TreeCol)α=1.1 = fsh(NH2,Jeans)α∗ . (11)

However, this exponent varies with a huge scatter between the dif-
ferent haloes and with the various strengths of the background
radiation. For example, for halo C we find α∗ = 0.6 for JLW = 2400
and α∗ = 1.2 for JLW = 4000, although both collapse isothermally.
Most other values are distributed in the range 0.7 < α∗ < 1.1, which
illustrates that it is not possible to find a simple correction factor to
reproduce the results by TREECOL . This is mainly based on the fact
that a proper determination of the self-shielding factor has to take
into account the 3D structure of the density and velocity field, as we
have seen before. Since the Jeans approximation is only based on
local quantities, it cannot capture this structure and consequently
fails at reproducing the self-shielding factors.

3.4 Effect of damping wings

So far, we assumed that only matter in a certain velocity range
contributes to the self-shielding of H2, because for larger relative
velocities the spectral lines are Doppler-shifted too far from the
core. As already mentioned in Section 2.2, this picture changes for
higher column densities, where the contribution of the damping
wings becomes important and different lines can self-shield each
other (Black & Dalgarno 1977; Draine & Bertoldi 1996). This
effective broadening of spectral lines makes relative velocities less
important and the total H2 column density then contributes to self-
shielding. The original self-shielding formula by Draine & Bertoldi
(1996), equation (7) in Section 2.2, already included these two
contributions, where the first term corresponds to shielding from
the cores of individual lines, and the second term represents the
effect of overlapping damping wings, which are not affected by
relative velocities. Gnedin & Draine (2014) propose a correction to
the self-shielding factor of the form:

fsh = 0.965

(1 + x1/b5)α
+ 0.035

(1 + x2)0.5
exp

[
− (1 + x2)0.5

1180

]
, (12)

where x1 = NH2,treecol/5 × 1014 cm−2 is the effective H2 column
density and x2 = NH2,total/5 × 1014 cm−2 is the total H2 column
density. Gnedin & Draine (2014) use the exponent α = 2 based on
the original work by Draine & Bertoldi (1996), whereas we apply
the more recent value α = 1.1 by Wolcott-Green et al. (2011).

We investigate the impact of the damping wings by determin-
ing the total H2 column densities. To do so, we post process the
snapshots of haloes C with TREECOL and compare them to the
effective column densities (Fig. 9). The total column density is
higher by up to several orders of magnitude. Especially around
NH2,treecol � 1016 cm−2, we see that the total column density is much
larger than the effective one. This excess is created by the hot gas
that falls towards the centre and has therefore a high relative ve-
locity with respect to these central cold and dense gas clumps.
Consequently, the velocity criterion excludes a large contribution,
and the total column density is significantly higher than the effec-
tive one in this regime. In any case, this comparison strengthens the

Figure 9. Total H2 column density as a function of the effective H2 col-
umn density colour-coded by the gas temperature for halo C with
JLW = 1000 < Jcrit. For the effective column density, we impose the ve-
locity criterion of equation (8), and only matter fulfilling this criterion is
included. The excess at NH2,treecol � 1016 cm−2 is created by the hot gas,
which falls on to the cold and dense gas clumps and has therefore a high
relative velocity. Hence, the velocity criterion excludes a lot of matter, and
the total column density is significantly higher in this regime.

importance and illustrates the influence of the velocity criterion on
the determination of the column densities for self-shielding.

We now use these two column densities and determine the
self-shielding factors with equation (12) and compare them to
the previously used values based on equation (7). In the case of
JLW = 104 > Jcrit, the effective and the total column densities remain
below ∼1016 cm−2, and the contribution of damping wings is neg-
ligibly small: the mean deviation between the self-shielding factors
is 0.24 per cent with a maximal discrepancy of 0.60 per cent. This is
due to the fact that the main contribution to the self-shielding in this
regime comes from the cores of individual lines and hence, from
the first term in equation (12). For the case with JLW = 103 < Jcrit,
we have a higher H2 abundance and consequently higher H2 col-
umn densities. Here, the self-shielding factors differ on average by
2.2 per cent with a maximal deviation of 5.3 per cent. Hence, we
conclude that the contribution of the damping wings to the self-
shielding is negligibly small in our scenario, compared to other
effects and approximations. In particular, it seems not to affect the
determination of Jcrit, because this effect only becomes important,
once the runaway H2 production has already set in.

3.5 Mass infall rate

The main quantity that determines if an SMS and hence a seed
of an SMBH forms is the mass infall rate Min, which has to be
above Min � 0.1 M� yr−1 (Begelman 2010; Hosokawa et al. 2013;
Latif et al. 2013a; Schleicher et al. 2013; Ferrara et al. 2014). An
isothermally collapsing cloud at T � 104 K is a sufficient criterion
to provide the necessary mass infall rates, but is this criterion also
necessary? To study this question, and to see if the H2 self-shielding
implementation induces any difference, we analyse the mass infall
rate for the different haloes and methods. Assuming a spherically
symmetric cloud, we determine the mass infall rate by

Min = 4πr2|vr|ρ, (13)

where r is the distance from the densest point, vr is the radial veloc-
ity, and ρ is the gas density. We average the radial velocity and the
gas density over spherical shells. However, we note that the mass
infall rate is generally not spherically symmetric and neither is it
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Figure 10. Radial profiles of the mass infall rates averaged over the
last ∼105 yr of the collapse. Simulations with JLW < Jcrit are shown with
short-dashed lines and those with JLW > Jcrit are shown with long-dashed
lines. The black line at Min = 0.1 M� yr−1 represents the theoretical thresh-
old above which the formation of an SMBH seed is possible. Generally, the
mass infall rates are higher in the case of an isothermal collapse and es-
pecially in the central regions, the mass infall rates fall significantly below
0.1 M� yr−1 for JLW < Jcrit.

constant in time. We therefore take the mean over the last ∼105 yr
of evolution to obtain a reasonably smooth and well-defined value
(Fig. 10). The mass infall rates in the isothermal collapse scenarios
are in the range 0.1 M�� yr−1 � Min � 1 M� yr−1 and tend to be
higher than those in the cases with JLW < Jcrit. Especially in the
central ∼10 pc, only the isothermal clouds are able to provide mass
infall rates above 0.1 M� yr−1, which are necessary for the forma-
tion of SMBH seeds. As we have seen before, the self-shielding
method influences the value of Jcrit, but if we now compare the
regimes below and above Jcrit separately for both approaches, we
do not see any clear systematic difference that is induced by the
choice of the self-shielding method.

Assuming that approximately one Jeans mass per free fall time
falls towards the central region, the mass accretion rate is given by

Ṁ = c3
s

G
∝ T 3/2, (14)

Figure 11. Map of the average number density of hydrogen nuclei along
the line of sight for halo C with the TREECOL approach at the moment of
collapse (z ∼ 15.1). The background flux is JLW = 3 × 103 > Jcrit and in
contrast to Fig. 1, we can see no indication for gas fragmentation but a rather
smooth, approximately spherically symmetric accretion towards the centre.

where cs is the sound speed and G the gravitational constant. Con-
sequently, the accretion rate is higher for hotter gas, such as in the
isothermally collapsing cloud that retains temperatures of ∼104 K
during the collapse. Moreover, the Jeans mass drops with the tem-
perature and the gas is more susceptible to fragmentation in the case
of efficient H2 cooling (see e.g. Clark et al. 2011a,b). Once cooling
becomes efficient and the gas temperature falls, the cooling time
becomes shorter than the local free fall time and the gas can locally
contract, before the cloud globally collapses. The resulting clumpy
structure can be seen in Fig. 1, whereas the spatial structure of the
isothermal collapse is illustrated in Fig. 11. This smooth, almost
spherically symmetric structure without signs of fragmentation en-
ables higher gas infall rates, which leads to the formation of an SMS
which then collapses to an SMBH seed. However, one should keep
in mind that the different mass infall rates for scenarios below and
above Jcrit are just a trend and also the threshold of 0.1 M� yr−1

is only a rough estimator with other proposed values between 0.01
and 1 M� yr−1 (Begelman 2010; Hosokawa et al. 2012; Schleicher
et al. 2013; Ferrara et al. 2014). We find Min < 0.1 M� yr−1 also
for the isothermal collapse and vice versa. A value of 0.6 M� yr−1

seems to discriminate between the two collapse regimes: all isother-
mally collapsing clouds yield accretion rates above this value, but
only one out of eight clouds with JLW < Jcrit reaches this accretion
rate.

Recently, Latif & Volonteri (2015) study the infall rates in atomic
cooling haloes in greater detail. As in our study, they find that it
is not always necessary to completely suppress H2 formation to
obtain sufficiently large infall rates to form an SMS. Moreover,
they detect a rotationally supported structure in the central parsec,
but this rotational support does not halt the collapse and still enables
infall rates of ∼0.1 M� yr−1. For a more detailed discussion of this
topic, we refer the interested reader to Latif & Volonteri (2015).

4 C AV EATS

The attempt to find one universal value of Jcrit is rather artificial,
because the relevant physical processes are too complex to be sum-
marized in one simple number that decides whether we form an
SMBH seed or not. Recently, Agarwal et al. (2015) study the value
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Figure 12. Temperature profiles for halo C using the Jeans approximation,
where the green long-dashed curve represents an additional run with a two
times higher spatial resolution. This should be compared to the red short-
dashed curve, which represents a run with the normal resolution and the same
background flux. The blue dotted curve shows the profile for the same halo
with normal resolution but a higher LW flux. All curves show an isothermal
collapse, but the differences induced by a different background radiation are
larger than those induced by a higher resolution.

of Jcrit using one-zone models with a more realistic spectral energy
distribution for the external radiation and show that Jcrit is not one
fixed value, but rather a range spanning more than three orders
of magnitude. Moreover, we can also have sufficiently high mass
infall rates to form an SMS even for JLW < Jcrit. Although the con-
cept of one universal threshold Jcrit is questionable in the formation
scenario of SMBH seeds, it is a convenient quantification to study
the influence of different physical processes on the direct collapse
scenario.

4.1 Stellar spectrum

One should keep in mind that we use the T5 spectrum to study the
effect of H2 self-shielding (Section 2.2). This is an accurate approx-
imation for stars with a characteristic mass of ∼100 M�, but subse-
quent stellar populations are believed to have softer stellar spectra
and might therefore yield a lower value of Jcrit (Sugimura et al. 2014;
Agarwal & Khochfar 2015; Agarwal et al. 2015). However, Latif
et al. (2015) show that the value of Jcrit only weakly depends on the
adopted radiation spectra in the range 2 × 104 K ≤ Trad ≤ 105 K.

4.2 Resolution

To test the resolution, we also perform one simulation with a better
mass resolution. In our standard approach, we resolve the local
Jeans mass by 66 Voronoi cells, which correspond to a spatial
resolution of � 0.1pc. For the high-resolution run, we increase
the mass resolution by a factor of 8, which doubles the spatial
resolution. The comparison can be seen in Fig. 12. The run with a
higher spatial resolution yields the same temperature profile as the
run with the normal resolution. Hence, we can conclude that our
normal resolution is high enough to properly resolve the collapse,
and our results are not sensitive to the numerical resolution.

4.3 Photochemistry

The Wolcott-Green et al. (2011) self-shielding function that we use
here is intended for use when the H2 is rotationally hot and not
only the lowest rotational levels are populated. This is a reasonable
approximation for densities n � 103–104 cm−3, but at lower densi-
ties we would expect most of the H2 molecules to be in the J = 0

or J = 1 levels, and in this regime the Wolcott-Green et al. (2011)
self-shielding function will underestimate the effectiveness of H2

self-shielding. The effect of this on Jcrit is unclear, and we intend
to investigate this further in future work. In addition, our current
treatment of the shielding of H2 does not account for absorption
by the Lyman series lines of atomic hydrogen (Haiman, Rees &
Loeb 1997). Wolcott-Green & Haiman (2011) show that shielding
of H2 by atomic hydrogen becomes important for column densities
of NH > 1023 cm−2. Including this effect may yield larger values
for Jcrit and may hence exacerbate the difference between the Jeans
approximation results and the results derived using TREECOL.

5 C O N C L U S I O N S

We have implemented a new method for the determination of H2 col-
umn densities in the 3D moving mesh code AREPO and used it to
study the effect of an improved treatment of H2 self-shielding on
the ‘direct collapse’ scenario. In a comparison to the previously
used Jeans approximation, we find that the effective column densi-
ties are generally smaller with our new method, and the necessary
LW background flux to suppress efficient H2 cooling is lower by a
factor of about 2. More precisely, we find Jcrit � 2000 with our new
approach compared to Jcrit � 4000 with the Jeans approximation.
The main reason for this difference is the large directional depen-
dence of the self-shielding factor that cannot be captured with 1D
methods. Because the detailed morphological and kinematic struc-
ture of the cloud matters a lot for the determination of the effective
column density, it is also not possible to find a simple correction
factor that might reproduce the results based on TREECOL.

Following Inayoshi & Tanaka (2014), the density of possible
direct collapse black hole formation sites scales with nDCBH ∝ J−5

crit
for JLW > 103. Consequently, the factor of 2, by which Jcrit is lower
with our new self-shielding approach, leads to a number density
of direct collapse black holes in the early Universe that is about
32 times higher than previously expected. Although the number of
expected direct collapse black holes is significantly higher with our
new method, the value of Jcrit � 2000 is still too high to explain the
number density of SMBH at redshift z � 6 of nSMBH = 10−9 Mpc−3

(comoving units) only by the isothermal direct collapse scenario.
Even under optimistic assumptions, Jcrit has to be smaller than 1000
to explain the observed number density (see e.g. Dijkstra, Ferrara
& Mesinger 2014; Inayoshi & Tanaka 2014).
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