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ABSTRACT
We study the correlations of the shear signal between triplets of sources in the Canada–France–Hawaii Telescope Lensing Survey (CFHTLenS) to probe cosmological parameters via the matter bispectrum. In contrast to previous studies, we adopt a non-Gaussian model of the data likelihood which is supported by our simulations of the survey. We find that for state-of-the-art surveys, similar to CFHTLenS, a Gaussian likelihood analysis is a reasonable approximation, albeit small differences in the parameter constraints are already visible. For future surveys we expect that a Gaussian model becomes inaccurate. Our algorithm for a refined non-Gaussian analysis and data compression is then of great utility especially because it is not much more elaborate if simulated data are available. Applying this algorithm to the third-order correlations of shear alone in a blind analysis, we find a good agreement with the standard cosmological model: $\sigma_8 = \sigma_8(\Omega_m/0.27)^{0.64} = 0.79^{+0.08}_{-0.11}$ for a flat $\Lambda$ cold dark matter cosmology with $h = 0.7 \pm 0.04$ (68 per cent credible interval). Nevertheless our models provide only moderately good fits as indicated by $\chi^2/dof = 2.9$, including a 20 per cent rms uncertainty in the predicted signal amplitude. The models cannot explain a signal drop on scales around 15 arcmin, which may be caused by systematics. It is unclear whether the discrepancy can be fully explained by residual point spread function systematics of which we find evidence at least on scales of a few arcmin. Therefore we need a better understanding of higher order correlations of cosmic shear and their systematics to confidently apply them as cosmological probes.
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1 INTRODUCTION
The statistics of the distribution of matter on large cosmological scales, when combined with other cosmological probes, is a powerful tool to discriminate between different cosmological models (e.g. Dodelson 2003; Laureijs et al. 2011). Gravitational lensing is a technique to assess the mass distribution in the Universe in a way that is independent of the exact nature of dark matter and its dynamical state (Bartelmann & Schneider 2001, for an extensive review). One of the consequences of gravitational lensing is cosmic shear, which we statistically infer from correlations between shapes of distant galaxies (see Schneider 2006; Kilbinger 2014, for a recent review on weak gravitational lensing). The correlations between
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shapes of galaxy pairs give a measurement of the projected matter density power spectrum, which in turn constrains the geometry of the Universe and the growth of structure.

The most recent cosmological constraints from cosmic shear are reported by Fu et al. (2014, hereafter F14), Kilbinger et al. (2013), Kitching et al. (2014), Benjamin et al. (2013), and Heymans et al. (2013) where the authors analyse the latest data release by the Canada–France–Hawaii Telescope Lensing Survey (CFHTLenS) team.1 This lensing catalogue builds upon the Canada–France–Hawaii Telescope Legacy Survey (CFHTLS), which represents together with the Red Cluster Sequence Lensing Survey2 the state-of-the-art of gravitational lensing surveys from the ground. A preliminary weak lensing analysis of the CFHTLS has been presented earlier in Hoekstra et al. (2006), Semboloni et al. (2006), Benjamin et al. (2007), and Fu et al. (2008). Since then, however, the CFHTLenS data have significantly improved in terms of the characterization of the residual systematics and the estimation of galaxy redshifts, making the full scientific potential of weak lensing a reality (Heymans et al. 2012; Hildebrandt et al. 2012; Erben et al. 2013; Gillis et al. 2013; Simon et al. 2013; Simpson et al. 2013; van Waerbeke et al. 2013; Velander et al. 2014).

While current studies mainly focus on the two-point correlations in the cosmic shear field, higher order statistics contain more information, and this can improve constraints on cosmological models (Bernardeau, van Waerbeke & Mellier 1997, 2003; van Waerbeke, Bernardeau & Mellier 1999; Schneider & Lombardi 2003; Takada & Jain 2003; Kilbinger & Schneider 2005; Schneider, Kilbinger & Lombardi 2005; Bergé, Amara & Réfrégier 2010; Vafaei et al. 2010; Kayo, Takada & Jain 2013). For the ongoing wide field surveys, such as the Kilo Degree Survey (KiDS),3 the Dark Energy Survey (DES),4 the Hyper Suprime-Cam survey (HSC),5 and future surveys such as the Large Synoptic Survey Telescope (LSST)6 and Euclid,7 the statistical power of the three-point shear statistics alone is comparable to that of two-point shear statistics (Vafaei et al. 2010; Kayo et al. 2013). Therefore, prospects on obtaining cosmological information from third-order shear statistics are high.

On the observational side, early attempts to measure the three-point shear statistics were carried out by Pen et al. (2003) and Jarvis, Bernstein & Jain (2004). These two studies were performed using small data sets and shape measurement algorithms that are not as robust as algorithms today. While in both studies a signal was detected, the results were strongly affected by residual point spread function (PSF) systematics. More recently, Semboloni et al. (2011) used high-quality space-based data, the Hubble Space Telescope (HST)/Cosmic Evolution Survey (COSMOS) data set, to perform a measurement of three-point shear statistics that did not show evidence of residual systematics; however, the analysis was limited to 1.6 deg2 of the COSMOS data. The latest successful measurements of third-order shear statistics have been performed by F14 and van Waerbeke et al. (2013) based on the CFHTLenS data set. These two different approaches, shear correlation functions and moments in the reconstructed lensing mass map, are complementary and are sensitive to different residual systematics.

1 http://www.cfhtlens.org
2 http://www.rcsclens.org
7 http://sci.esa.int/euclid (Laureijs R. et al. 2011).

The interpretation of these statistics is still plagued and possibly limited by theoretical uncertainties. A correct interpretation of this signal can only be performed by accurately modelling the evolution of the matter bispectrum in the non-linear regime. Analytical fitting formulae such as Scoccimarro & Couchman (2001) are only accurate at the 10–20 per cent level (van Waerbeke et al. 2001; Semboloni et al. 2011; Harnois-Dérap, Vafaei & van Waerbeke 2012). Alternative approaches based on the halo model also have a limited accuracy (Valageas & Nishimichi 2011a,b; Kayo et al. 2013).

Moreover, other phenomena are expected to affect the measured signal, such as baryonic physics in the non-linear regime, intrinsic alignments (IAs) of source galaxies, and source–lens clustering. These phenomena have not yet been extensively studied and are uncertain (Hamana et al. 2002; Semboloni et al. 2008, 2011; F14; Harnois-Dérap et al. 2014).

Improvements of both the theoretical cosmological models and the reduction of systematics in observational data are only two pillars of a successful exploitation of the plentiful cosmological information in the higher order shear statistics. The success will also depend on realistic models of statistical uncertainties in the shear correlation estimators. For this, a Gaussian likelihood is typically used in the statistical analysis, such as in F14, whereas at least for second-order cosmic shear statistics there is evidence in favour of more complex models (Hartlap et al. 2009; Keitel & Schneider 2011; Sato, Ichiki & Takeuchi 2011; Wilking & Schneider 2013). For this paper, we hypothesize that a Gaussian model for the data likelihood of third-order shear correlations possibly yields biased results for cosmological parameters. We motivate this by our observation in Section 4 that the distribution of the estimates in simulations of the CFHTLenS data exhibits a non-Gaussian distribution on angular scales of around 10–30 arcmin, violating the assumption of Gaussian noise. To test our hypothesis for CFHTLenS data we compare the cosmological constraints obtained from measurements of the third moment of the aperture mass when based on Gaussian versus non-Gaussian likelihoods (Schneider et al. 1998, 2005). The CFHTLenS data are briefly summarized in Section 2. Our first analysis uses a commonly used Gaussian likelihood as in F14, whereas the second analysis uses a non-Gaussian model. Our estimator of the third-order shear statistics is detailed in Section 3. For the cosmology, we assume a flat Λ cold dark matter (ΛCDM) model with the matter density parameter Ωm and the amplitude of fluctuations in the matter density field σ8 as free parameters; a flat ΛCDM model is strongly supported by recent constraints from the cosmic microwave background (CMB; Komatsu et al. 2009; Planck Collaboration XVI 2014). Based on our new technique in Section 5, we construct the non-Gaussian likelihood from a set of simulated measurements. We present the results in Section 6 and discuss them in Section 7. In comparison to the two-point systematics analysis of Heymans et al. (2012, hereafter H12), we perform new tests for third-order shear systematics of CFHTLenS that we present in Section 4.2 and in Appendix A.

2 DATA

2.1 CFHTLenS

The CFHTLS-Wide survey area is divided into four independent fields (W1, W2, W3, W4), with a total area of 154 deg2, observed in the five optical bands u′, g′, r′, i′, z′. Each field is a mosaic of several MEGACAM fields, called pointings. More details about the data set itself are given in Erben et al. (2013). The procedure for the shape measurements using LENSFIT can be found in Miller et al. (2007,
The source redshift distribution $p_z(z)$ obtained by stacking the probability densities of all galaxies with $0.2 < z_{\text{phot}} < 1.3$ and $i < 24.7$, weighted by the LENSFIT weight $w$. This distribution is used here to construct a forecast of the cosmological shear signal for a WMAP5 cosmology.

2.2 Clone simulations of CFHTLenS

The CFHTLenS clone is a mock survey in which the lensing signal obtained from $N$-body simulations is known, and the observational properties, such as galaxy position, ellipticity, magnitude, weight, are included such that the clone’s are consistent with the data. In this paper, we use the CFHTLenS clone for various purposes. A thorough description of the dark-matter-only simulations can be found in Harnois-Déraps et al. (2012). These simulations have been constructed using the 5-year Wilkinson Microwave Anisotropy Probe (WMAP5)+ supernovae (SN)+ baryon acoustic oscillations (BAO) cosmology: $\{\Omega_m, \Omega_b, n, h, \sigma_8\} = \{0.279, 0.721, 0.046, 0.96, 0.701, 0.817\}$ (Komatsu et al. 2009).

Starting at an initial redshift of 200, the mass density in the simulation box is sampled at 26 different redshifts between $z = 3$ and 0. The density fields are collapsed along one of the Cartesian axes, and the resulting series of planes are used to generate shear, convergence, and mass maps inside the light cone. The 184 independent line-of-sights cover an area of 12.84° each and have been populated with sources using the same redshift distribution and galaxy density as in the CFHTLenS observations.

The clone does not include density fluctuations larger than the simulation box, and this is known to affect the covariance estimated from these simulated maps. These missing supersurvey modes propagate in many ways in the shear covariance (Li, Hu & Takada 2014). Our measurement, however, is very weakly impacted by these for two reasons. First, our shear aperture statistics uses only aperture scales up to 30 arcmin, which is well below the maximum usable scale of 70 arcmin. This makes the finite support effect described in Harnois-Déraps & van Waerbeke (2014) at most a 5% percent deficit on the error bar of the largest angles. Second, we must also examine the contribution from the halo sampling variance, beat coupling and dilation, which causes the small-scale clustering variance to be underestimated (Hamilton, Rimes & Scoccimarro 2006; Rimes & Hamilton 2006). As summarized in Harnois-Déraps & van Waerbeke (2014), the maximum Mpc miss about 90% of the non-Gaussian part of the variance at $z = 0$. We can expect that the clone misses even more due to the smaller size of the box. However, weak lensing projects many scales on to the same angular measurement, which dramatically decreases the non-Gaussian contribution to the error bar. In this case, the most important contribution to the supersample covariance comes from the halo sampling variance, which peaks at small scales. As argued in Kilbinger et al. (2013), this causes the small-scale covariance to be underestimated by less than 10 per cent, hence we do not explicitly correct for supersurvey modes in the clone.

3 THREE-POINT SHEAR STATISTICS

3.1 Definition of statistics

In this section, we briefly outline the relation between cosmic shear and the statistics of the matter density fluctuation. The matter density field at comoving position $x$ and redshift $z$ is $\rho(x; z) = \tilde{\rho}(z)[1 + \delta(x; z)]$, where $\delta$ is the density contrast and $\tilde{\rho}(z)$ the average density at redshift $z$. The power spectrum $P(k; z)$ and the bispectrum $B(k_1, k_2, k_3; z)$ are defined by the correlators

$$\langle \delta(k_1; z) \tilde{\delta}(k_2; z) \rangle = (2\pi)^3 \delta_D(k_1 + k_2) P(k_1; z)$$

(1)

and

$$\langle \delta(k_1; z) \delta(k_2; z) \delta(k_3; z) \rangle = (2\pi)^3 \delta_D(k_1 + k_2 + k_3) B(k_1, k_2, k_3; z)$$

(2)

of the Fourier transform $\tilde{\delta}(k; z)$ of the density contrast $\delta$ for the three-dimensional (3D) wavenumber $k$, at redshift $z$.

We apply a flat-sky approximation in the following. Let $x_\perp$ be the two-dimensional (2D) vector that we obtain by projecting $x$ on to the tangential plane on the celestial sphere that is defined by the line-of-sight direction; the $x$- and $y$-coordinates of $x_\perp$ are $x$ and $y$, respectively. The complex shear $\gamma = \gamma_1 + i\gamma_2$ and the convergence $\kappa$ at angle $s$ are both functions of the second-order derivatives of the gravitational potential $\phi(x_\perp)$ at $x_\perp := s f_k(\gamma)$ with $f_k(\gamma)$ being
the comoving angular diameter distance at radial distance $\chi = |x|$. Following Schneider et al. (1998) we find at angle $s$ in the tangential plane:

\[ \kappa(s) = \frac{3\Omega_m H_0^2}{2c^2} \int_0^{\chi} dx \frac{g_x(\chi) f_k(\chi)}{a(\chi)} (\partial_x^2 + \partial_y^2) \phi(\chi; \chi), \]

\[ \gamma_0(s) = \frac{3\Omega_m H_0^2}{2c^2} \int_0^{\chi} dx \frac{g_x(\chi) f_k(\chi)}{a(\chi)} (\partial_x^2 - \partial_y^2) \phi(\chi; \chi), \]

where $H_0$ is the Hubble constant, $\Omega_m$ is the matter density parameter, $c$ is the vacuum speed of light, $a$ is the cosmological scale factor, $\chi_0$ is the size of the Hubble horizon, and $p_x(\chi)d\chi$ in

\[ g(x) := \int_x^{\chi} dx \frac{p_x(\chi') f_k(\chi' - x)}{f_k(\chi')} \]

describes the distribution of sources per distance interval $d\chi$, or per redshift interval in the case of $p_z(z)dz$.

In the weak lensing regime of cosmic shear, we find $\kappa \ll 1$ and $|\gamma| \ll 1$ such that the observable galaxy ellipticity $\epsilon = \epsilon_1 + i \epsilon_2$ becomes an unbiased estimator of the galaxy shear to first approximation, i.e. $\langle \kappa \rangle = \gamma$. In addition, by assuming that galaxies are randomly oriented intrinsically, the Fourier transform of the angular correlation $\langle \epsilon_1, \epsilon_2 \rangle = \langle \gamma, \gamma^* \rangle = (\kappa, \kappa \ell)$ between the ellipticities of pairs of galaxies $i, j$ can be interpreted as a direct measure of the matter power spectrum in projection on the sky,

\[ P_\kappa(\ell) = P_\gamma(\ell) = \frac{9\Omega_m^2 H_0^4}{4c^4} \int_0^{\chi} dx \frac{g_x^2(\chi)}{a^2(\chi)} P \left( \frac{\ell}{f_k(\chi)} ; z(\chi) \right). \]

By $\gamma^*$ we denote the complex conjugate of $\gamma$. The angular power spectrum $P_\gamma(\ell)$ of $\kappa$ is defined by

\[ \langle \hat{\kappa}(\ell_1) \hat{\kappa}(\ell_2) \rangle = (2\pi)^2 \delta_0(\ell_1 + \ell_2) P_\kappa(\ell_1) \]

for the angular wavenumber $\ell$.

A similar relation exists between the angular bispectrum $B_\kappa$ of $\kappa$,

\[ \langle \hat{\kappa}(\ell_1) \hat{\kappa}(\ell_2) \hat{\kappa}(\ell_3) \rangle = (2\pi)^3 \delta_0(\ell_1 + \ell_2 + \ell_3) B_\kappa(\ell_1, \ell_2, \ell_3) \]

attainable through the correlation of three galaxy ellipticities, and the projected matter bispectrum

\[ B_\kappa(\ell_1, \ell_2, \ell_3) = \frac{2 \Omega_m^2 H_0^4}{8 \pi^6} \int_0^{\chi} dx \frac{g_x(\chi)}{f_k(\chi)} \alpha^3(\chi) \times B \left( \frac{\ell_1}{f_k(\chi)} ; \ell_2 f_k(\chi), \ell_3 f_k(\chi) ; z(\chi) \right) \]

(Bernardeau et al. 1997; Schneider et al. 1998). In contrast to second-order statistics, four independent correlation functions of the third-order statistics can be defined. We utilize the representation of the correlator in terms of its natural components as advocated by Schneider & Lombardi (2003). Let $r, r + s$, and $r + t$ be the angular positions of three galaxies, while $\alpha$ denotes the angle between the $x$-axis and $s$. The natural components are then given by

\[ \Gamma_0(s, t') = \langle \gamma(r) \gamma(r + s) \gamma(r + t)e^{-2iu_0} \rangle, \]

\[ \Gamma_1(s, t') = \langle \gamma^* \gamma(r) \gamma(r + s) \gamma(r + t)e^{-2iu_0} \rangle, \]

\[ \Gamma_2(s, t') = \langle \gamma(r) \gamma^* \gamma(r + s) \gamma(r + t)e^{-2iu_0} \rangle, \]

\[ \Gamma_3(s, t') = \langle \gamma(r) \gamma(r + s) \gamma^* \gamma(r + t)e^{-2iu_0} \rangle, \]

where $s = \sqrt{ss'}$ and $t' = ts'/s$. In equations (11)-(14), the ensemble averages are performed over triangles invariant under translation and rotation. These triangles can hence be characterized by three real-valued variables $\gamma$ and $t' = t' + u'_0$. The component $\Gamma_0$ is invariant under a parity transformation, whereas $\Gamma_{1,2,3}$ are not (Schneider & Lombardi 2003).

For our analysis, we integrate the natural components to obtain an alternative third-order statistic of shear, the third moment of the aperture mass (Schneider et al. 1998),

\[ M_{ap}(\theta) = \int d^2 r U_{ap}(\gamma) \kappa(r), \]

for an aperture filter $U_{ap}(\gamma)$ and a triplet $(\theta_1, \theta_2, \theta_3)$ of aperture radii,

\[ \langle M_{ap}^3(\theta_1, \theta_2, \theta_3) \rangle = \frac{1}{(2\pi)^3} \int d^2 r_1 d^2 r_2 U_{ap}(\gamma(r_1)) \kappa(r_1) \]

(Pen et al. 2003; Jarvis et al. 2004; Schneider et al. 2005). Roughly speaking, $M_{ap}(\theta)$ is the $U_{ap}$-smoothed convergence field at $r = 0$, and $(M_{ap}^3(\theta_1, \theta_2, \theta_3))$ is the $U_{ap}$-smoothed version of the correlator $\langle \kappa(t_1) \kappa(t_2) \kappa(t_3) \rangle$, which is a measure of the projected matter bispectrum in equation (10). In particular, by choosing an exponential aperture filter as in van Waerbeke (1998),

\[ U_{ap}(\gamma) = \frac{1}{(2\pi)^2} \left( 1 - \frac{\gamma^2}{\sigma^2} \right) e^{-\gamma^2/2\sigma^2}, \]

the relation between three-point correlation functions and the third moment of $M_{ap}$ is relatively simple. Note that our filter has been rescaled by $\sqrt{2/\pi}$ in comparison to van Waerbeke (1998). Our filter peaks at $\sigma = 1.5$ which is approximately 4862 $\theta/\pi$ in wavenumber space.

3.2 Model of the matter bispectrum

Equations (9), (10), and (16) establish an explicit relation between $B(k_1, k_2, k_3; z)$ and the third moment $M_{ap}^3$. Thus, in order to predict $M_{ap}^3$ we need to model the bispectrum of matter fluctuations. It is important that the bispectrum model captures the mode coupling beyond perturbation theory, since our CFHTLenS measurements are probing the non-linear regime of $k \sim 0.1-10 h \text{Mpc}^{-1}$. To this end, we employ the bispectrum fit of Scoccimarro & Couchman (2001, hereafter SC01). The work of SC01 produced an analytical fit to the non-linear evolution of the bispectrum based on a suite of cold dark matter $N$-body simulations that was available at that time. The accuracy of this fit is limited by the accuracy of the $N$-body simulations in their study and by the fact that the effect of baryons on the small-scale clustering of matter is not included. In short, the fit of SC01 consists of a refinement lowest order perturbation theory:

\[ B(k_1, k_2, k_3; z) = 2F(k_1, k_2; z)P(k_1; z)P(k_2; z) + \text{cyc.}, \]
\[ F(k, k_2; z) \text{ as} \]

\[ F(k_1, k_2; z) = \frac{5}{7} a(n, k_1; z) a(n, k_2; z) \]

\[ + \frac{1}{2} k_1 \cdot k_2 \left( \frac{k_1 + k_2}{k_1^2 + k_2^2} \right) b(n, k_1; z) b(n, k_2; z) \]

\[ + \frac{2}{7} \left( \frac{k_1 \cdot k_2}{k_1 k_2} \right)^2 c(n, k_1; z) c(n, k_2; z), \]

(19)

where the coefficients

\[ a(n, k; z) = \frac{1 + \sigma_0^2(z)}{1 + (q[z]/4)^{n+3.5}}, \]

(20)

\[ b(n, k; z) = \frac{1 + 0.4(n + 0.3)q[z]^{n+3}}{1 + q[z]^{n+3.5}}, \]

(21)

\[ c(n, k; z) = \frac{1 + 4.5/[11.5 + (n + 3)^3]q[z]^{n+3}}{1 + (2q[z])^{n+3.5}}, \]

(22)

have been fitted to the N-body simulations with

\[ Q_3(n) = \frac{4 - 2^n}{1 + 2^{n+1}}, \]

(23)

Here \( \sigma_0(z) \) is the standard deviation of matter density fluctuations within a sphere of radius \( 8 h^{-1} \text{Mpc} \) linearly devolved from zero to redshift \( z \), and \( n \) is the spectral index of the primordial power spectrum. The time dependence of \( F(k_1, k_2; z) \) is given by both the evolution of \( \sigma_0(z) \) and the function \( q[z] = k/k_{\text{bal}}[z] \) where \( 4xk_{\text{bal}}[z] P_{\text{lin}}[k_{\text{bal}}[z]; z] = 1 \) defines the wavenumber \( k_{\text{bal}}[z] \) of the non-linear regime at redshift \( z \); \( P_{\text{lin}}[k; z] \) denotes the linear matter power spectrum.

\textbf{SC01} showed that this approximation is accurate to within 15 per cent up to \( k \) of a few \( h \text{Mpc}^{-1} \). van Waerbeke et al. (2001) compared the third-order moments of the projected density field measured directly on simulated \( \kappa \) maps with predictions obtained using the fitting formula. They found a similar accuracy. In agreement with these previous results, Semboloni et al. (2011) found that this approximation systematically underestimates \( \langle M_{30}^g \rangle \) on small angular scales. A different approach to compute the bispectrum has been recently suggested by Valageas & Nishimichi (2011a,b). It uses a combination of perturbation theory and the halo model. This approach is promising but its performance depends on the accuracy of the halo model which is in general still limited. Moreover, none of these approximations accounts for the potentially large effects from baryonic physics (Semboloni et al. 2011). Overall, the accuracy of bispectrum predictions is therefore still an open issue.

Current models cannot claim an accuracy better than \( \sim 20 \) per cent which we include in our cosmological analysis. Consequently further improvements in modeling are necessary in the future, which is beyond the scope of this work.

We note here that the coefficients of SC01 have recently been updated by Gil-Marín et al. (2012). Our analysis does not include this update as the corrections are smaller than the 20 per cent model error that we include in our analysis, and as such this update would not impact our results. Moreover, as non-linear power spectrum \( P(k; z) \) in equation (18) we use the model of Smith et al. (2003) with the transfer function of Eisenstein & Hu (1998). As recently reported in Harnois-Déraps et al. (2014), this model lacks power on small scales in comparison to \( N \)-body simulations. As shown in Section 4.1, however, this bias is negligible on the angular scales that we exploit for our analysis.

### 3.3 Estimators of the natural components

The measurement of the third-order moment of the aperture mass statistics, \( \langle M_{30}^g(\theta_1, \theta_2, \theta_3) \rangle \), is performed using the same procedure described in Semboloni et al. (2011) and in the recent FI4 analysis (see their section 2.3). This procedure consists of reconstructing \( \langle M_{30}^g \rangle \) by numerical integration of estimates of the natural components \( \Gamma \).

For the estimators of the natural components equations (11)–(14), we bin the products of three source ellipticities of similar triangle configurations. One possible choice is to bin the triangles according to their values of \( (s, t_1, t_2) \). However, Jarvis et al. (2004) suggested a more suitable binning scheme. Given three sides \( s, t, d_1 \) with \( s < t < d_1 \), the following variables are defined:

\[ d = s, \quad d_{\text{min}} < d < d_{\text{max}}, \]

(24)

\[ u = s/t, \quad 0 < u < 1, \]

(25)

\[ v = \pm \frac{d_1 - t}{s}, \quad -1 < v < 1. \]

(26)

Assigning a sign to \( v \) keeps track of the triangle orientation: if \( t_1 = t \) (that is \( s \) > 0, i.e. the triangle is clockwise oriented), then \( v > 0 \), otherwise \( v < 0 \). The limits \( d_{\text{min}} \) and \( d_{\text{max}} \) are the minimal and maximal lengths for the smallest triangle side \( s \) and define the range on which the natural components are sampled. For the CFHTLenS fields, \( d_{\text{min}} \) is set to 9 arcsec in order to avoid bias from close galaxies pairs with overlapping isophotes. The maximum separation is set to \( d_{\text{max}} = 400 \text{arcmin} \). We compute the correlation function of the galaxy triplets by a tree-code approach, similar to the one suggested by Zheng & Pen (2005). In our implementation of the tree code, we require \( (S_1 + S_2)/D < 0.1 \) as criterion for stopping a deeper search into the tree; \( S_1 \) and \( S_2 \) are the sizes of any pair of tree nodes belonging to a node triplet, and \( D \) is the distance between the centres of the nodes.

In the case of the CFHTLenS catalogue, it is necessary to account for a multiplicative correction factor \( m(v_{\text{S/N}}, r_{\text{gal}}) \) assigned to each galaxy (H12; Miller et al. 2013). The correction factor depends on the galaxy signal-to-noise ratio \( (\text{S/N})_r(\text{gal}) \) and size \( r_{\text{gal}} \). According to Miller et al. (2013), for an average shear \( \langle \gamma_i \rangle \) the corrected estimate of the \( i \)-component is given by

\[ \langle \gamma_i \rangle_{\text{cal}} = \frac{\langle \gamma_i \rangle}{(1 + m)}, \quad \text{with } i = 1, 2, \]

(27)

where \( \langle \ldots \rangle \) indicates ensemble weighted averages for \( n_{\text{gal}} \) galaxies defined using the \texttt{LENSEFIT} weights \( w_i \), namely

\[ \langle \gamma_i \rangle = \left( \sum_{k=1}^{n_{\text{gal}}} w_k \right)^{-1} \sum_{k=1}^{n_{\text{gal}}} \gamma_i w_k, \]

(28)

\[ (1 + m) = \left( \sum_{k=1}^{n_{\text{gal}}} w_k \right)^{-1} \sum_{k=1}^{n_{\text{gal}}} w_k (1 + m_{\text{S/N}}), \]

(29)

The extension of this calibration scheme to the three-point shear statistics is straightforward:

\[ \langle \gamma_i \gamma_j \gamma_k \rangle_{\text{cal}} = \frac{\sum_{abc} \epsilon_{i,a} \epsilon_{j,b} \epsilon_{k,c} w_{i,a} w_{j,b} w_{k,c}}{\sum_{abc} w_{i,a} w_{j,b} w_{k,c} (1 + m_{i})(1 + m_{j})(1 + m_{k})}. \]

(30)
where the sum is over all triplets \(a, b, c\) belonging to a bin and \(i, j, k = 1, 2\) denote the shear components. This correction is applied to our practical estimators of the natural components,

\[
\Gamma_0(s, t') = \frac{\sum_{a,b,c} w_a w_b w_c \epsilon_a \epsilon_b \epsilon_c e^{\text{2i} \phi s}}{\sum_{a,b,c} w_a w_b w_c (1 + m_a)(1 + m_b)(1 + m_c)} \tag{31}
\]

and

\[
\Gamma_1(s, t') = \frac{\sum_{a,b,c} w_a w_b w_c \epsilon_a \epsilon_b \epsilon_c e^{\text{2i} \phi s}}{\sum_{a,b,c} w_a w_b w_c (1 + m_a)(1 + m_b)(1 + m_c)}. \tag{32}
\]

We obtain the remaining two other estimators \(\Gamma_{2,3}(s, t')\) by cyclic permutations of the triangle parameters (Schneider & Lombardi 2003).

### 3.4 Estimators of modes of the aperture statistics

In practice, we encounter four distinct modes of the aperture statistics due to the possible presence of B-modes in the shear field. Known sources of B-modes are residuals due to contributions in the PSF correction or IAs between the sources (e.g. Heavens, Refregier & Heymans 2000; Kitching et al. 2012). Even without these systematic higher order effects such as lens coupling and corrections beyond the Born approximation give rise to B-modes, however, much smaller than the amplitude of the E-modes (Schneider et al. 1998; Cooray & Hu 2002; Hirata & Seljak 2003).

For the aperture mass of an aperture centred on the origin \(r = 0\), the formal separation between E- and B-modes is given by

\[
M(\theta) = M_{\text{ap}}(\theta) + iM_{\perp}(\theta) = -\int d^2r \quad Q_\phi(\theta)\gamma(r)e^{-\text{2i} \theta}, \tag{33}
\]

where the imaginary part \(M_{\perp}(\theta)\) is the B-mode of the aperture mass, the real part \(M_{\text{ap}}(\theta)\) is the E-mode of equation (15), \(\phi\) is the polar angle of \(r\), and

\[
Q_\phi(x) = \frac{2}{\chi^2} \int_0^x ds U_\phi(s) - U_\phi(x) \tag{34}
\]

is the filter of the shear field that corresponds to \(U_\phi\). We denote by \(M^*(\theta)\) the complex conjugate of \(M(\theta)\). To lowest order in \(\delta\phi / c^2\), gravitational lensing can only produce E-modes, hence \(M_{\perp} = 0\) in this regime. In this case, the third-order moment \(\langle M_{\text{ap}}(\theta_1) M_{\text{ap}}(\theta_2) M_{\text{ap}}(\theta_3) \rangle\) in equation (16) is given by the average \(\langle M(\theta_1) M(\theta_2) M(\theta_3) \rangle\) over all available aperture positions. Generally, however, we have E/B mixing inside the correlator, giving rise to different modes of the statistics: the EEE, EEB, EBB, and BBB mode:

**EEE**: \(\langle M_{\text{ap}}^2(\theta_1, \theta_2, \theta_3) \rangle\)

\[
= \frac{1}{4} \text{Re} \left( \langle M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_2, \theta_1, \theta_3) \rangle + \langle M^2 M^*(\theta_3, \theta_1, \theta_2) \rangle \right), \tag{35}
\]

**EEB**: \(\langle M_{\text{ap}}^2 M_{\text{ap}}(\theta_1, \theta_2, \theta_3) \rangle\)

\[
= \frac{1}{4} \text{Im} \left( \langle M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_2, \theta_1, \theta_3) \rangle + \langle M^2 M^*(\theta_3, \theta_1, \theta_2) \rangle \right), \tag{36}
\]

**EBB**: \(\langle M_{\text{ap}}^2(\theta_1, \theta_2, \theta_3) \rangle\)

\[
= \frac{1}{4} \text{Re} \left( \langle M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_2, \theta_1, \theta_3) \rangle + \langle M^2 M^*(\theta_3, \theta_1, \theta_2) \rangle \right), \tag{37}
\]

**BBB**: \(\langle M_{\text{ap}}^2(\theta_1, \theta_2, \theta_3) \rangle\)

\[
= \frac{1}{4} \text{Im} \left( \langle M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_1, \theta_2, \theta_3) \rangle + \langle M^2 M^*(\theta_2, \theta_1, \theta_3) \rangle + \langle M^2 M^*(\theta_3, \theta_1, \theta_2) \rangle \right). \tag{38}
\]

Note the order of the arguments \((\theta_1, \theta_2, \theta_3)\) in the previous equations. The actual cosmological signal EEE is the focus of this study. The modes EEB and BBB, or parity modes, are only present for parity violation (Schneider 2003), whereas the B-mode EBB may be the product of IAs of the galaxy ellipticities or an indicator of PSF systematics. To obtain the different modes, we estimate the two statistics \(\langle M^2 \rangle\) and \(\langle M^3 \rangle\) from the measured natural components as in P14 (their equations 16 and 17).

Ideally, all four modes can be separated perfectly if the natural components are measured with infinite resolution and over the entire sky. However, the observed shear fields are finite, incomplete, and they are only sampled at the positions of sources. For second-order statistics, specially designed filters can be used to do this job; see for example Schneider, Eifler & Krause (2010) and references therein. For the third-order statistics in this study, on the other hand, this separation is currently not perfect. However, all these effects can be quantified and are much smaller than the expected signal. In addition, given the large errors in our measurements these inaccuracies are not important for this study. Therefore separating the signal into E-, B-, and parity components is nevertheless a very effective way to assess the cosmological origin of measured shear statistics.

### 4 SIMULATED DATA VERSUS MEASUREMENTS

#### 4.1 Clone simulation

We measure the three-point shear signal on the 184 simulated 12.84 deg\(^2\) lines-of-sights from the CFHTLenS clone. For this purpose, we perform two separate measurements. Both sets of measurements are used for different purposes. First, for the *noise-free* sample, we analyse shear catalogues that assume intrinsically round sources. Second, for the *noisy* sample, we add ellipticity noise with an amplitude similar to the CFHTLenS data. The *noisy* sample is attained by adding a Gaussian random value with an average of zero and a one-dimensional (1D) dispersion of \(\sigma = 0.28\) to a noise-free sample where this value is the measured ellipticity dispersion of the CFHTLenS including both intrinsic ellipticity dispersion and measurement noise; we do not include IAs. For each line-of-sight, we measure the natural components \(\Gamma_i\) using the same binning and the same criteria we use on the CFHTLenS data. From the natural components, we then compute the third-order moments of the aperture mass by a numerical integration.

Fig. 2 verifies our method of computational analysis, supporting previous findings that the SC01 matter bispectra is a reasonable fit to a dark-matter-only simulation of the standard cosmological model. Using the *noise-free* sample the figure displays the mean and standard error, due to cosmic variance, of the equilateral \(\langle M_{\text{ap}}^3(\theta_1 = \theta_2 = \theta_3 = \theta) \rangle\) obtained by averaging the 184 clone fields.
We calculate the error bars by rescaling the standard error. The pass fields in the clone (open circles) with and without the rejected nine fields are smaller. 0.12 is the area ratio between the clone and the data as measured using all the 129 fields. In the simulation, the agreement of the prediction and the measurement for the EEE mode exhibits a positive signal, albeit almost two orders of magnitude lower than the cosmological signal EEE. A possible explanation for this (negligible) EBB contamination, apart from the mixing, might be a numerical residual due to our numerical transformation from natural components to the aperture statistics. For reference, in the figure we also show the prediction of $\langle M_{\text{ap}} \rangle$ for a WMAP5 cosmology and our SC01 model of the matter bispectrum. Moreover, we include the redshift distribution $p_c(z)$ of sources as shown in Section 2.1.

The agreement of the prediction and the measurement for the EEE signal is good overall. There is a discrepancy of about 10 per cent for angular scales larger than 5 arcmin increasing to 30 per cent at 1 arcmin. The discrepancy may be explained by the limited resolution of the simulations and the limited accuracy of our model of the non-linear matter power spectrum (Harnois-Déraps et al., 2012, 2014). In addition, there is a comparable inaccuracy in the non-linear regime due to baryonic physics that is not accounted for in the clone. We therefore take a conservative stand in our analysis and utilize only measurements on scales larger than 5 arcmin.

In contrast to our relatively good agreement between simulation and analytical model, Valageas, Sato & Nishimichi (2012) find that the SC01 model underestimates the power of a simulation by roughly a factor of 2 at 5 arcmin of $\langle M_{\text{ap}} \rangle$ (their fig. 2; lower left-hand panel). However, the authors in this paper employ a polynomial filter that peaks at $\theta_{\text{poly}} \approx 5/\ell$, whereas our Gaussian aperture filter peaks at $\theta \approx \sqrt{2}/\ell$ (Schneider et al., 1998; Crittenden et al. 2002). This means that the corresponding scales of the polynomial filter are $\theta_{\text{poly}} \gtrsim 17.6$ arcmin for $\theta \gtrsim 5$ arcmin, where the agreement of SC01 is much better compared to the simulation. All the same, it is still possible that our good agreement between simulation and model is a coincidence that results from an offset of the clone power due to the limited resolution and volume of the simulation. In order to further investigate this, we reproduce the fig. A1 of our companion paper F14, see our Fig. 3. In this figure, we compare the clone measurements to a suit of recent, more accurate models of the matter bispectrum discussed in the literature (see figure caption). All these models agree with the clone within ~10 per cent for angular scales larger than or equal 5 arcmin (Gaussian aperture filter). In addition, our model SC01+S03 is below the amplitude of all recent models by about 10–20 per cent for scales larger than 5 arcmin (bottom black line). We therefore conclude that (i) analytical models of the matter bispectrum on the scales considered here rms vary within ~20 per cent, and (ii) the bispectrum power in the clone is sufficiently well described by SC01 on the angular scales that we consider by a cosmological analysis.

4.2 CFHTLenS measurement

In this section, we present our measurements of $\langle M_{\text{ap}} \rangle$ in the CFHTLenS data. To start, in the left-hand panel of Fig. 4 we evaluate the difference between $\langle M_{\text{ap}} \rangle$ as measured using all the 129 pointings to the same quantity measured excluding nine fields that fail our new residual systematics test in Appendix A. Our systematics test refines the tests done in H12 for third-order shear data. In the following, we refer to the 120 remaining fields as pass fields. These samples are utilized to constrain cosmological parameters. For Fig. 4 we calculate the error bars by rescaling the standard error of the mean in the 184 noisy clone simulation by the factor $\sqrt{\Delta_{\text{clone}}}$, where $\Delta_{\text{clone}} = 0.12$ is the area ratio between the pass fields and the simulation. The amplitude difference between the two measurements of $\langle M_{\text{ap}} \rangle$ with and without the rejected nine fields are smaller than the statistical error. Nevertheless the two measurements are
Figure 4. Left-hand panel: the black solid triangles show the equilateral $\langle M_3^3(\theta) \rangle$ computed using all the 120 CFHTLenS fields passing the systematic tests by H12 and our additional test in the Appendix A. The red squares show the same signal measured using all 129 fields that passed H12 tests only. The error bars have been computed using the clone. Right-hand panel: display of the measured $\langle M_3^3(\theta) \rangle$ from the 120 pass fields together with the WMAP5 prediction and the average signal from the clone. In principle, IA can generate B-modes, but the correlations in the source ellipticities should remain parity invariant. The presence of both parity modes EEB and BBB signals hence indicates that IA alone cannot explain the systematics in the data. This hints at an imperfect PSF correction in the shape measurement that may be relevant for $\langle M_3^3 \rangle$. This further supports our decision to reject measurements below 5 arcmin in the cosmological analysis.

Nevertheless IA could also affect the measurement of our cosmological shear signal (Sembolini et al. 2008; Merkel & Schäfer 2014; Valageas 2014). For this reason, we try to quantify the impact of IA. Using N-body simulations, Sembolini et al. (2008) find that mostly the IA of early-type galaxies contaminates three-point shear statistics. In their model intrinsic ellipticities of galaxies are given by the ellipticity of the parent matter halo. Early-type galaxies are perfectly aligned to the halo, whereas spiral galaxies have a random misalignment to their parent halo. In surveys comparable to CFHTLenS wide, the IA amplitude of the EEE signal due to intrinsic–intrinsic–intrinsic (III) correlations becomes strong compared to the cosmic shear signal for aperture radii below a few arcmin and grows to a comparable amplitude at $\sim 1$ arcmin. By considering tidal torque theory Merkel & Schäfer (2014) find that third-order correlations between the intrinsic shapes of sources and shear (GGI) are negligible with respect to the III correlations for our angular scales of interest; the absolute amplitude of III and GGI correlations is highly uncertain in their model though. Using the assumption of a linear relation between intrinsic shapes and

Figure 5. Left-hand panel: comparison of the CFHTLenS EEE mode of $\langle M_3^3(\theta) \rangle$ (black data points) to the absolute values of EEB, EBB, and BBB modes (red, green, and blue lines). The error bars have been computed using the clone. The dashed black line is a WMAP5 prediction. Right-hand panel: same quantities as in the left-hand panel after excluding elliptical galaxies, i.e. sources with BPZ $T_B \leq 2$. 

the local matter density as well as hierarchical clustering. Valageas (2014) finds that IA contamination is of the level of typically about 10% per cent for different source redshifts which is ubiquitous in our data. This figure includes a bias due to lens–source clustering which arises because of a correlation of source number density and the matter density (treated as linear in the model). In summary, these pieces of research imply that IA alignments should make only a small contribution to the total EEE signal for θ ≳ 5 arcmin but may be substantial for θ ∼ 1 arcmin.

Using the conclusions from Semboloni et al. (2008), it is possible to evaluate the impact of III in our analysis by measuring the three-point signal with and without elliptical galaxies. The effective removal of ellipticals is achieved by selecting galaxies with classification T_e > 2 from the Bayesian photometric redshift estimation (BPZ; Benitez 2000; Heymans et al. 2013). This decreases the effective number of sources by about 20% per cent. With this selection the change in the EEE signal is within the error bars, as we show in the right-hand panel of Fig. 5. The EBB, EEB, and BBB components qualitatively retain their behaviour compared to the full galaxy sample: their amplitude is large at small aperture radii and falls off quickly. The amplitude itself, however, changes in a way that is difficult to reconcile with IA: the BBB signal increases significantly at about 3 arcmin rather than decreasing as anticipated. Our result therefore suggests that (i) the systematics are associated with residual PSF systematics which affect late-type galaxies more than early-type galaxies and (ii) that the precision of the measurement is still not sufficient to set constraints on the IA from the three-points statistics alone. For reason (i), we decide not to apply a morphological cut for our cosmological analysis. Hence our final catalogue is composed of 120 pass fields with the original selection cuts previously described in Section 2. The final selection of pointings correspond to a total effective area of roughly 100 deg², with masked regions taken into account.

Fig. 6 shows, for this final catalogue, the measurement of the full $\langle M^3_{ap}(\theta_1, \theta_2, \theta_3) \rangle$ in comparison to the WMAP5 predictions and the clone measurement. As before with the equilateral $\langle M^3_{ap}(\theta) \rangle$ we find a reasonable agreement also between the full statistics of the measurement, WMAP5 prediction, and the clone. For θi ≲ 5 arcmin, the SC01 model falls slightly below the clone, on larger scales the CFHTLenS measurement appears to be below the prediction; the statistical errors are, however, relatively large in this regime. In the next section, we use this vector of data points for θi ≥ 5 arcmin to infer cosmological parameters through a likelihood analysis.

4.3 Evidence for a non-Gaussian likelihood

The matter density field obeys non-Gaussian statistics for smoothing scales below the typical size of large galaxy clusters, and it asymptotically approaches Gaussian statistics towards larger scales and higher redshifts for a Gaussian primordial density field. Because of this non-Gaussian nature on small physical scales we expect that measurements of the three-point statistics of cosmic shear will exhibit a distinct non-Gaussian distribution on small angular scales, if these scales are not dominated by the shape noise of the sources. In order to investigate whether the estimator of $\langle M^3_{ap} \rangle$ shows any signs of non-Gaussianity, we study its distribution in 184 realizations of the clone for both the noise-free and the noisy samples. For this purpose, we compute estimates of $\langle M^3_{ap} \rangle$ for the same combination of aperture radii as for the CFHTLenS data. The resulting 184 simulated data vectors represent the likelihood of obtaining a value of $\langle M^3_{ap}(\theta) \rangle$ on a 12.84 deg² survey (corresponding to the field of view of each simulation), given the particular set of cosmological parameters in the clone.

The distributions are shown in Fig. 7, for angular scales θ = 3.4, 30.0 arcmin of the equilateral $\langle M^3_{ap} \rangle$. The functional form of these distributions depends on the sampling and the presence of shape noise (noisy). In order to better illustrate the non-Gaussian feature of the likelihoods we plot their best-fitting Gaussian inside the panel; the Gaussian fits have the same mean and variance as our observed values. In this figure, we find clear deviations from a Gaussian model in the absence of shape noise, the observed distributions are skewed towards large values of $\langle M^3_{ap} \rangle$ (bottom panels). The skewness becomes weaker in the presence of shape noise but deviations from the Gaussian description are still discernible, especially for θ = 30 arcmin (top right-hand panel).

For the range of angular scales considered in this paper, the non-Gaussian features are most prominent for θ ≥ 10 arcmin as highlighted by Fig. 8. In this figure, we plot for Gaussian the average and for Quartiles the median of $\langle M^3_{ap}(\theta) \rangle$ as function of θ using the simulations. In addition, we indicate as error bars the standard deviation times 0.67 (Gaussian) and the ±25 per cent quartiles (Quartiles). In the case of a Gaussian distribution of $\langle M^3_{ap} \rangle$, the data points and error bars of Gaussian and Quartiles should be identical, whereas differences indicate deviations from a Gaussian distribution for a given θ. Such deviations become most obvious for θ ≥ 10 arcmin, which could indicate that we have to find a non-Gaussian model of the likelihood for a cosmological analysis of CFHTLenS. To test this hypothesis in the following, we utilize the clone distribution of $\langle M^3_{ap} \rangle$ of the noisy sample to construct a numerically sampled non-Gaussian likelihood and compare its constraints on $(Ω_m, \sigma_8)$ to the constraints from a traditional analytical Gaussian model.

5 COSMOLOGICAL ANALYSIS

In this section, we describe the details of the cosmological analysis of $\langle M^3_{ap} \rangle$. For the analysis we use $N_\text{cl} = 20$ combinations of aperture radii in the range 5 ≤ θi ≤ 30 arcmin in $\langle M^3_{ap}(\theta_1, \theta_2, \theta_3) \rangle$, shown in Fig. 6. We combine all $N_\text{cl}$ data points into one data vector $d$. The key features of our analysis are a non-Gaussian likelihood function that we estimate from the clone and a data compression to suppress the numerical noise in the final result. We compare the results of this analysis to the results with a standard Gaussian likelihood. Moreover, our new approach allows us to factor in model uncertainties as well as measurement noise. We include errors due to shape noise, cosmic variance, measurement errors of source ellipticities, uncertainties in the Hubble parameter, and a multiplicative error in the overall amplitude of the predicted matter bispectrum. We embed everything into a Monte Carlo scheme for which no analytical form of the likelihood has to be specified; only realizations of statistical errors have to be provided.

5.1 Model parameters and priors

For the comparison of our non-Gaussian likelihood to a standard Gaussian likelihood, we jointly constrain the two cosmological parameters of a flat ΛCDM cosmology with a cosmological constant $Ω_m = 1 - Ω_\text{de}$: the matter density $Ω_m$ and the rms dispersion $\sigma_8$ of matter fluctuations on a scale of 8 h⁻¹ Mpc linearly evolved to the Universe of today. Moreover, we assume for the Hubble parameter $H_0 = 100$ km s⁻¹ Mpc⁻¹ a Gaussian prior with mean $h = 0.7$ and relative variance of 5 per cent, compatible with the CMB-only constraints.
Figure 6. Measurements of the EEE \( \langle M_{ap}^3(\theta_1,\theta_2,\theta_3) \rangle \) in the 120 CFHTLenS pass fields (dark green diamonds). The aperture radii \( \theta_i \) are quoted in units of arcmin. The error bars have been computed using 184 sight lines of the clone. The average signal in the simulations is shown in red (solid lines or filled circles), and the analytical WMAP5 predictions with the SC01 bispectrum are shown in blue (dashed lines or stars). Each panel shows the EEE signal as a function of \( \theta_3 \geq \theta_2 \) for a fixed value of \( \theta_1 \) and \( \theta_2 \). Panels on the diagonal correspond to equilateral configurations with, increasing size from top to bottom. In each row, from left to right we increase the size of \( \theta_2 \), keeping \( \theta_1 \) fixed. The filled orange boxes are the best-fitting \((\Omega_m, \sigma_8) = (0.32, 0.7)\) of the SC01 model to the CFHTLenS data for \( \theta_i \geq 5 \) arcmin. For details see Section 6.

5.2 Likelihood

Let \( d \) be a vector of observables in an experiment, such as our measurements of \( \langle M_{ap}^3 \rangle \). For the statistical analysis of these data \( d \), we can distinguish between two categories of errors.

First, errors originating from the theory side, or theory errors, which depend on the model parameters \( p \) in general. Theory errors are present if a model \( m(p) \) cannot perfectly fit \( d \) in the total absence of measurement noise. In our analysis, three kinds of theory error are accounted for: cosmic variance, intrinsic shapes of the sources, and model uncertainties in the (cosmic average) matter bispectrum.
Given the ansatz:

\[ d = (1 + f)m(p) + \Delta d(p) =: m_f(p) + \Delta d(p), \]

where \( f \) is the multiplicative error in the model amplitude \( m(p) \), while \( \Delta d(p) \) comprises all remaining theory and measurement errors combined. In more complex applications, theory errors and measurement errors could be separated and simulated independently from each other. On average we have \( \langle \Delta d(p) \rangle = 0 \) and \( \langle f \rangle = 0 \). Our model of the likelihood function is then as follows. We denote by \( P_{\Delta d}(\Delta d|p) \) the probability density of an error \( \Delta d \) given the parameters \( p \). To include the error of \( f \), we then write the likelihood \( \mathcal{L}(d|p) \) of \( d \) given \( p \) as

\[ \mathcal{L}(d|p) = \int df \, P_f(f) \, P_{\Delta d}(d - m_f(p)|p). \]

Up to a normalization constant \( E(d) \) the posterior PDF of \( (\Omega_m, \sigma_8) \) given \( d \) is therefore

\[ P_p(\Omega_m, \sigma_8|d) = E^{-1}(d) \int \mathcal{L}(d|p) \, dp. \]

The exact value of the so-called evidence \( E(d) \) is irrelevant for this analysis and hence set to unity. The Hubble parameter \( h \) is weakly constrained by the data. Therefore, we marginalize the posterior over \( h \).

A reasonable and common approximation of the likelihood \( \mathcal{L}(d|p) \) would be a multivariate Gaussian PDF as, for instance, applied in F14. As shown in Section 4.3 by our simulation of the CFHTLenS data set, however, the \( \langle M_\text{ap}^3(\theta) \rangle \) measurement exhibits deviations from Gaussian statistics. This motivates us to apply a non-Gaussian model of the likelihood. Towards this goal, we outline in the following an algorithm that estimates \( \mathcal{L}(d|p) \) based on a discrete set of Monte Carlo realizations of \( \Delta d(p) \) for the posterior \( P_p(\Omega_m, \sigma_8|d) \).

### 5.3 Monte Carlo sampling of likelihood

An opportunity for an approximation of \( \mathcal{L}(d|p) \) by a Monte Carlo process can be seen by rewriting the PDF \( P_{\Delta d} \) as

\[ P_{\Delta d}(\Delta d|p) = \int \Delta x \delta_0(\Delta d - \Delta x) \]

\[ \approx \frac{1}{N_{\Delta d}} \sum_{k=1}^{N_{\Delta d}} \delta_0(\Delta d - \Delta x_k), \]

with \( \delta_0(x) \) being the Dirac delta function. The sum in last line approximates the integral in the first line by a numerical Monte Carlo integration with \( N_{\Delta d} \) points \( \Delta x_k \) (Press, Teukolsky \\& Vetterling 1992). For this approximation, we produce, for a given \( p \), \( N_{\Delta d} \) random realizations of \( \Delta x \) from \( P_{\Delta d}(\Delta x|p) \) by means of the clone. We denote this process simply by \( \Delta x \sim P_{\Delta d}(\Delta x|p) \) in the following. In the limit \( N_{\Delta d} \to \infty \), the number density of the points \( \Delta x_k \) at \( \Delta d \) converges to \( P_{\Delta d}(\Delta d|p) \) up to a normalization constant. Even for finite \( N_{\Delta d} \), the number density of points still provides a useful estimator for the likelihood. This is the basis of our Monte Carlo scheme. For this scheme, we address the infinite noise in the previous estimator by smoothing the number density of sampling points.
5.4 ICA-based interpolation

Let $\Delta x_i \in P_{\text{ad}}(\Delta x|p)$ be a sample of $N_{\text{ad}}$ simulated discrete points with average $\langle \Delta x_i \rangle = 0$. In addition, let the matrix $N = \sum_i \Delta x_i \Delta x_i^T / N_{\text{ad}}$ be an estimator of the covariance of $\Delta x_i$. Our aim is to use the smoothed local number density of the set of points $\{\Delta x_i\}$ at $\Delta d$ as approximation of $P_{\text{ad}}(\Delta d|p)$. To this end, we exploit the independent component analysis (ICA) to factorize the sparsely sampled higher dimensional likelihood $P_{\text{ad}}(\Delta d|p)$ into a product of 1D histograms as in Hartlap et al. (2009). We refer the reader to this paper for a general discussion of the ICA and only briefly summarize the practical steps here.

The ICA defines a linear transformation $M$ and new coordinates $c := MN^{-1/2} \Delta d$ that allow us to express the $N$ by application of the $P_{\text{ad}}(\Delta d|p)$ but does not bias the result $P$. For $N_{\text{ad}}$ that are most sensitive with regard to $\Delta x_i$, we use the 1D distribution of values $x = x_i$ of model vectors $\sim \epsilon_{c_i}$. Therefore, by means of the ICA all components $c_i$ of $c$ are made statistically independent. Note that for a Gaussian $P_{\text{ad}}(\Delta d|p)$ the ICA is essentially a principal component analysis. We estimate the transformation matrix $M$ from $\{\Delta x_i\}$ by application of the FASTICA algorithm (Hyvarinen 1999). The matrix $M$ is a $N_d \times N_d$ square matrix in our case, i.e. the number of components of $c$ and $\Delta d$ are the same.

For the sample $\{\Delta x_i\}$, the ICA transformation then gives us a new set of $N_{\text{ad}}$ sampling points $c_i := MN^{-1/2} \Delta x_i$. We denote the $i$-components of $c_i$ by $c_{i,j} = [c_{i,j}]$. For a fixed $i$, we adaptively smooth the 1D frequency distribution of these points $[c_{i,j}]$ to produce the histogram $Q^{(i)}_{\text{ad}}(x; c_{i,j})$ and use its value at $x = c_i$ as an estimator of $P^{(i)}_{\text{ad}}(c_i|p)$. Specifically, to obtain $Q^{(i)}_{\text{ad}}(x; c_{i,j})$ we apply a 10th neighbour adaptive smoothing: for a given value $x$ we find the distance $d_{10,i}(x):=[x-c_{i,0}|i]$ to the 10th nearest neighbouring sampling point $c_{i,0}\in [c_{i,j}]$ for fixed $i$ and then compute
\begin{equation}
Q^{(i)}_{\text{ad}}(x; c_{i,j}) = \frac{10}{d_{10,i}(x)}.
\end{equation}

In doing so, we bin for every index $i$ the 1D distribution of values $\{c_{i,j}\}$ in an adaptive bin width $d_{10,i}(x)$ that depends on the local density of the points $\{c_{i,j}\}$ at $x$ (Loftsgaarden & Quesenberry 1965). We find that this technique is more robust compared to the Gaussian kernel method with fixed kernel size in Hartlap et al. (2009), if the PDF sampling has a few extreme outliers in the tail of the distribution.

Finally, our approximation of the logarithm of $P_{\text{ad}}(\Delta d|p)$ is given by
\begin{equation}
\ln P_{\text{ad}}(\Delta d|p) \approx \ln Q^{(i)}_{\text{ad}}(\Delta d; \Delta x_i) := \eta + \sum_{i=1}^{N_{\text{ad}}} \ln Q^{(i)}_{\text{ad}}[MN^{-1/2}\Delta d]; c_{i,j}],
\end{equation}
where $\eta$ is the normalization of $Q^{(i)}_{\text{ad}}(\Delta d; \Delta x_i)$. The normalization $\eta$ can be ignored in our case because for this study it is identical for every position in the parameter space.

5.5 Data compression

The ICA interpolation technique is prone to a bias that underestimates the size of the credible intervals of the model parameters (Hartlap et al. 2009). This bias is large if $N_d/N_{\text{ad}} \sim 1$ and small for $N_d/N_{\text{ad}} \ll 1$; here $N_{\text{ad}} = 200$ is our number of sampling points of the likelihood and $N_d = 20$ is the size of the uncompressed data vector. A similar problem affects traditional Gaussian likelihood analyses when the inverse covariance has been estimated from simulations (Hartlap, Simon & Schneider 2007; Taylor, Joachimi & Kitching 2013). In order to reduce this bias, we compress the size $N_d$ of the data vector $d$, and we apply the same compression to the realizations $\Delta x_i$ in the ICA interpolation. This data compression also has the benefit to produce a smoother posterior of $p$ as the sampling noise in the interpolated likelihood is reduced.

Our data compression is based on a Karhunen–Loève (KL) transform (Tegmark, Taylor & Heavens 1997; Kilbinger & Munshi 2006; Asgari & Schneider 2014). It identifies $N_d$ S/N modes of $d$ and rejects modes with a low S/N. This procedure allows us to find a linear projection $d' = Cd$ that reduces the number of elements of $d$ to $N_d < N_d$. The projection matrix $C$ is chosen such that most of the cosmological information on $p$ is still available in $d'$. Importantly, the KL transform – or any projection matrix $C$ for that matter – at most decreases the constraints on $p$ but does not bias the result provided the data can be fit by the model. The KL transform affects the covariance analysis and the ICA decomposition only in that far that we now use as data vector $d'$ instead of $d$, the compressed model vector $m(p) = Cm(p)$, and the Monte Carlo realizations $\Delta x_i = C\Delta x_i$.

For a data compression matrix $C$, we would like to identify linear combinations of the components of $d$ that vary strongly when changing the parameters $p$ (signal variance). On the other hand, in the presence of measurement noise and theory errors, we would also like to identify combinations that are most significant compared to noise. The KL transform finds a compromise of both. This means the KL transform identifies modes $e_i$ in $d$-space that have large ratios of signal variance and noise variance. The compression matrix $C = (e_1, \ldots, e_{N_d})^T$ comprises the $N_d$ KL modes with the highest S/N. To construct $C$, we proceed in two steps.

First, we compute the signal covariance $S$ of model vectors $m(p)$ over a volume $V$ in parameter space that is defined by our prior information $P_p(p)$ on the cosmological parameters:
\begin{equation}
S = \int \frac{d\Omega_0 d\sigma_8 dp}{V} P_p(p) \langle m(p) - \langle m \rangle \rangle (m(p) - \langle m \rangle)^T,
\end{equation}
where $V = \int d\Omega_0 d\sigma_8 dp P_p(p)$, and
\begin{equation}
\langle m \rangle = \int \frac{d\Omega_0 d\sigma_8 dp}{V} P_p(p) m(p)
\end{equation}
is the mean of $m(p)$. For the computation of $S$ by integration, we adopt a flat prior $P_p(p)$ for $\Omega_m \in [0.1, 1.0], \sigma_8 \in [0.4, 1.0], h = [0.6, 0.8]$. The previous integrals could in principle be estimated by a Monte Carlo process for which we (i) randomly and repeatedly draw parameters $p$ from the prior $P_p(p)$, (ii) compute $m(p)$, and (iii) determine the mean $\langle m \rangle$ and covariance $S$ of all realizations of $m(p)$. The eigenvectors of $S$ with the largest eigenvalue determine modes of $d$ that are most sensitive with regard to $p$.

Second, we compute the noise covariance, which is simply the covariance matrix $N$ of $\Delta x$ for a chosen fiducial cosmology (Section 5.4). The data compression is thus optimal for the fiducial model. The KL modes are then the eigenvectors $e_i$ of the generalized eigenproblem:
\begin{equation}
S e_i = \lambda_i N e_i,
\end{equation}
where $\lambda_i$ are the eigenvalues of $e_i$; the S/N of the mode $e_i$ is $\sqrt{\lambda_i}$.

In the top panel of Fig. 9, we show simulated data $(M_{\text{ad}}^e)$ for our $N_d = 20$ combinations of aperture radii (red bars). The KL modes are linear combinations of the aperture radii with relative weights
defined by the components of $e_i$. These weights are displayed as lines for the first three modes (right-hand y-axis). Importantly, the weights can have positive and negative signs. The lines show that our KL modes are mostly sensitive to large aperture scale radii with $\theta_i \geq 10.2$ arcmin. The bottom panel shows the model prior for the Hubble parameter $\Omega_m$ and the measurement error of $\sigma_b$ (grey dashed-dotted line) all models are essentially zero for KL modes index larger than 3. This means their cosmological information is mostly inside the first couple of modes. Note that errors between different KL modes are uncorrelated and of equal variance by construction, i.e. $\langle \Delta d_i' \Delta d_i' \rangle = \delta_{ii}'$. Nevertheless, in the case of a non-Gaussian statistics, there may be higher order correlations such as $\langle \Delta d_i' \Delta d_j' \Delta d_k' \rangle \neq 0$ present in the data.

5.6 Bias correction

After a data compression with $N_d \leq 10$ and the following correction of the likelihood, we expect the bias in the size of the credible intervals of our sampled posterior to be negligible for the following reason. Hartlap et al. (2009) report that this bias is similar to the one known for a Gaussian likelihood for which the data covariance is estimated from realizations of the data. In the Gaussian case, to de-bias the likelihood the inverse of the estimated covariance has to be rescaled by a factor $f_{\text{corr}} = (N_d - N_k - 2)/(N_d - 1)$ or, equivalently, $L \rightarrow L/f_{\text{corr}}$. We apply the latter correction to our sampled likelihood $Q_{\text{calc}}(\Delta d'; \Delta x')$ in equation (46). However, this correction is small since $f_{\text{corr}} \geq 0.94$ for $N_d \leq 10$.

5.7 Sampling algorithm of posterior

We compute the posterior $P_{\theta}(\bar{\Omega}_m, \sigma_b|d)$ on a $100 \times 100$ grid that covers the $(\bar{\Omega}_m, \sigma_b)$ plane. To compute the posterior value for a grid pixel we proceed in four steps.

(i) Generation of a set of $N_{\text{real}}$ realizations $d_i$ to sample the error $P_{\text{error}}(\Delta d|p)$ for a given $p$. We obtain the $d_i$ by measuring $(M_{\alpha}^{\ast i})$ on the noisy sample of the clone, hence both the intrinsic galaxy shapes and the cosmic variance are simulated. In the simulation, the 1D variance of intrinsic source ellipticities is set to $\sigma_p = 0.28$ to account for both the true intrinsic variance and the measurement error of ellipticities; both are assumed to be Gaussian. From the clone patches, we compute a simulated $(M_{\alpha}^{\ast i})$ for an effective CFHTLenS area of roughly 100 deg$^2$ by combining the clone measurements of seven randomly selected sight lines. Each clone line-of-sight, out of 184 in total, covers 12.84 deg$^2$. Repeating this procedure $N_{\text{real}} = 200$ times gives us the sample $\Delta x_i = d_i - \bar{d}$, where $\bar{d}$ expresses the average of all realizations $d_i$.

(ii) Determination of the data compression matrix $C$ for a given covariance matrix $\mathbf{N}$ of $(\Delta x_i)$, and the model prior $P_{\theta}(p)$: see Section 5.5 for details. From this we compute the compressed vectors $d = Cd$ and $\Delta x = C \Delta x_i$. We compute the compression matrix $C$ once for a fiducial cosmology and use it for all $p$.

(iii) ICA factorization of the compressed $P_{\text{error}}(\Delta d|p)$ into a product of interpolated, 1D histograms $Q_{\text{ica}}^{i}(x; c_{ki})$ by means of an ICA of the sample $c_k = [\Delta x_i]$; see Section 5.4 for details.

(iv) Marginalization over the multiplicative factor $f$ and the Hubble parameter $h$ to obtain the posterior value $P_{\theta}(\bar{\Omega}_m, \sigma_b|d)$: we perform the marginalization by another Monte Carlo integration that draws $N_{\text{MC}} = 500$ values $f_i \sim P(f)$ and the same amount of values $h_i \sim N(0.7, \sigma_b)$ from a Gaussian prior for the Hubble parameter. With these values we compute

$$P_{\theta}(\bar{\Omega}_m, \sigma_b|d) \approx \frac{1}{N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} Q_{\text{ica}}(d - m_{\bar{\Omega}}(p_i); \Delta x_i)^{f_{\text{corr}}},$$

where $m_{\bar{\Omega}}(p_i) = m(p_i)(1 + 0.2 f_i)$ is the rescaled model $m(p_i)$ for $p_i = (\bar{\Omega}_m, \sigma_b, h_i)$. The approximation $Q_{\text{ica}}(\Delta d'; \Delta x_i)$ depends on the factors $Q_{\text{ica}}^{i}(x; c_{ki})$, see equation (46).

Ideally, step (i) is repeated for any new value of $p$ based on a simulation for a fiducial cosmology with parameters $p$. To keep the simulation effort viable, however, we assume that the scatter of $d_i$ is as in the clone for any $p$ in the entire parameter space explored. Therefore step (i) only has to be performed once. For a Gaussian likelihood, this assumption would be equivalent to using the same likelihood covariance for all $p$, which is indeed a common assumption as e.g. in F14 (for a discussion see Eifler, Schneider & Hartlap 2009; Kilbinger et al. 2013). In a future application of our technique, subject to less prohibitive computational constraints, a computation of the sampled likelihood for different $p$ is conceivable.

Finally, it is likely that we moderately underestimate the scatter of $\Delta x_i$ in step (i) due to cosmic variance. The 184 realizations of the clone allow only for 26 independent realizations of a 100 deg$^2$ survey; the cosmic variance between the $\Delta x_i$ is partially correlated.
5.8 Tests of the posterior construction

In this section, we test the robustness and accuracy of our code implementation of Section 5.7 before its application to the CFHTLenS data.

We start by looking at different degrees of data compression in the top panel of Fig. 10. For this purpose, we use a noise-free model vector \(\mathbf{m}(\mathbf{p})\) with the parameters \(\mathbf{p} = (\Omega_m, \sigma_8, h) = (0.3, 0.8, 0.7)\) as input to the cosmological analysis. We plot three credible regions of the resulting posterior \(P(\Omega_m, \sigma_8 | d)\). The maximum of all posteriors coincides with the parameters of the input vector (not shown). The figure supports our earlier expectation that only few KL modes are required for the analysis: there is no clear improvement for \(N_d \geq 3\). The differences between the panels are likely due to numerical noise in the sampled likelihood for the following reason. In Fig. 10 we plot the posterior of the combined quantity \(\Sigma_B = \sigma_8(\Omega_m/0.27)^{0.64}\) for the previous model data vector but devising now a Gaussian likelihood. This likelihood model is not subject to sampling noise as its analytical form is completely determined.

As can be seen, the posterior \(P(\Sigma_B | d)\) is virtually unchanged for \(N_d \geq 3\). Therefore, the first two modes contain all cosmological information of the model data. The same is presumably true for the non-Gaussian case so that all variation in the top panel can be attributed to numerical noise.

As can be seen in Fig. 9 (unlikely) models with values high in both \(\Omega_m\) and \(\sigma_8\) exhibit some signal until the mode \(n = 7\). Therefore, we set \(N_d = 5\) in our final CFHTLenS analysis as compromise between sampling noise and cosmological information. Moreover, the middle panel shows that the inclusion of a 20 per cent systematic error in the model amplitude has a small impact on the posterior information (solid black line). It slightly stretches the uncertainty towards larger values of \(\Sigma_B\).

For the bottom panel of Fig. 10, we test the accuracy of our analytical matter bispectrum and that of the likelihood analysis by means of the clone. We run our analysis code for 26 independent simulated CFHTLenS-like data vectors created using noise-free realizations; we combine the 184 patches into 26 groups of seven data vectors. The figure shows three credible regions of the combined posterior of all 26 analyses. We attain the combined posterior by adding the 26 individual logarithmic posteriors on a grid. Ideally, the resulting posterior should be consistent with the cosmological parameters in the \(c_1\Omega m\) that we indicate by the intersection of the two dashed lines. The contours, however, indicate with about 3\(\sigma\) a model bias due to which we do not perfectly recover the \(c_1\Omega m\) cosmology: the centre of the contours, indicated by the black point, is offset in \(\sigma_8\) by a few per cent and in \(\Omega_m\) by roughly 10 per cent. However, this offset is still small compared to the CFHTLenS noise levels, which can be seen by comparing offset in the bottom panel to the size of the credible regions in the top panel. To assure that the bias is unrelated to either the data compression or the ICA interpolation of the likelihood, we also determine the maximum of the posterior for the average, uncompressed \(c_1\Omega m\) data vector for a simple Gaussian likelihood. We find biased values consistent with the non-Gaussian results of compressed data. Our interpretation is that the bias originates from a small mismatch between the analytic model and the clone average that is still visible at 5 arcmin (EEE mode in Fig. 2).

In conclusion, there is a systematic bias in our analytic model for the third-order aperture statistics as revealed by our comparison to \(N\)-body simulated data. Since this bias is small relative to the levels of shape noise and cosmic variance in CFHTLenS we can ignore it for the scope of this paper. For the analysis of next generation
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surveys, on the other hand, more accurate models of $\langle M^3 \rangle$ will be needed.

6 RESULTS

We present our constraints of $\sigma_8$ and $\Omega_m$ for the CFHTLenS data for a flat ΛCDM model in Fig. 11. Therein we include only measurements of the EEE mode of $\langle M^3_{ap} (\theta_1, \theta_2, \theta_3) \rangle$ for $\theta_i = 5.9, 10.2, 17.5, 30.0$ arcmin. In order to avoid confirmation bias in the generation of this result, we blindly analysed four data sets simultaneously of which three were noisy mock data and one was the CFHTLenS data vector with the results shown here. The CFHTLenS data vector was revealed only after the cosmological analysis. Furthermore, we performed the analysis after the systematics checks of the data and after our final decision on the usable range of angular scales. In particular, we did not use the CFHTLenS data during the development and testing phase of the analysis code in any way (Section 5).

In the top panel of Fig. 11, we show the 68, 95, and 99 per cent credible regions for the joint constraints of the matter density parameter $\Omega_m$ and the amplitude $\sigma_8$ of the matter density fluctuations. We performed the analysis twice: once with the non-Gaussian model of the likelihood for the left-hand inset (non-Gaussian), and once with a Gaussian likelihood for the right-hand inset (Gaussian). The Gaussian likelihood is based on the noise covariance matrix N in Section 5.4. Both posterior use the same degree of data compression (five KL modes). For reference we have indicated the slightly differing best-fitting values of WMAP9 and Planck as solid and dashed lines, respectively (Hinshaw et al. 2013; Planck Collaboration XVI 2014). In summary, there is little difference in the posteriors, mostly visible between the 68 per cent credible regions. Both constraints are highly degenerate and basically only exclude simultaneously large values of $\Omega_m$ and $\sigma_8$.

In order to break the degeneracy of the parameters for the bottom panel of Fig. 11, we assume an additional prior on either $\Omega_m$ (left) or $\sigma_8$ (right). The top-hat priors are centred around $\Omega_m = 0.275$ and $\sigma_8 = 0.8$, close to the best-fitting values of the WMAP9 results. The widths of the top-hats are $\Delta \Omega_m = 0.05$ and $\Delta \sigma_8 = 0.1$. The resulting marginalized posteriors of the non-Gaussian data model are shown as grey bars. With these strong priors we infer $\Omega_m = 0.27^{+0.05}_{-0.05}$ and $\sigma_8 = 0.77^{+0.07}_{-0.06}$ (68 per cent credibility). Furthermore, without the imposed top-hat priors the marginalized posterior of either parameter yields only weak constraints (thin dashed red lines), which are essentially just the upper limits $\Omega_m \leq 0.45(0.67)$ and $\sigma_8 \leq 0.75(0.93)$ for a 68 per cent (95 per cent) credibility. These upper limits depend on the adopted broad priors of $0.15 \leq \Omega_m \leq 1$ and $0.4 \leq \sigma_8 \leq 1$ due to the strong degeneracy of both parameters. Therefore, it is more relevant to combine ($\Omega_m, \sigma_8$) into $\Sigma_8 = \sigma_8 (\Omega_m/0.27)^{0.64}$ as done in F14. We plot the posterior of $\Sigma_8$ for the non-Gaussian data model in the bottom panel of Fig. 12 and obtain $\Sigma_8 = 0.79^{+0.05}_{-0.04}$ (grey area).

The constraining power of the non-Gaussian model for low values of $\sigma_8 \lesssim 0.7$, $\Omega_m \lesssim 0.2$, and $\Sigma_8 \lesssim 0.7$ is slightly better compared to the Gaussian data model, as can be seen in the bottom panels of Figs 11 and 12 (compare the grey histograms to the blue dashed lines). In addition to that, the black dotted lines show our non-Gaussian constraints for a fixed $h = 0.7$ without the marginalization of the Hubble parameter that all other results are subject to. The difference to the posterior in grey is small. Likewise, the impact of the 20 per cent error in the predicted model amplitude is also small, as indicated by the dotted–dashed green lines ($f = 0$).

The top panel of Fig. 12, displays the goodness of the SC01 model with respect to the CFHTLenS data. We plot the first five uncorrelated KL modes that are used in our analysis (red triangles). For comparison we also plot the KL modes of one random noisy clone data vector into the plot (open diamonds). The blue filled diamonds correspond to the best-fitting model of CFHTLenS with $\Omega_m = 0.32$ and $\sigma_8 = 0.7$. We observe a clear discrepancy between the best fit and the CFHTLenS data at $n = 3$ and some weak discrepancy at $n = 2$. The $\chi^2$ of the residuals of the best fit is 4.2 per degree of freedom or $4.2/(1 + 20$ per cent$)^2 = 2.9$ if we account for 20 per cent systematic error in the predicted amplitude; the systematic error can be included by increasing the errors of modes in the plot by 20 per cent. In order to illustrate that reasonable models are unable to fit the CFHTLenS data at $n = 3$, we have added the grey boxes to this figure. They depict the scatter of 68 per cent of the model amplitudes for parameters $\Sigma_8 \leq 1.0$ and $\Omega_m \leq 0.2$.

Figure 11. Top panel: constraints in the $\sigma_8$–$\Omega_m$ plane from the CFHTLenS ($M^3_{ap}$) for a flat ΛCDM cosmology with 5 per cent uncertainty on $h = 0.7$ and a 20 per cent uncertainty in the model amplitude (credibility red: 68 per cent; orange: 95 per cent; yellow: 99 per cent). The dashed lines indicate the Planck best-fitting parameters, the solid lines WMAP9 parameters. The left-hand inset depicts the posterior for a non-Gaussian likelihood, whereas the right-hand inset is based on a Gaussian model. The dotted line on the left (right) corresponds to the best-fitting value of $\Sigma_8 = \sigma_8 (\Omega_m/0.27)^{0.64} = 0.8(0.73)$. Bottom panel: marginalized cosmological results for $\sigma_8$ (left) and $\Omega_m$ (right) alone with different top-hat priors on the parameters (as indicated). The thick blue dashed line indicates constraints from the Gaussian likelihood in comparison to the non-Gaussian likelihood (grey area). The thick dotted black line is non-Gaussian constraints for a fixed $h = 0.7$, whereas the thick dotted–dashed green lines $f = 0$ do not include the 20 per cent multiplicative error in the model amplitude. Except for the red dashed lines, the posteriors are normalized to their value at the maximum.
7 DISCUSSION

We conclude from our results that the model of a Gaussian likelihood is sufficient for the cosmological analysis of the CFHTLenS \( \langle M_{20}^1 \rangle \) data, or data of comparable surveys, despite the evidence for a non-Gaussian distribution of errors. To arrive at this conclusion we measured the third moment \( \langle M_{20}^1 \rangle \) of the aperture mass for aperture scales between 5 and 30 arcmin. For this we excluded scales below 5 arcmin owing to indications of systematics in the aperture statistics. Our choice of 5 arcmin as smallest usable scale in the analysis had been made prior to the cosmological analysis of the data to avoid confirmation bias. Our maximum scale is determined by the geometry of the survey. For this angular range, the clone simulation of our data in Figs 7 and 8 indicates a moderate non-Gaussian distribution of the measurement errors between 10 and 30 arcmin. A Gaussian likelihood hence may produce biased parameter estimates in a cosmological analysis. To test the validity of a Gaussian likelihood, we performed a comparative cosmological analysis with a non-Gaussian likelihood that is constructed from the distribution of \( \langle M_{20}^1 \rangle \) estimates in our simulation. For this task, we devised a novel technique that involves a data compression to reduce the aperture statistics to a few essential uncorrelated modes that are shown in Fig. 12 (higher order correlations may be non-vanishing). Our statistical analysis factors in both measurement noise and uncertainties from the theory side without the need to specify the analytic form of the error PDF. This practical algorithm is an important contribution of this paper for future analyses because its applicability is not restricted to third-order shear statistics. The outcome of our statistical analysis for the two cosmological parameters \((\Omega_m, \sigma_8)\) is displayed in Fig. 11 and juxtaposed with a second analysis that uses a Gaussian likelihood. The posteriors of the parameters exhibit only little differences between the Gaussian and non-Gaussian likelihood – at least for a flat \( \Lambda \)CDM model which is strongly favoured by recent CMB constraints (Hinshaw et al. 2013; Planck Collaboration XVI 2014). The main difference between both models of the likelihood is illustrated by the bottom panels of Figs 11 and 12: the non-Gaussian model excludes more strongly low values of \( \sigma_8 \), the lower 68 per cent bound shifts up from 0.63 in the Gaussian case to 0.66 in the non-Gaussian; the lower limit of \( \Omega_m \) shifts from 0.60 to 0.68; the improvement of the lower limit of \( \Omega_m \) is below 0.01. A qualitative similar behaviour for \( \Omega_m \) and \( \sigma_8 \) was found with the non-Gaussian model of Hartlap et al. (2009) for the second-order statistics of cosmic shear. The observed changes are small compared to the width of the posteriors though. Consequently our results support the recent decision of F14 to apply a Gaussian model of the likelihood to angular scales smaller than 15 arcmin as reasonable approximation, although their cosmological constraints can probably be tightened by a non-Gaussian data model.

Finally, the red dotted–dashed line in the bottom panel of Fig. 12 corresponds to the posterior of \( \Sigma_8 \) leaving out the KL mode \( n = 3 \). Statistically the posterior is consistent with the constraint for non-Gaussian although the mode of the distribution shifts to slightly smaller values of \( \Sigma_8 \) and tightens a bit, i.e. \( \Sigma_8 = 0.77 \pm 0.08 \).

\( (\Omega_m, \sigma_8) \in [0.1, 1] \times [0.4, 1] \); current data constraints confine \( \Sigma_8 \) to about 0.76 ± 0.06 with 68 per cent confidence (F14). Additionally, the whiskers bracket the total amplitude range covered by the models. Clearly, our \( n = 3 \) mode is well outside the whisker region, underlining no model reproduces our measurement here. Note that mixed higher order moments between the errors of the KL modes may exist even though their second-order correlations vanish.

For future surveys with increased survey area and higher source number densities, we expect that non-Gaussian features will become more prominent in the data; a Gaussian model may hence then no longer be adequate. As seen in the top panels of Fig. 7, on small angular scales around 5 arcmin the signal is dominated by shape noise of the sources, which tends to Gaussianize the distribution of \( \langle M_{20}^1 \rangle \) for statistically independent intrinsic shapes. On larger scales of about 30 arcmin, on the other hand, cosmic variance is dominating, which on our subdegree scales is still non-Gaussian due to the non-linear clustering of matter (Fig. 8). For a fixed angular scale and for an increasingly higher number of source triplets in the estimator, the amplitude of cosmic variance grows greater relative to the shot noise variance. Hence future lensing surveys will exhibit stronger non-Gaussians on the angular scales that are considered.
here. However, for a quantitative assessment of the impact of these non-Gaussianities on parameter constraints with \( \sim 10^6 \text{deg}^{-2} \) surveys we need more independent simulated data vectors than the clone can provide. The clone allows only for about two independent realizations of a \( \langle M^3 \rangle \) measurement in this case. This is far too few to sample the data likelihood. Still, considering that we already see an inaccuracy with a Gaussian data model in CFHTLenS, we anticipate that a Gaussian model will potentially bias the cosmological analysis in future surveys.

Our posterior for \( (\Omega_m, \sigma_s) \) from \( \langle M^3 \rangle \) only is highly degenerate, and it is 68 per cent consistent with recent constraints from the CMB and the Gaussian CFHTLenS analysis of F14. The degeneracy is shown in Fig. 11. The joint constraints on two parameters naturally have to be degenerate along a 1D line, as the cosmological information in the data essentially consists only of one significant KL mode, see Fig. 12. From the joint, degenerate constraints we infer \( \Sigma_8 = \sigma_8(\Omega_m/0.27)^{0.64} = 0.79^{+0.08}_{-0.11} \), in accordance with F14. Note that F14 used only cosmological scales between 5.5 and 15 arcmin as well as a more accurate model for the matter bispectrum which explains minor difference between our posterior contours. For a comparison to WMAP9 results, we break the parameter degeneracy by imposing a narrow prior on either parameter \( \Omega_m \) or \( \sigma_s \) that is consistent with WMAP9, i.e. \( \Omega_m \in [0.25, 0.30] \) or \( \sigma_s \in [0.75, 0.85] \). For a prior on one parameter, the constraint of the other parameter is then also consistent with the WMAP9 best fit \( (\sigma_s = 0.82 \text{ and } \Omega_m = 0.28) \): we find \( \Omega_m = 0.27^{+0.05}_{-0.06} \) and \( \sigma_s = 0.77^{+0.07}_{-0.09} \). The recent results from Planck Collaboration XVI (2014), on the other hand, favour somewhat larger best-fitting values \( \sigma_s = 0.83 \text{ and } \Omega_m = 0.31 \) due to a smaller \( b = 0.67 \pm 0.014 \). These values are also consistent with our CFHTLenS findings although there appears to be a 1σ tension between the values of \( \Omega_m \). This tension is, however, comparable to the inaccuracy in our statistical methodology or model as seen in our verification run (bottom panel of Fig. 10); \( \Omega_m \) and \( \sigma_s \) are somewhat underestimated in the analysis. In conclusion, our \( \langle M^3 \rangle \) cannot distinguish a WMAP9 from a Planck cosmology; both are equally consistent with our CFHTLenS results.

In spite of the broad consistency of \( (\Omega_m, \sigma_s) \) with the standard cosmology model, the CFHTLenS \( \langle M^3 \rangle \) data have features that cannot be explained by any of our SC01 models or more accurate models of the matter bispectrum in dark-matter-only universes (flat \( \Lambda \)CDM). A dark-matter-only model consequently is not good enough to describe our observed third-order correlations in the cosmic shear field, or there are remaining systematics in CFHTLenS on scales greater than \( \sim 10 \) arcmin that are relevant for the third-order statistics. The only moderately good model fit to the data becomes easily obvious when we inspect the compressed CFHTLenS data in Fig. 12; error bars are uncorrelated in this representation, and they have equal variance; the best fit has \( \chi^2 = 4.2 \) per degree of freedom without 20 per cent error in the model amplitude and \( \chi^2 = 2.9 \) including the amplitude error; the number of degrees of freedom is 3. All models with a generous cut of \( \Sigma_8 \leq 1.0 \) are essentially zero for KL modes \( n \geq 3 \). The CFHTLenS data at \( n = 3 \), on the other hand, is 3σ away from any of these models. Only models that are simultaneously large in \( \Omega_m \sim 0.7 \) and \( \sigma_s \sim 0.8 \) get closer to the \( n = 3 \) data point but quickly move away from \( n = 1 \) and 5 at the same time and cannot explain our observation either; see e.g. the dashed–dotted line in the bottom panel of Fig. 9. The discrepancy is also visible in Fig. 6 where we plot the best-fitting model (filled squares) in comparison to the CFHTLenS data (open diamonds): the CFHTLenS data points are systematically above the model data points for \( \theta_2 = 5.91 \) arcmin (third column) in order to be consistent for larger values of \( \theta_2 \) (columns 4–5). Certainly, this disagreement with theory, reflected by the \( n = 3 \) KL mode, could be a shortfall of SC01. However, no analytic model can be better than the bispectrum power in cosmological simulations that are used to either test or calibrate bispectrum models in the non-linear regime (SC01; Gil-Marín et al. 2012; Valageas et al. 2012). Therefore, improved modelling would at best reproduce the clone data points which are plotted in Fig. 9, open diamonds in the lower panel, and Fig. 12, filled triangles in the upper panel. Clearly, these data points do not exhibit the \( n = 3 \) feature seen in CFHTLenS; we find the same for the clone data points in the other 183 line-of-sights. Since both the clone and the CFHTLenS two-point statistics are consistent with the standard cosmological model (F14; Kitching et al. 2014), we therefore conclude that also a bispectrum model more advanced than SC01 or a dark-matter-only standard \( \Lambda \)CDM in general cannot explain our \( n = 3 \) mode of CFHTLenS. The \( n = 3 \) mode is most sensitive at \( (\theta_1, \theta_2, \theta_3) = (5.9, 17.5, 30) \) and \( (10.2, 17.5, 17.5) \) arcmin (top panel of Fig. 9). We hence broadly locate the discrepancy between \( \theta = 10 \) and 20 arcmin, or correspondingly \( \ell \approx 248 \) and 496.

Despite the evidence of some shear systematics in the data, we are unable to conclusively identify either IAs or residual PSF systematics as origin of the model discrepancy. However, there is evidence for IA playing only a minor role in this context. After the application of the systematics test in Appendix A, we additionally rejected nine CFHTLenS fields from the H12 sample. This mildly affects the third-order aperture statistics between 10 and 20 arcmin (left-hand panel of Fig. 4); the pass fields have a higher signal for the equilateral \( \langle M^3 \rangle \). We hence suspect that PSF systematics are at least in part responsible for a signal deficiency around 15 arcmin. Furthermore, after the removal of the early-type galaxies from our shear catalogue, we found little difference in the EEE signal but rather an increase of the BBB signal on small scales (Fig. 5). This behaviour is the opposite of what is expected for IA contaminated data: most of the IA signal is associated with early-type galaxies (Mandelbaum et al. 2006, 2011; Joachimi et al. 2011). Therefore it is unlikely that the signal drop near 15 arcmin as well as the remaining EEB, EBB, and BBB signals below 5 arcmin can be explained with IA. This supports theoretical models of IA that predict an insignificant contribution of IA correlations to the EEE signal above \( \sim 5 \) arcmin for CFHTLenS (Semboloni et al. 2008; Merkel & Schäfer 2014; Valageas 2014). In conclusion, further research is required to remove the remaining EEB, EBB, BBB systematics and to decide whether the tension between data and theoretical models persist. Finally, F14 do not report a significant B-mode on scales below 5 arcmin for the second-order aperture statistics. But they agree with our finding of an EEB, EBB, and BBB signal on these scales for the third-order statistics. This suggests that the here reported PSF systematics become only relevant for higher order cosmic shear statistics.

As additional online material we provide a Monte Carlo sample of \( (\Omega_m, \sigma_s) \) based on the posterior in the top left-hand panel of Fig. 11 and a set of 200 realizations of \( \langle M^3 \rangle \) data vectors that we produced from our noisy clone simulations.
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APPENDIX A: REFINED TEST FOR SHEAR SYSTEMATICS

The level of residual systematics in the CFHTLenS lensing catalogue is quantified by H12 using the two-point shear statistics. It is therefore not guaranteed that residual systematics for higher order statistics would lead to the same field selection. For this paper, we therefore assess the level of systematics affecting three-point shear statistics by using a refinement of the H12 methodology. We apply the refined test to the 129 CFHTLenS pointings that have already passed the systematics criteria of H12. Out of these 129 we reject another nine pointings for our cosmological analysis of the three-point shear statistics. The details of the refinement and its results for CFHTLenS follow below.

A1 Description of the method

We adopt the residual systematics PSF model of H12: any residual systematics is a linear combination of the stellar anisotropy $\epsilon^*_{\alpha}$ of all exposures $a$. Therefore, the observed galaxy ellipticity, $\epsilon^{\text{obs}}$, originating from the lack of a perfect PSF correction, is given by

$$\epsilon^{\text{obs}}_i = \epsilon^{\text{int}}_i + \gamma_i + n_i + \sum_{a=1}^{n_{\text{exp}}} \alpha_a \epsilon^*_{a,i}, \quad i = 1, 2. \quad (A1)$$

This thus expresses, for each ellipticity component $i$, the observed (PSF-corrected) ellipticity $\epsilon^{\text{obs}}_i$ as sum of (i) the intrinsic ellipticity $\epsilon^{\text{int}}_i$, (ii) the cosmic shear $\gamma_i$, and (iii) the random noise $n_i$. In addition, (iv) the last term expresses the PSF residual systematic error at the location of the galaxy as a linear combination of the original PSF ellipticity $\epsilon^*_{\alpha}$ directly measured from the stars in each exposure $a$ out of $n_{\text{exp}}$ exposures; the $\alpha_a$ are the coefficients of the linear combination.

Moreover, following the conclusion from H12 we assume that the zero-lag correlations of the ellipticities already contain all the relevant information about the residual PSF correlations for the three-point correlation functions. For the PSF residuals described by equation (A1), the average measured zero-lag on a given pointing is

$$\langle \epsilon_i^{\text{obs}} \epsilon_j^{\text{obs}} \epsilon_k^{\text{obs}} \rangle = \langle \gamma_i \gamma_j \rangle + \langle \Delta \epsilon_i^{\text{obs}} \epsilon_j^{\text{obs}} \epsilon_k^{\text{obs}} \rangle, \quad (A2)$$

where $i, j, k = 1, 2$ indicate the projections of $\epsilon^{\text{obs}}$ and $\gamma$, and

$$\langle \Delta \epsilon_i^{\text{obs}} \epsilon_j^{\text{obs}} \epsilon_k^{\text{obs}} \rangle = \sum_{a,b,c=1}^{n_{\text{exp}}} \alpha_a \alpha_b \alpha_c \epsilon^*_{a,i} \epsilon^*_{b,j} \epsilon^*_{c,k} + 3 \left[ \langle \gamma_i \rangle \langle \eta_j \eta_k \rangle + \langle \epsilon^{\text{int}}_i \epsilon^{\text{int}}_j \epsilon^{\text{int}}_k \rangle \right] \sum_{a=1}^{n_{\text{exp}}} \alpha_a \langle \epsilon^*_{a,i} \rangle. \quad (A3)$$

The indices $(a, b, c)$ indicate the various exposures, while the average $\langle \cdots \rangle$ is over all zero-lag triplets. Similarly, the PSF–galaxy cross-correlations are

$$\langle \epsilon_i^{\text{obs}} \epsilon_j^{\text{obs}} \epsilon^*_k \rangle = \left[ \langle \gamma_i \gamma_j \rangle + \langle \eta_i \eta_j \rangle + \langle \epsilon^{\text{int}}_i \epsilon^{\text{int}}_j \rangle \right] \langle \epsilon^*_k \rangle$$

$$+ \sum_{b,c=1}^{n_{\text{exp}}} \alpha_b \alpha_c \epsilon^*_{b,i} \epsilon^*_{c,j} \epsilon^*_k \quad (A4)$$

and

$$\langle \epsilon_i \epsilon_j^{\text{obs}} \epsilon^*_k \rangle = \sum_{c=1}^{n_{\text{exp}}} \alpha_c \langle \epsilon^*_i \epsilon^*_{a,j} \epsilon^*_k \rangle. \quad (A5)$$

We estimate the zero-lag triplets by interpolating the stellar anisotropy at the position of the source galaxy. For the derivation of the equations (A3)–(A5), we assume that the PSF is uncorrelated with the intrinsic ellipticity, the shear, and the random noise. In the absence of any systematics, equations (A3)–(A5) have to vanish, hence a non-zero signal for either average can be used as indicator for systematics. However, in the presence of systematics the expectation values of both (A3) and (A4) do directly depend on cosmology through the terms $\langle \gamma_i \gamma_j \rangle$ and $\langle \gamma_i \rangle$, and they depend on the details of IA through $\langle \epsilon^{\text{int}}_i \epsilon^{\text{int}}_j \epsilon^{\text{int}}_k \rangle$. Therefore, for an evaluation of the significance of a non-zero signal we have to assume a fiducial model for the shear and IA correlations. Conversely, the expectation value of (A5) is free of these assumption so that we focus on (A5) as


systems indicator in the following. Nevertheless some cosmology dependence enters for this indicator too because the variance of this indicator,
\begin{equation}
\langle (\epsilon_i^{\text{m0}}\epsilon_i^{*}\epsilon_j^{*}\epsilon_k^{*})^2 \rangle = \langle (\epsilon_i^{\text{m0}} + \gamma_i + \eta_i)^2 \rangle \langle (\epsilon_i^{*}\epsilon_j^{*}\epsilon_k^{*})^2 \rangle
+ \left\langle \sum_{c=1}^{N_c} \alpha_c \epsilon_i^{*}\epsilon_{a,c}\epsilon_{b,c}\epsilon_k^{*} \right\rangle^2 , \tag{A6}
\end{equation}
contains second-order correlations between \( \gamma \) and \( \epsilon_i^{\text{m0}} \) on the right-hand side; the intrinsic variance for the null hypothesis, i.e. no systematics, has to be known to test for a presence of systematics. Contrary to (A3) and (A4) however, we expect a weak impact of the cosmology on the test results, though, as on small scales (zero-lag) the variance \( \langle (\epsilon_i^{\text{m0}} + \gamma_i + \eta_i)^2 \rangle \approx \langle (\epsilon_i^{\text{m0}})^2 \rangle \) is likely dominated by shape noise.

### A2 Null hypothesis

In the following, we describe the set of simulations we use for the measurement of the PDF of the systems indicator \( \langle \epsilon_i^{\text{obs}}\epsilon_i^{*}\epsilon_j^{*}\epsilon_k^{*} \rangle \) for the null hypothesis. This distribution is the key element in the evaluation of the residual systematics for the three-points function measurement. Using the same set of simulations described in H12, there are 160 realizations per pointing available, each with a shear signal assigned from a projected mass map extracted from independent lines-of-sights. These maps originate from the same N-body simulations that have been used for the clone. This means for the null hypothesis

(i) a WMAP5 cosmology;
(ii) no IAs of the sources;
(iii) no correlations of intrinsic ellipticities and shear;
(iv) no B-modes of the shear field;
(v) distribution of intrinsic shapes and source positions as in CFHTLenS.

A shear value is assigned to each galaxy, depending on its 3D position in the sky. Shape noise is added to the shear as an ellipticity component obtained by randomizing the orientation of the ellipticity of the CFHTLenS galaxies. This procedure guarantees that the simulated catalogues have similar shape noise and intrinsic ellipticity characteristics as the real CFHTLenS pointing. Note that the simulated shape noise is marginally larger than in the real data because the shear is also randomized when computing the noise, it is not removed; this is only a 1 per cent effect and hence negligible for the test. For each pointing, we create 1600 realizations by generating for each of the 160 lines-of-sight 10 different noise realizations. The PSF ellipticity at each galaxy location, \( \epsilon_i^{*} \), is derived from the LENSES PSF model (Miller et al. 2013). For each pointing, the PDF of \( \langle \epsilon_i^{\text{obs}}\epsilon_i^{*}\epsilon_j^{*}\epsilon_k^{*} \rangle \) is then constructed from the distribution of (A5) in the 1600 realizations.

The probability of measuring a given value of
\begin{equation}
\Xi_i = \sum_{a=1}^{N_a} \langle \epsilon_i^{\text{obs}}\epsilon_{a,i}\epsilon_{a,i}^{*} \rangle , \quad i = 1, 2 \tag{A7}
\end{equation}
for a CFHTLenS pointing given its specific PSF and noise properties can now be quantified against the assumptions of the null hypothesis. We obtain the zero-lag correlation \( \langle \epsilon_i^{\text{obs}}\epsilon_i^{*}\epsilon_j^{*}\epsilon_k^{*} \rangle \) by interpolating \( \epsilon_i^{*} \) and \( \epsilon_j^{*} \) at the position of the galaxy with \( \epsilon^{\text{obs}} \). For simplicity, we restrict the analysis to the correlations \( \langle \epsilon_i^{\text{obs}}\epsilon_{a,i}\epsilon_{a,i}^{*} \rangle \) measured in the same exposure \( a \), and then sum over all the exposures of a given pointing; cross-correlations between exposures are ignored. This strategy provides the strongest signal. We then judge the systematic significance of a value of \( \Xi \), in CFHTLenS by the correlation excess with respect to our simulated PDF. See Fig. A1, based on the pointing W3m2m1_y, as an example. Here we plot the null hypothesis as histogram (black solid lines) that we successfully fit by a Gaussian distribution (red solid lines). The vertical solid lines are the corresponding actual values in CFHTLenS for comparison. We reject this pointing due to its large excess of \( \Xi_2 \).

### A3 Application to the CFHTLenS data

We evaluate the cross-correlation defined in (A5) for each pair of exposures \((a, b)\) and for different projections \((i, j, k)\) of the vectors \((\epsilon^{*}, \epsilon^{\text{obs}})\). From this, we estimate the statistics \( \Xi \), for every CFHTLenS pointing and test the values against the null hypothesis. For this test, we assume that a Gaussian distribution is a good approximation of the null distribution of \( \Xi \). This is a valid assumption for the two-point cross-correlations (see H12), and we have checked that it is also a valid assumption for histograms of \( \Xi \), which we fit by a Gaussian of mean \( \nu \) and variance \( \sigma \) for every pointing. As expected, the averages \( \nu \) are always consistent with zero.

As a null \( \Xi \) is supposed to obey Gaussian statistics, 31.80 per cent of the pointings should have \( |\Xi_i| > \sigma_i > 2\sigma_i \) should have \( |\Xi_i| > 3\sigma_i \), and 0.04 per cent should have \( |\Xi_i| > 3\sigma_i \). Table A1 contains the results for both \( \Xi_1 \) (first column) and \( \Xi_2 \) (second column) as well as the expectation for a null signal (third column). The total number of 129 pointings used here complies with the systematics criteria of H12.

<table>
<thead>
<tr>
<th>( \Xi_i )</th>
<th>( \Xi_1 )</th>
<th>( \Xi_2 )</th>
<th>Null (Gaussian)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\Xi_i</td>
<td>&lt; \sigma_i )</td>
<td>90 (70 per cent)</td>
</tr>
<tr>
<td>(</td>
<td>\Xi_i</td>
<td>&lt; 2\sigma_i )</td>
<td>126 (98 per cent)</td>
</tr>
<tr>
<td>(</td>
<td>\Xi_i</td>
<td>&lt; 3\sigma_i )</td>
<td>129 (100 per cent)</td>
</tr>
</tbody>
</table>

Figure A1. Top panel: comparison of the systems indicators \( \Xi_i \) of W3m2m1_y (vertical black line) to the simulated distribution of the null hypothesis (histogram). The red solid line is the best-fitting Gaussian to the histogram. The \( \Xi_1 \) is consistent with no systematics. Bottom panel: the same as the top panel but for \( \Xi_2 \). Here the measured value is inconsistent with the null hypothesis on a high confidence level; the pointing is hence rejected for the cosmological analysis of \( M_{\text{158}} \).
compares systematics indicators of 129 CFHTLenS pointings to the null hypothesis with respect to the $\sigma_i$, $2\sigma_i$, and $3\sigma_i$ thresholds. These 129 pointings have been pre-selected by the criteria defined in H12. Within $3\sigma_i$ the statistics of $|Z_i|$ is consistent with the null hypothesis, whereas $|Z_i|$ reveals too many outliers with $|Z_i| > 3\sigma_i$.

For the final cosmological analysis, we decided to reject pointings that are within the Gaussian 1 per cent tail of the null hypothesis. The false-positive rate of our test is consequently 1 per cent. Based on this cut, we reject the following pointings: W1m3p3_i, W1p3p1_y, W2m1m0_i, W3m3m0_i, W3m2m1_y, W3p1m1_i, W4m3p1_i, W4m3m0_i, and W4m3p3_y. All these fields are rejected owing to too high values of $|Z_i|$ alone. The signal with and without the rejected fields can be seen in the left-hand panel of Fig. 4.
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