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ABSTRACT
The cosmic infrared background (CIB) provides a fundamental observational constraint on
the star formation history of galaxies over cosmic history. We estimate the contribution to the
CIB from catalogued galaxies in the COSMOS field by using a novel map fitting technique on
the Herschel SPIRE maps. Prior galaxy positions are obtained using detections over a large
range in wavelengths in the Ks–3 GHz range. Our method simultaneously fits the galaxies, the
system foreground, and the leakage of flux from galaxies located in masked areas and corrects
for an ‘overfitting’ effect not previously accounted for in stacking methods. We explore the
contribution to the CIB as a function of galaxy survey wavelength and depth. We find high
contributions to the CIB with the deep r (mAB ≤ 26.5), Ks (mAB ≤ 24.0), and 3.6 μm (mAB ≤
25.5) catalogues. We combine these three deep catalogues and find a total CIB contributions
of 10.5 ± 1.6, 6.7 ± 1.5, and 3.1 ± 0.7 nWm−2 sr−1 at 250, 350, and 500 μm, respectively.
Our CIB estimates are consistent with recent phenomenological models, prior based SPIRE
number counts and with (though more precise than) the diffuse total measured by FIRAS. Our
results raise the interesting prospect that the CIB contribution at λ ≤ 500 μm from known
galaxies has converged. Future large-area surveys like those with the Large Synoptic Survey
Telescope are therefore likely to resolve a substantial fraction of the population responsible
for the CIB at 250 μm ≤ λ ≤ 500 μm.

Key words: infrared: galaxies – submillimetre: galaxies.

1 IN T RO D U C T I O N

The diffuse extragalactic cosmic infrared background (CIB; e.g.
Puget et al. 1996) is caused by the re-radiation of absorbed UV

� E-mail: s.duivenvoorden@sussex.ac.uk

and optical light emitted by young stars and (for a small fraction)
active galactic nuclei (AGN). This thermal re-radiation contributes
approximately half of the radiation we receive from extragalactic
sources (e.g. Hauser & Dwek 2001; Hill, Masui & Scott 2018). It
is therefore important to understand which sources are responsible
for this CIB, as they are the likely contributors to the star formation
rate density of the Universe (e.g. Madau & Dickinson 2014).
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The aim of this paper is to measure the contribution of galaxies
detected in different wavelength bands to the CIB. The result can be
used as a practical indicator of what depth of data is needed to detect
a significant fraction of the star-forming populations that cause the
CIB, which is part of the aim of future generation large area surveys
like the Large Synoptic Survey Telescope (LSST; Ivezic et al. 2008).
We can furthermore use the results to give new and more accurate
lower limits for the total CIB. These more accurate limits can be
used to constrain galaxy evolution models.

The Far Infrared Absolute Spectrophotometer (FIRAS) instru-
ment aboard the Cosmic Background Explorer (COBE; Fixsen et al.
1994) was designed to measure the cosmic microwave background
spectrum, but the data could also be used to measure other physical
quantities, including the CIB (Fixsen et al. 1998; Lagache et al.
1999). FIRAS was able to measure the total CIB due to the presence
of a cold external calibrator, a facility that more recent space-based
telescopes like the Herschel Space Observatory (Pilbratt et al. 2010)
and Spitzer (Werner et al. 2004) lacked. Due to the absence of
this absolute measurement and a high thermal foreground from the
warm telescope, each of the Herschel maps have the mean of the
map subtracted, resulting in a map with an average signal of zero. To
measure the total flux in confused maps, we therefore need to find
the sum of the flux density of the individual sources contributing to
these confused maps (Dole et al. 2006).

Relatively few extragalactic sources are directly detected with
Herschel, with the integrated flux density of those galaxies being
a factor of about 7 lower than the total radiation received as the
CIB (Oliver et al. 2010). Recent work in deblending the Herschel
maps (Wright et al. 2016; Hurley et al. 2017) reveals that it is
possible to assign the flux density in the confused (e.g. Nguyen
et al. 2010) Herschel SPIRE (Griffin et al. 2010) maps to sources
that are detected in higher resolution optical or NIR images. The
question now arises: what depth of data do we need to effectively
deblend these images?

To calculate new bounds for the CIB, we will use a novel map
fitting analysis based on SIMSTACK (Viero et al. 2013b) applied
to the Herschel SPIRE (Griffin et al. 2010) maps in the COSMOS
field (Scoville et al. 2007). This field contains very deep catalogues
in various wavelength bands and is therefore ideal for creating
deep prior lists. The ∼2 deg2 size of the COSMOS field is another
advantage compared to other deep fields which tend to be <1 deg2.
In the near future, large area surveys will obtain data with the
COSMOS depths over areas � 100 deg2, which could be used to
find the optical or NIR counterparts of dusty star-forming galaxies
over larger areas of the sky observed by Herschel.

The paper is structured as follows. In Section 2, we introduce
the different sets of prior catalogues we use for our map fitting.
In Section 3, we explain our map fitting method and we test our
method in Section 3.1. Our results are described in Section 4 and
discussed in Section 5. Our conclusions can be found in Section 6.

2 DATA

2.1 HELP data base

Most of the data described below is part of the Herschel Extra-
galactic Legacy Project (HELP;1 Shirley et al. 2019; Oliver et al.
in preparation) data base. HELP aims to collate and homogenize
observations from many astronomical observatories to provide an

1http://hedam.lam.fr/HELP/.

integrated data set covering a wide range of wavelengths from
radio to UV. The key focus of the HELP project is the data from
the extragalactic surveys from ESA’s Herschel mission, covering
over 1300 deg2. HELP will add value to these data in various
ways, including providing selection functions and estimates of key
physical parameters. The data set will enable users to probe the
evolution of galaxies across cosmic time and is intended to be easily
accessible for the astronomical community. The aim is to provide a
census of the galaxy population in the distant Universe, along with
their distribution throughout three-dimensional space.

2.2 Prior catalogues

For the optical or NIR data sets we use the Laigle et al. (2016)
COSMOS2015 catalogue. From this catalogue we retrieve the r-
band data, which were observed with the SUBARU Suprime-Cam
as part of the COSMOS-20 project (Taniguchi et al. 2007, 2015).
The r-band data have a 3σ depth of mAB = 26.5 in a 3 arcsec
aperture. We use the unflagged regions in the optical bands inside
the COSMOS 2 deg2 field, which leaves us with a total useful area
of 1.77 deg2 (Laigle et al. 2016). We only select galaxies with a
SExtractor flag of 3 or lower (Bertin & Arnouts 1996). With
this flag we remove saturated or corrupted objects. We do keep
neighbouring galaxies which could cause a potential bias (an effect
we discuss below).

The VIRCAM instrument on the VISTA telescope was used
to obtain the Ks-band data as part of the Ultra-VISTA survey
(McCracken et al. 2012). Several ultradeep stripes were observed,
which covered a total area of 0.62 deg2 (Laigle et al. 2016). We will
use both the deep and ultradeep Ks data, but we use the 3σ depth
of the deep data (mAB = 24.0 in a 3 arcsec aperture) as a cut-off for
the whole catalogue. The total area with deep or ultradeep Ks-band
data covers 1.38 deg2 inside the COSMOS 2 deg2 field (excluding
masked regions).

IRAC channel-1 (3.6 μm) observations consist of the first two-
thirds of the SPLASH COSMOS data set, together with S-COSMOS
(Sanders et al. 2007) and smaller IRAC surveys in the COSMOS
field (Capak et al. in preparation). The 3σ depth cut-off for IRAC
channel 1 is mAB = 25.5, and the area covered is 1.77 deg2 (exclud-
ing masked regions). This is the same area used for the r-band

We use the COSMOS catalogues, as they contain deeper NIR and
IR data from Ultra-VISTA and SPLASH than previous catalogues.
The optical or NIR photometry is obtained using SExtractor
dual-image mode, which is highly effective in finding and selecting
galaxies. Due to the new data depth and the dual-image strategy,
the galaxy samples are very complete (Laigle et al. 2016), with a
stellar mass limit for star-forming galaxies of 1010 M� at z < 2.75
and 10.810 M� at z < 4.8. Viero et al. (2015) used the Muzzin
et al. (2013) catalogue to obtain the prior K-selected (mAB = 23.4)
catalogue for stacking. However, the Muzzin et al. (2013) catalogue
only has 115 000 galaxies within a 1.62 deg2 area, whereas the
Laigle et al. (2016) catalogue contains 149 000 galaxies with mAB

≤ 23.4 over an area of 1.38 deg2, and a total of 200 000 detected
galaxies with Ks < 24.0. We therefore expect that the percentage
of the CIB we can resolve will be higher than that in Viero et al.
(2015) due to the higher completeness.

In the mid-infrared we use the MIPS 24 μm data obtained by Le
Floc’h et al. (2009). We select objects with S24 > 80 μJy (mAB <

19.1) and that have a 3σ detection. The total area observed with the
MIPS instrument is 2.27 deg2.

The PACS (Poglitsch et al. 2010) 100 μm data in COSMOS was
observed as part of the PEP survey (Lutz et al. 2011). The PACS
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Have we measured the λ ≤ 500 μm background? 1357

Table 1. The total CIB in units of nW m−2 sr−1 at the SPIRE wave-
lengths as measured by FIRAS∗, stacking†, lensing+, number counts‡, and
simulations.

Work 250 μm 350 μm 500 μm

Fixsen et al. (1998)∗ 10.3 ± 3.2 5.6 ± 1.7 2.4 ± 0.7
Lagache et al. (1999)∗ 11.0 ± 3.6 6.2 ± 2.0 2.4 ± 0.8
Marsden et al. (2009)† 8.60 ± 0.59 4.93 ± 0.43 2.27 ± 0.20
Zemcov et al. (2013)+ 8.3+1.4

−0.8
Cai et al. (2013) 12.4 7.9 3.7
Viero et al. (2015)† 9.82 ± 0.78 5.77 ± 0.43 2.32 ± 0.19
Lacey et al. (2016) 7.4 4.8 2.3
Driver et al. (2016)‡ 10.00 ± 1.82 5.83 ± 1.17 2.46 ± 0.75
Béthermin et al. (2017) 11.2 6.4 2.7

catalogue contains 7443 sources with a 3σ detection and mAB ≤
14.8, spanning an area of 2.1 deg2.

SPIRE (Griffin et al. 2010) data were obtained as part of the
HerMES survey 4th data release (Oliver et al. 2012) and covers
an area of 4.9 deg2. We use the xID250 catalogues, which use
the 250 μm starfinder detections as prior information for the
positions. We only select sources with a 5σ detection above the
instrumental noise.

We use the SCUBA-2 (850 μm) data observed as part of S2CLS
(Geach et al. 2017). The catalogue produced by S2CLS contains 719
sources detected with a 3σ detection within the 1.3 deg2 observed
with an RMS below 2 mJy beam−1.

The VLA 3 GHz data (Smolčić et al. 2017) covers an area of
3.1 deg2, where a median rms of 2.3 μJy beam−1 is reached in the
central 2 deg2 COSMOS area. We use 5.5σ detected sources (mAB

≤ 21.4) in the central 2 deg2 COSMOS area for our prior list.
We furthermore test our method in different fields to obtain an

estimate of the effect of cosmic variance. We picked the SERVS
IRAC channel 1 catalogues (Mauduit et al. 2012) in the ELAIS-
N1 and CDFS-SWIRE fields to perform this test. The depth of
the SERVS catalogues is mAB = 23.1, and therefore two orders of
magnitude shallower than the COSMOS SPLASH sample. For the
ELAIS-N1 and CDFS-SWIRE fields we use the star masks provided
by HELP to remove sources in our catalogue contaminated by stars
or bright galaxies.

2.3 Maps for fitting

We use the SMAP (Levenson et al. 2010; Viero et al. 2013a) SPIRE
maps described in Viero et al. (2015) for our map fitting analysis.
These maps have a pixel scale of 4 arcsec, which is smaller than the
standard HerMES maps, which have a pixel scale of 6, 8.33, and 12
arcsec at 250, 350, and 500 μm, respectively. The SPIRE maps are
all mean-subtracted.

We use the 250, 350, and 500 μm SPIRE maps in the COSMOS
field for our main analysis and we use the maps in the ELAIS-N1 and
CDFS-SWIRE fields to check our method against cosmic variance.
For ELAIS-N1 and CDFS-SWIRE fields we use the nominal pixel
size maps. Absolute calibration in SPIRE has a 5 per cent calibration
uncertainty (Griffin et al. 2010).

2.4 Previous CIB estimates

We have collated a number of previous estimates for the CIB to
compare with our results (Table 1). Fixsen et al. (1998) measured the
CIB from FIRAS measurements by removing foreground emission
from interplanetary and Galactic interstellar dust. Lagache et al.

(1999) obtained a different estimate of the CIB with the same FIRAS
measurements, which differ from each other by around 10 per cent,
but are still consistent within error bars. The FIRAS-derived
values are dominated by systematics, where the main systematic
uncertainty is the removal of the Galaxy. Higher resolution obser-
vations with Herschel are not sensitive to this large-scale Galactic
emission.

Another method to measure the CIB is by adding (stacking) the
flux density for all known galaxies in the Universe. This method can
potentially miss a diffuse part of the CIB outside our own Galaxy
(if it exists). But the main problem with this method is that stacking
in the highly confused SPIRE maps is non-trivial (see Section 3)
and that it potentially misses the flux density of galaxies which
are not detected. Therefore these measurements (Marsden et al.
2009; Viero et al. 2015) are technically a lower limit of the total
CIB.

Viero et al. (2015) used the earlier Ks < 23.4 Muzzin et al. (2013)
COSMOS catalogue as input for SIMSTACK to calculate the CIB at
250, 350, and 500 μm. The maps were smoothed to a resolution of
300 arcsec to capture the contribution of faint (undetected) sources
that are correlated, with the detected sources. In this work we
will use deeper catalogues and we will fit simultaneously for the
foreground.

Driver et al. (2016) calculated deep galaxy number counts at
the SPIRE wavelengths using r-band priors in the GAMA fields
and i-band priors in the COSMOS field (Wright et al. 2016). The
obtained number counts were extrapolated to get the number counts
for undetected galaxies. The total values for the CIB obtained with
this method are consistent with the FIRAS measurements.

The CIB can also be measured due to the effect of Lensing. This
method looks at the deficit in background surface brightness in the
central region of massive galaxy clusters (Zemcov et al. 2013). This
measurement of the CIB does not include the galaxies which are
part of, or in front of, the clusters.

The CIB can also be calculated from the output of simulations.
The Durham semi-analytic model (GALFORM; Cowley et al. 2015;
Lacey et al. 2016), which realistically simulates clustering and
optical magnitudes, was used to create a simulated catalogue. This
optical catalogue is then used as input for the radiative transfer
code to obtain λrest > 70 μm flux density estimates. These values
are slightly lower than (and at 250 μm in rough 1σ tension with)
results from FIRAS. On the other hand, the Béthermin et al.
(2017) simulation (which populates a dark matter light-cone with
separately generated galaxies) and the Cai et al. (2013) simulation
contains a higher flux density at the SPIRE wavelengths, which in
both cases are in line with the FIRAS methods.

3 M E T H O D

We use an improved stacking analysis to measure the contribution to
the CIB originating from galaxies detected in different catalogues.
Stacking is equivalent to determining the covariance between a
catalogue and a map (Marsden et al. 2009). In traditional stacking,
a list of prior positions is used to add the map at those positions
on the sky together. The noise in this ‘stacked’ image will go
down with

√
N , with N the number of stacked positions. Normal

stacking works well for confused data, as the mean contribution of
the uncorrelated sources is zero.

However, normal stacking can overestimate the flux density in
maps which are clustered and confused, as it will add the flux density
from correlated sources to the galaxies in the stacking sample.
To get around this problem SIMSTACK (Viero et al. 2013b) was
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developed, which measures this covariance between the map and
a catalogue by simultaneously fitting all the known sources in the
map.

Original SIMSTACK creates images with delta functions at the
positions of galaxies in the prior catalogue. These images are
convolved with the instrument PSF. This results in a linear model for
every pixel (j) in the map (M) with the mean flux (Sα) for galaxies
in each list, α, as a free parameter:

Mj = S1C
j

1 + ... + SnC
j
n , (1)

where Cj
α is the beam-convolved, mean-subtracted image (this is

the mean of the map, not a local mean) of the sources in list α,
at pixel j. This method should provide an unbiased estimate of the
mean fluxes of the populations.

There are, however, two problems with the traditional SIM-
STACK, it does not fit the foreground nor does it consider signal
arising from sources located in masked areas. These masked areas
are regions on the sky where there are no observations for the
prior catalogue or regions where these data are corrupted. The
corrupted areas mainly arise due to the saturation of pixels by
nearby bright galaxies or stars. No galaxies are detected in these
masked areas, and therefore we should not use this area for our map
fitting.

Areas masked because they have not been observed or because
of saturation due to bright stars should have a comparable value
for the SPIRE intensity as non-masked areas. However, the masked
regions provided by Laigle et al. (2016) have a higher mean signal
than non-masked regions in the SPIRE map due to the presence of
bright nearby sources. A naive application of SIMSTACK on a mean-
zero map would thus underestimate mean fluxes, even leading to
negative flux densities.

To solve these two problems, we adjusted the SIMSTACK code to
fit a foreground layer2 (F) and leakage from flux from masked areas
due to the large PSF (SL) simultaneously with the pointing-matrix
created in equation (1). As we are now fitting for a foreground, there
is no more need to mean subtract the beam convolved number of
sources (Nj

α ) in a layer. The equation we are solving for the areas
used in this work is therefore

Mj = S1N
j

1 + ... + SnN
j
n + SLN

j

L + F, (2)

where the constant foreground, F, is not a function of pixel j.
We recreate the SPIRE maps with holes on the positions of

masked areas in the prior catalogue. We do not use our map
fitter in those masked areas. Not using these areas is crucial,
since otherwise flux from sources within those areas will be added
to the foreground estimation. However, due to the large SPIRE
beam there will still be excess flux from those masked areas
within the fitted region. This excess flux would be added to the
foreground layer (or to galaxies near the masked area), which
causes an overestimate of the foreground over the whole field
and therefore an underestimate of the prior galaxies flux densities.
We solve this problem by adding the extra layer (equation 2)
to our fitting process, this being the convolution of the masked
pixels with the SPIRE beam (SLN

j

L). We provide a more detailed
explanation when we describe the use of simulations in the next
section.

2We use foreground for the diffuse component which consist of the emission
from the telescope, Galactic emission, and the emission from galaxies, which
are not correlated with the galaxies in our prior catalogues. This layer also
incorporates the mean subtraction of the SPIRE maps.

3.1 Tests on simulations

We use the 2 deg2 SIDES model simulation (Béthermin et al. 2017)
to test our method. The SIDES simulation populates the haloes
in a dark-matter light-cone with galaxies. For each galaxy, a star
formation rate and hence spectral energy distribution is assigned and
a gravitational lensing factor is calculated. From this simulation
the observed flux densities are calculated between 24 μm and
1.3 mm. We create our own 4 arcsec pixel SPIRE maps from the
catalogue provided by Béthermin et al. (2017). We make these
maps by smoothing the sources with a Gaussian PSF having an
FWHM of 17.6, 23.9, and 35.2 arcsec for 250, 350, and 500 μm,
respectively. We then add Gaussian pixel noise with σ = 5.7, 7.6,
13.4 mJy, comparable to the values for the instrumental noise in
the observations. These simulated SPIRE maps contain clustering,
instrumental noise, and confusion noise, which makes them ideal
to test our map fitting analysis. For the prior lists we divide
the sources into magnitude bins with a width of 0.4 magnitude,
using the observed MIPS (24 μm) magnitudes. We use all 106

galaxies in the 2 deg2 with 24 μm magnitudes < 26.4, these
galaxies contribute more than 99 per cent of the CIB in the SIDES
model.

To test our map fitting algorithm we create the SPIRE maps
from the Béthermin et al. (2017) sources in several different ways:
including or excluding the effects of clustering, instrumental noise,
and confusion. These variants test how our method performs in
different simulations and predicts corrections for systematic effects.
For the simulated maps we know that the foreground is zero. Due
to the lack of a foreground, we can test if our code works in the
absence of this foreground layer; however, the real SPIRE maps
will have a non-zero foreground, and we therefore need to use the
foreground layer for the real maps.

For the first series of tests, we assign every source a random
position in the map to avoid spatial correlations. In the first example,
we assign the mean flux density of the galaxies in a magnitude
bin to every source within that bin. For this map our layer model
(equation 2) is perfect as our model is able to exactly describe
the flux at every position in the map. Therefore, we obtain an
χ2 = 0 without noise and an χ2/Npix ∼ 13, when instrumental
noise is included. These results are unaffected when we add a
varying foreground to the test. The next tests are the same, but
instead of the mean flux we use the actual flux density of each
source. In this case we do not have a perfect model and we
obtain an χ2/Npix ∼ 0.3 in the absence of instrumental noise.
The scatter of the source flux within a list could thus be seen
as an additional ‘modelling noise’. The results for 250 μm are
shown in Fig. 1, and we obtain the correct (within 2.5 per cent)
total flux density for galaxies as function of magnitude. The total
estimate for the CIB is correct within 1 per cent. This resultsshows
that our fitting routine works well in the absence of correlated
sources.

For the second series of tests we use the actual positions of
the sources from the simulation, which means that the galaxies in
different lists are correlated. Otherwise, we run the same set of
tests as in the previous series. We are able to correctly probe the
mean flux densities of galaxy populations, but with two important
exceptions (see Fig. 2). These cases are where we overestimate
the flux density of faint (mAB > 20) galaxies when we allow the

3The number of fitted parameter is orders of magnitude smaller than the
number of pixels in the map, therefore the degrees of freedom ≈Npix and
the reduced χ2 ≈ χ2/Npix.
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Have we measured the λ ≤ 500 μm background? 1359

Figure 1. Testing our map fitting method at 250 μm for unclustered sources. In black is the ‘truth’ from the simulation. On the left, we show the offset from
the true answer and on the right, the cumulative flux density as function of magnitude. In all tests the sources have random Poisson-distributed (uncorrelated)
positions. Here ‘Mean’ indicates that the mean flux density of a population is used to create the map, ‘noise’ indicates that instrumental noise is added, and
‘FG’ indicates that we simultaneously fit for a foreground. For all models we are able to calculate the total CIB within 1 per cent accuracy.

Figure 2. Testing our map fitting method at 250 μm for clustered sources. The labels are the same as in Fig. 1, but in all these tests the sources have the
real (correlated) positions. We overestimate the flux density for faint sources when we allow the foreground to vary. This overestimation also occurs when we
create the map with a very small beam (FWHM = 1 arcsec).

foreground to vary, while using the individual source flux densities,
both with and without noise.4

With a fixed foreground, we do not obtain this overestimate.
In this case there is a finite amount of flux density available in
the map, and we cannot interchange flux between galaxies and a

4We performed another test in this series using an FWHM of 1 arcsec to
create the map, so that only galaxies within the same pixel are likely to bias
each other’s flux densities. In this case we still obtain the same overestimate
as in the nominal resolution (17.6 arcsec) map.

foreground. However, for the real maps we do not know the value
for this foreground and we have to fit for it (while we can set
it to zero for the simulations). This overestimate when we fit the
foreground simultaneously is potentially worrying, as it could cause
an overestimate of the CIB in the real observations.

The overestimate is primarily caused by very faint sources. We
therefore perform a test where we add another three layers of faint
sources between a magnitude of 26.4 and 27.6. These additional
170 000 galaxies contribute only about 0.5 per cent to the CIB. The
results for this run are shown in Fig. 3. This new model leads to an
even larger overestimate (13 per cent) of the CIB in the simulations.
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1360 S. Duivenvoorden et al.

Figure 3. Testing our map fitting method at 250 μm for deeper simulated data. In black is the ‘truth’ from the simulation. On the left, we show the offset
from the true answer and on the right, the cumulative flux density as function of magnitude. In all tests the sources have the real (correlated) positions. ‘ +0.3
mJy’ indicates that we add 0.3 mJy to faint sources (mAB > 23.2), ‘random lists’ indicates that we binned the galaxies randomly, and ‘holes’ indicate that
we removed faint sources within the hole radius from a brighter source. We overestimate the CIB when we fit for the foreground, but this overestimation is
diminished when we add 0.3 mJy to faint sources or when we only allow for a maximum of one galaxy within a 4 arcsec radius (removing the faintest galaxy
in a galaxy pair). When we bin our galaxies randomly, we obtain the same estimate for the CIB when we bin the galaxies according to magnitude.

3.1.1 An overfitting problem

A potential cause for this overestimate is ‘overfitting’, where the
faint sources fit the noise, instead of being assigned a low flux. The
results from our FWHM = 1 arcsec test show that this is primarily
caused by brighter galaxies in the same pixel.

We ran another test where we created a new map, where we add
0.3 mJy at 250 μm to all faint galaxies with an mAB > 23.2 to see
if this overfitting effect is flux-dependant. With this simulation the
overestimate reduces to ∼1 per cent. For this test the fit of galaxies
that are located father away from another galaxy will dominate over
this flux exchange between nearby sources on the sky. This flux
exchange between galaxies and the foreground remains when we
bin our galaxies randomly instead of binning the galaxies according
to their magnitude.

We perform a test to see if we can eliminate this overfitting effect
by removing the faintest galaxy in every galaxy pair. Where a pair
is defined as sources which are within a 4 arcsec radius (when there
are multiple matches, then all but the brightest source is removed).
With this test we obtain the correct estimate for the CIB (Fig. 3). By
removing these sources we obtain a more realistic comparison with
medium resolution data, where we would not find multiple sources
within a few arcsec due to resolution effects. However, when we
make this radius too large, then we will underestimate the CIB due
to the missing sources; we show this by removing all sources within
10 arcsec of a brighter source (Fig. 3). The removal of sources on the
sub-arcsecond scale removes both random line-of-sight alignments
and galaxies that are located very near each other and are undergoing
a merger; these types of sources might be observed as one in the real
observations, making this potential overfitting less of a problem for
the real observations.

This overestimate can be explained as follows. Correlated galax-
ies are more likely to appear near each other on the sky. As both
populations of galaxies are fitted simultaneously with our code this
should not be a problem. However, if a galaxy population (A) is

Figure 4. An example of an overestimation of the flux density in a one-
dimensional 250 μm map (green). This map contains two populations of
sources (A, black and B, red). The sources in layer B are faint (0.1 mJy) and
correlated with the sources in list A, with a higher correlation for bright A
sources. The purple line shows the best fit of our model and the orange line
contains the mean flux of the populations, the result we are looking for.

correlated with a population (B) and this correlation is enhanced
around bright galaxies from population A, then galaxies from B
can be assigned the residual (positive) flux density from A. We can
illustrate our explanation in a simpler form (see Fig. 4). We make
a map containing four sources in layer A and add three correlated
sources in layer B. We assume we can always obtain an optimal
estimate of the mean flux of sources in A (e.g. because they are
significantly brighter or more numerous than the B sources). The
four A (A1, A2, A3, and A4) galaxies have flux densities of 1.3,
0.7,1.0, and 1.0 mJy, respectively, with a mean of 1 mJy. Since we
have the optimal mean, then we have residuals of 0.3, −0.3, 0.0,
and 0.0 mJy at the four positions of A in the map. The mean of
the residuals is zero and the foreground fit will therefore be zero,
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the correct answer. We now add the three correlated B sources
(all 0.1 mJy) at the location of the sources A1 and A3 and one
at a random position. After subtracting the (optimal) mean of A,
the residual flux densities in the map at the position of the B
sources are 0.1, 0.4, and 0.1 mJy. The B layer will fit for the
mean and obtain 0.2 mJy as an average. The total residuals, after
subtracting layer B, for our five source locations are −0.3 mJy.
This results in a negative foreground fit (Fig. 4). It is important
to note that this overfitting would not happen if B were equally
correlated with faint and bright A sources. This overfitting is also
reduced if there are many locations of B sources that are not near
an A source, as the fit to B will be dominated by the uncorrelated
sources.

With this example we showed an effect not previously accounted
for in stacking. Where a bright population (A) could cause an
overestimate of a faint population (B), if the galaxies in B are
correlated with the brighter part of the galaxies of sample A.

3.1.2 Comparison with SIMSTACK

The real observations have masked areas on the sky and we simulate
this by (a) removing the outermost 8 arcsec from the three simulated
SPIRE maps; (b) by removing 30 arcsec radius circles around all 392
MIPS sources with mAB < 16; and (c) by removing 392 random 30
arcsec radius circles from the map. The bright sources are removed
as an example of saturation by nearby bright galaxies, with the
random circles being removed as examples of bright stars, which
are not correlated with the galaxies and do not radiate significantly
at SPIRE wavelengths.

All sources within those masked areas are removed from our
prior list, and we do not fit the map at those positions. After the
removal of masked areas we mean-subtract the map. Due to the
large SPIRE beam, there is still flux from sources in the masked
areas within the fitted regions of the map. We fit for this flux by
adding one extra layer, being the convolution of all the masked
pixels with the SPIRE beam. We now have a simulated map that
incorporates instrumental noise and correlated confusion noise, and
our prior catalogues contain selection effects from saturation by
stars (the random circles) and from nearby bright galaxies (circles
around bright sources). We test our algorithm at all three SPIRE
wavelengths in Fig. 5 and we compare our results with the basic
SIMSTACK results.

Our method outperforms traditionalSIMSTACKwhen measuring
the total CIB. When we remove the faint galaxy for galaxy pairs
within 4 arcsec (removing the overfitting effect) we obtain the
correct CIB within 5 per cent, where the traditional SIMSTACK
method underestimates the total CIB by ∼50 per cent (when
all galaxies are stacked simultaneously). This underestimation is
mainly due to the negative flux density assigned to faint sources
(mAB > 22).

We overestimate the CIB by 10–20 per cent, when we stack all
the galaxies due to the overfitting effect. In practise, these very faint
galaxies (with close to zero contribution to the CIB) will not be in
our prior catalogue, and this effect can be corrected for by removing
the faint galaxy for galaxy pairs within 4 arcsec.

Most papers using SIMSTACK bin the galaxies according to
redshift. We test our code andSIMSTACK in Fig. 6 with this redshift
slicing, where we fit the redshift slices separately from each other.
We can see that our code performs very well for galaxies within a
�z = 0.5 redshift slice, where SIMSTACK underestimates the total
CIB by a maximum of 10 per cent. This underestimation only arises

when very faint sources (mAB > 23) are fitted, which are normally
not present in the prior catalogues. This suggests that previous
results from SIMSTACK are not likely to be incorrect, but that our
algorithm is required when a very high (>90 per cent) fraction of
the CIB is resolved by the prior catalogue. Our method is able to
correctly calculate the CIB within 1 per cent when redshift slicing
is used.

3.1.3 Incompleteness around bright galaxies

When a prior list is stacked, we find the total flux density of all the
prior sources plus that of correlated coincident sources. Stacking
should be done on a mean-subtracted map, so the mean flux from
random alignments is zero, leading to a total stacking signal equal
to the total flux of the prior sample. However, when the stacking
sample is incomplete for faint objects that are coincident (but not
necessarily correlated) with bright objects, a bias occurs. This
results in there being a lower probability of finding a randomly
aligned bright source at the location of the stacking sample, leading
to a foreground of the stack that is lower than the average foreground
of the field. For a mean-subtracted map, this lower than average
foreground will be negative, leading to an underestimation of the
stacking signal. If the total flux density from the stacked galaxies is
less than this negative foreground, then a negative stacking signal
can be measured (Heinis et al. 2013).

We do not see this effect when we fit all sources (Fig. 5;
4 arcsec faint pair remove model), as in this case all the brighter
galaxies are fitted simultaneously, leading to a foreground estimate
for which the bright sources are taken into account. When we
slice in redshifts these bright foreground galaxies are not fitted
simultaneously, but are just part of the foreground. And when we
do not detect faint sources near them on the sky, there is an artificial
correlation between faint parts in the foreground and the source
layer, leading to an underestimation of the source flux density.
When we fit all the galaxies simultaneously, we do not have the
effect described in Heinis et al. (2013). We therefore choose to fit
all lists of galaxies simultaneously, even if redshift information is
available.

3.2 Final method

The step by step description of our map fitting procedure is as
follows:

(i) Every prior catalogue is binned by AB magnitude with bins
ranging from 12.0 to 26.8, with a bin size of 0.4.

(ii) The sources within a bin are used to construct a synthetic δ-
function map (+1 for pixels with a source and 0 at locations where
there is no source). These maps are convolved with the SPIRE PSFs5

to produce as a fitting-matrix with dimensions M x N, where M is
number of pixels in SPIRE map and N is number of bins.

(iii) We use the mask provided along with the prior catalogues
to re-create the SPIRE maps with holes at locations where the prior
catalogue does not have good data.

5We use a Gaussian PSF having an FWHM of 17.5, 23.7, and 34.6 arcsec
for 250, 350, and 500 μm, respectively. These are the same PSFs as (Viero
et al. 2015) used for the SIMSTACK paper, which used the same maps.
We note that a change in PSF of order ∼0.5 arcsec changes the results by
≈3 per cent.
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1362 S. Duivenvoorden et al.

Figure 5. Testing our map fitting method at 250 (solid), 350 (dashed), and 500 μm (dots). In black is the ‘truth’ from the simulation. On the left, we show the
offset from the true answer and on the right, the cumulative flux density as function of magnitude. ‘SIMSTACK’ indicates that we did not use our map fitting
algorithm, but that we used the basic SIMSTACK. We overestimate the flux density when we fit all the sources in the simulation, due to the effect visualized in
Fig. 4, and we obtain the correct CIB (within 5 per cent) when we remove galaxies within 4 arcsec of a brighter galaxy. Traditional SIMSTACK underestimates
the CIB substantially with ∼50 per cent when (almost) all sources in the map are fitted simultaneously.

Figure 6. Comparison between SIMSTACK and our map fitting method, when we use the redshift of the galaxies. In solid black is the ‘truth’ from the simulation,
and the black dots show the true answer for each redshift range. On the left, we fit the redshift slices with SIMSTACK, which underpredicts the flux density
for faint galaxies. On the right, we use our new map fitting algorithm.

(iv) We add two extra layers to our fitting-matrix: one layer
models the foreground and is a uniform map, i.e. 1 for every pixel;
the second layer is the mask6 convolved with the SPIRE PSF. This
second layer fits the leakage of flux from sources into the map from
masked regions.

6This mask consist of saturated regions due to both stars and bright galaxies.
With more detailed information this method could be improved by using a
star mask and a separate bright galaxy mask.

(v) The fitting-matrix is used to simultaneously fit all layers using
our improved version of SIMSTACK. The layers are fit on all three
SPIRE maps independently using equation (2).

(vi) We re-run our map fitting algorithm five times with a
different bootstrap sample to calculate the errors by calculating the
standard deviation from these five measurements. These bootstrap
samples come from random re-sampling of the pixels in the map,
which we use for the fit.

(vii) We re-run our map fitting code four times on the map, where
every time a different quartile is removed. We calculate the effect
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of sample variance (hereinafter referred to as cosmic variance for
historical reasons) by using these four Jackknife (JK) samples.

(viii) The mean flux density per magnitude bin is multiplied by
the number of sources within the bin to obtain the cumulative flux
density as a function of the prior source magnitude (i.e. there is no
incompleteness correction).

(ix) We calculate the error bars as the quadratic sum of JK errors,
bootstrap errors, and the SPIRE calibration uncertainty.

(x) We make another run with our code, where we remove the
faint galaxy for every galaxy pair (within 4 arcsec) to estimate the
effects of potential overfitting, as described in Section 3.1.

(xi) We use the flux densities derived from the main run (viii)
with the error bars calculated in step (ix) to define our upper limit;
for the lower limit we use the result from the 4 arcsec holes run
(x), minus our error bar (ix). We then convert the flux density to a
surface brightness.

3.3 Limitations

The bootstrap error (step vi) gives an estimation of the fitting
error, not for the full cosmic variance, as we are still fitting
the same sources. The effect of cosmic variance is measured by
the JK samples in step (vii). We note that the effect of cosmic
variance is only measured within the scale of the map, larger scale
cosmic variance (� 2 deg2 for COSMOS) is not probed by this
measurement. We note that the JK errors and bootstrap error are not
fully independent, and therefore the quadratic addition sum of the
errors is a (small) overestimate.

We cannot formally exclude the possibility that we are overfitting
our real maps in the same way that we overfit the SIDES simulation.
However, the maximum source density we fit on the real SPIRE
maps is 250 000 deg−2, while we fit 500 000 deg−2 for our simulated
maps. The overfitting only affects the faintest of those simulated
galaxies which are (potentially) not detected in the real surveys.

The problem of overfitting only arises if faint galaxies are not
only correlated with brighter galaxies (brighter in the flux density
of the prior catalogue), but also have a higher correlation with
the bright end (in the SPIRE map) than with sources that are
fainter in the SPIRE maps. An example would be a merger that
enhances star formation, and therefore SPIRE flux. To determine
the magnitude of this effect we need to know the real SPIRE flux
densities of the sources, which is what we are trying to find. We do,
however, believe that the effect will be smaller than in the SIDES
simulation, due to the lower number counts and incompleteness
of faint companion galaxies near bright galaxies in the real data.
For the SIDES simulation the overfitting effects cancel out when
we remove all faint sources within 4 arcsec of a brighter source.
We therefore performed the additional fit (step x), where we remove
faint sources in a similar way to obtain a conservative underestimate
of the flux density contained in those sources.

We expect our map fitting estimates to be correct within 5 per cent,
as shown in Section 3.1.2. This is comparable with the SPIRE
calibration uncertainty and the uncertainty calculated from the JK
maps.

Information is lost due to the pixelization of both the SPIRE map
and the quantization of catalogue positions in our source layer (step
ii, Section 3.2). The pixelization of the map provides a broadening
of the intrinsic telescope beam and thus any fitting will not be as
good as it can be. However, the SPIRE beam size takes this map
pixelization into account, and so, this does not bias our results. The
quantization of the source positions means that the model beam in
the source layer is slightly offset. In the absence of correlations this

is effectively broadening the beam (and will bias fluxes low, if not
taken into account). In the presence of correlated sources this is
more complex. In practice, we expect these to be very small effects
due to the large size of the SPIRE beam compared to the 4 arcsec
pixels. The standard deviation of a Gaussian beam profile with
FWHM = 17.5 arcsec is 7.4 arcsec, while the standard deviation of
a top-hat response 4 arcsec pixel is 1.2 arcsec. Adding in quadrature,
we would estimate the additional blurring would produce a beam
with standard deviation of <7.6 arcsec.

In future studies, especially with very deep maps (with many
scans), maps with smaller pixels can be created to some benefit.
In addition, the delta function map can be created with a higher
resolution than the map to minimize the impact of the second effect.

4 R ESULTS

The results of our map-fitting method for 250 μm are shown in
Fig. 7. The best prior catalogues, which reach the highest fraction
of the CIB, are the deep optical or NIR surveys. In all these three
bands we reach a cumulative flux density that is higher than the 1σ

lower bounds of the CIB measured by Fixsen et al. (1998). With
the deep optical or NIR data sets we obtain a very high fraction of
the CIB, with our r-band stack resolving 9.7 ± 1.3 nW m−2 sr−1 (at
mAB = 26.5), which is consistent with FIRAS. We add two more
source layers to the r-band data, one using the positions of the 5σ

detected Ks-band galaxies which are not detected in the r-band, and
the other layer with 3.6 μm detected sources which are not detected
in the r-band or the Ks-band. With this combination of very deep
r-band, Ks-band, and 3.6 μm priors, we obtain a total CIB estimate
of 10.5 ± 1.6 nW m−2 sr−1; for this measurements we only use the
area (1.38 deg2) with uncorrupted deep Ks-band data. Our estimates
of the CIB are consistent with the total CIB predicted in the SIDES
simulation and the total stacked values from Viero et al. (2015).

The results for 350 μm are shown in Fig. 8, and those for 500 μm
are shown in Fig. 9. At 350 μm we resolve consistent values of
the CIB as those measured by FIRAS and Viero et al. (2015) and
simulated by Béthermin et al. (2017). The total CIB we find is
6.7 ± 1.5 nWm−2 sr−1, with the combination of r, Ks, and 3.6 μm
data. For 500 μm we find a total CIB of 3.1 ± 0.7 nWm−2sr−1,
which is higher than (but consistent within 1σ with) most previous
measurements. The results for all the prior bands can be found in
Table 2.

We partly calculated the effects of cosmic variance by using our
JK samples and our bootstrap error bars. To robustly test the effect
of this sampling variance we run our code with IRAC 3.6 μm priors
on the 2.4 deg2 ELAIS-N1 (EN1) and the 4.8 deg2 CDFS–SWIRE
(CDFS) field. We also re-run the code for the COSMOS IRAC data,
where we make a cut at mAB = 23.1 for all three fields, so that the
three fields have similar depths. The results are shown in Fig. 10.

The difference between the three fields lies mainly in the masking
of the IRAC catalogues. The EN1 and CDFS field use the HELP star
masks (HELP masks just define the ‘holes’ from bright stars, not
the artefact regions), while the COSMOS field uses a more detailed
mask, where bright galaxies are more likely to get masked due to
saturation of the very deep data.

The difference in number densities between the three fields is
shown in Fig. 11. It is clear that the number of bright galaxies is
much higher in the shallower EN1 and CDFS fields. At the faint
end the number of galaxies detected in COSMOS is higher, since
it is more complete due to the higher depth. It is also possible that
some of the bright objects in the EN1 and CDFS fields are blends of
fainter sources, which would have been detected as separate galaxies
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1364 S. Duivenvoorden et al.

Figure 7. Cumulative measured CIB at 250 μm as a function of prior source apparent AB magnitude. The curves r, Ks, 3.6, 24, 100, 250, and 850 μm and
3 GHz are the estimates from our map fitting with the respective catalogues described in Section 2.2. Brown squares show the depth of several current and
future large area surveys, with the solid lines show the total CIB as calculated from simulations or previous measurements with SPIRE. The grey and pink
shaded areas show the CIB (±1σ ) estimated using FIRAS. The black dotted lines contain the estimates for the CIB from the SIDES simulation contained
within FIR prior catalogues. For the r-band catalogue, we add the 5σ Ks-band and 3.6 μm detected sources as two extra layers to obtain an estimate for the
total CIB.

Figure 8. Cumulative measured CIB at 350 μm as function of prior source AB magnitude. The labels are the same as in Fig. 7.

with the prior-based source extraction code used in COSMOS. This
can both explain the excess of bright sources and the lack of faint
sources compared to the COSMOS field. These effects of those
different number counts can explain the differences in estimated
CIB (Fig. 10). Even though the measured CIB is different in the
three fields they are still consistent within 1σ error bars.

We find that our map-fitting algorithm obtained similar mea-
surement for the contribution to the CIB of catalogued sources in

different fields. Our results seem therefore robust against the impacts
of cosmic variance.

The results of our code for deeper (and smaller) fields can be
found in Appendix. Those smaller, deeper field (like the CANDELS
field) are more prone to cosmic variance, and have larger error bars
due to the smaller sizes. These deep fields are also selected on parts
of the sky which avoid bright low-redshift galaxies, which could
therefore bias the CIB estimates low.
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Figure 9. Cumulative measured CIB at 500 μm as function of prior source AB magnitude. The labels are the same as in Fig. 7.

Table 2. The total CIB in units of nW m−2 sr−1 at the SPIRE
wavelengths as measured by our map-fitting algorithm, using
different prior catalogues.

Band 250 μm 350 μm 500 μm

r 9.7 ± 1.3 6.1 ± 1.3 2.9 ± 0.5
Ks 9.2 ± 0.6 5.5 ± 0.5 2.3 ± 0.1
3.6 μm 9.1 ± 0.8 5.5 ± 0.6 2.4 ± 0.2
24 μm 5.5 ± 0.4 3.1 ± 0.2 1.3 ± 0.1
100 μm 2.0 ± 0.2 1.0 ± 0.2 0.4 ± 0.1
250 μm 2.9 ± 0.3 1.8 ± 0.2 0.8 ± 0.1
850 μm 0.4 ± 0.1 0.3 ± 0.1 0.2 ± 0.0
3 GHz 2.6 ± 0.2 1.5 ± 0.1 0.7 ± 0.1
r + Ks + 3.6 μm 10.5 ± 1.6 6.7 ± 1.5 3.1 ± 0.7

5 D ISCUSSION

In Fig. 7 we also indicate the depth of existing and future large area
surveys. Current and ongoing large area r-band surveys such as
the 5000 deg2 Dark Energy Survey (DES; The Dark Energy Survey
Collaboration 2005) and the 300 deg2 SDSS stripe 82 (Jiang et al.
2014) will detect galaxies responsible for about 50 per cent of the
CIB at 250 μm over these large areas (Fig. 7). This area and depth
will later be exceeded by the 18 000 deg2 LSST survey (Ivezic
et al. 2008). The r-band depth (27.5) of LSST will be deeper than
COSMOS over a huge area and will probe almost all the galaxies
responsible for the CIB. It is important to note there likely exists
a population of highly obscured (dusty) galaxies at high redshift
which even LSST will not see, but will only be visible in small
area observations by ALMA and possibly JWST. Wide area K-band
and IRAC surveys such as the 35 deg2 DXS (Lawrence et al. 2007)
and the 18 deg2 SERVS survey (Mauduit et al. 2012) detect over
75 per cent of the CIB at 250 μm (Fig. 7).

For the total CIB we do not stack on the location of undetected
galaxies, which causes an underestimation of the CIB. For galaxies
physically nearby our stacked galaxies, this may not be a problem,
since the flux density will be added to the companion galaxy (Viero
et al. 2015). The missed galaxies are faint at r, Ks, and 3.6 μm, and
are therefore intrinsically very faint or are located at high redshift,
which makes it more likely that our 500 μm CIB estimate is biased

low compared to the shorter wavelength estimates. However, our
new determination of the CIB amplitude is higher than most others
and provide new lower bounds for the total CIB.

Our CIB estimates are furthermore consistent with the results
from Driver et al. (2016), who calculated deep galaxy number counts
at the SPIRE wavelengths using deep priors in the GAMA and
COSMOS fields. The obtained number counts were extrapolated to
get the number counts for undetected galaxies. The method from
Driver et al. (2016) shows an alternative route to use deep prior
catalogues to obtain the total value of the CIB, which is corrected
for incompleteness, and obtains similar values for the CIB as our
measurements.

The absolute FIRAS CIB estimates from Fixsen et al. (1998)
and Lagache et al. (1999) differ by around 10 per cent, and can
be considered as an estimate of the systematic uncertainty. These
measurements differ in the way the Galactic foreground emission
is removed, which provides the main uncertainty in the FIRAS-
based CIB measurement (Lagache et al. 1999). Herschel SPIRE
maps have a dramatically better angular resolution than FIRAS
(tens of arcsec versus several degrees), and it is therefore possible
to remove large-scale (few arcmin) Galactic foreground emission.
Furthermore, the COSMOS field used in this work lies outside the
area of the sky, which has high contributions from our own Galaxy.
By using the SPIRE data we have removed the largest uncertainty
in the CIB measurement.

The shape of the deep optical and near-infrared lines in Figs 7–
9 seems to converge when we go to deeper magnitude (mAB >

23). This convergence could potentially be due to incompleteness
effects, or it could be that those fainter galaxies have a close to zero
contribution to the total CIB, which raises the interesting prospect
that the CIB contribution at λ ≤ 500 μm from known galaxies has
converged.

6 C O N C L U S I O N S

In this paper we have developed a novel map-fitting algorithm
based on SIMSTACK to find the contribution to the CIB from
different populations of galaxies. Our code simultaneously stacks
all the sources while fitting for the foreground and leakage from
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1366 S. Duivenvoorden et al.

Figure 10. Cumulative CIB at SPIRE wavelengths as a function of IRAC
3.6 μm AB magnitude for the EN1, CDFS, and COSMOS fields. The
top three lines are the measurements at 250 μm, the middle three are
measured at 350 μm, and the bottom lines are measured at 500 μm. We only
plot the ±1σ error region for the COSMOS field for clarity (the error bars
for the other two fields have similar sizes), this error region does not include
the JK errors (step vii), as we are now comparing for cosmic variance. The
contribution to the CIB from bright galaxies is higher (but not significantly)
in the EN1 and CDFS fields. However, once faint galaxies are included the
total contribution to the CIB is higher in the COSMOS field. The differences
between the fields are caused by a combination of different masking in IRAC
and cosmic variance.

Figure 11. Fractional difference in the number density (φ) of IRAC
channel-1-detected objects in the EN1 and CDFS fields with the COSMOS
field. Poisson error bars are plotted here. The deep COSMOS field has a
lower number density of bright detected objects and a higher number density
of faint objects than the larger and shallower fields.

masked areas. We tested our code against realistic simulations,
which incorporate clustering, confusion noise, instrumental noise,
and incompleteness effects. Our algorithm outperforms previous
stacking algorithms, especially when prior catalogues contain the
sources responsible for producing most of the total flux density in
the map. We tested our code thoroughly in Section 3.1, and our
code performs well in confused maps and with prior catalogues
that suffer from incompleteness effects. By testing our method we
found a particular kind of bias in stacking or map fitting, which
can potentially lead to an overestimation of the total value of the
CIB. However, these effects are removed in the SIDES simulation
by allowing a maximum of one galaxy within a 4 arcsec radius. We
used this approach to recalculate the CIB, finding values that are

marginally lower due to the missing sources and the biasing effect.
We assume that this effect is smaller in the real data than in the
SIDES simulation, since the real data have a lower source density
and will miss companion galaxies used to fit the residuals of bright
nearby galaxies. Because this effect is smaller in the real data, then
our error bars form a conservative lower bound.

We identify a previously unreported bias in stacking or map fitting
that could arise when two different lists of prior sources are stacked
or fitted simultaneously. In this case the bright excess of the sources
in the first list is fitted by the sources of the second list, leading
to an overestimation. This bias is different than the bias discussed
in Heinis et al. (2013), which is due to incompleteness, and also
different from the bias in stacking due to confusion (Viero et al.
2013b).

We used a large range of different prior catalogues in the
COSMOS field (r, Ks, 3.6, 24, 100, 250, and 850 μm, and 3 GHz)
and divided them up into magnitude bins. Using these bins we
measured the total contribution to the CIB as a function of prior
source magnitude. We found that compared to the other catalogues,
the deep (mAB = 26.5) r-band data resolves the highest fraction of
the total CIB at SPIRE wavelengths.

We add 5σ detected galaxies in either Ks or 3.6 μm to the r-band
stack to calculate the total CIB in the maps. Our measurement on the
total CIB is 10.5 ± 1.6, 6.7 ± 1.5, and 3.1 ± 0.7 nWm−2 sr−1 at 250,
350, and 500 μm, respectively. The new CIB estimate is consistent
with the previous absolute measurements determined using FIRAS
data. Our measurements provide new constraints on models that
aim to predict the FIR flux from galaxies, and can furthermore be
used to select the best prior catalogues to deblend the confused
SPIRE maps. Our results show that future large-area surveys like
those with the Large Synoptic Survey Telescope are likely to resolve
a substantial fraction of the population responsible for the CIB at
250 μm ≤ λ ≤ 500 μm.
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APPENDI X: DEEPER FI ELDS

To find the total CIB for deeper prior catalogues We use the K-
band from the UKIDSS (Lawrence et al. 2007) Ultra-Deep Survey
DR11 (UDS: Almaini et al. in preparation), which covers 0.8 deg2.
The K-band galaxies are selected up till a depth of 25.3 (AB, 5σ ),
which is more than a magnitude deeper than our COSMOS run.
For the SPIRE maps we use the 3 arcsec pixel maps created for,
and used by Viero et al. (2013b). We also use the CANDELS
GOOD-S Multiwavelength catalogue (Guo et al. 2013), which is
selected using the WFC-3 F160W mosaic (H−band). The total
area covered by this catalogue is only 173 arcmin2. The GOODS-
S SPIRE field (Elbaz et al. 2011) is created with 1 arcsec pixels.
The H−band has a 5σ limiting depth is 27.36. The comparison
with the COSMOS data at 250, 350, and 500 μm is shown in
Figs A1–A3.

With the deeper UDS K-band (25.3 mAB) data we resolve a
comparable fraction of the CIB as with the COSMOS r-band (26.5
mAB). Compared with the COSMOS K-band (24.0 mAB), we recover

Figure A1. Cumulative measured CIB at 250 μm as a function of prior source apparent AB magnitude. The r (green) and K-band (yellow) prior catalogues
are from the COSMOS field, the H-band (purple) catalogue is in the GOODS-S field, and the K UDS catalogue (grey) is from the UDS field.
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Figure A2. Cumulative measured CIB at 350 μm as a function of prior source apparent AB magnitude. The labels are the same as in Fig. A1.

Figure A3. Cumulative measured CIB at 500 μm as a function of prior source apparent AB magnitude. The labels are the same as in Fig. A1.

a 0, 7, and 15 per cent higher fraction of the CIB at 250, 350, and
500 μm. This bigger difference at longer wavelength indicates that
the deeper catalogue detects more galaxies at higher redshift.

With the very deep H-band data from Hubble, we do not reach
a higher fraction of the CIB compared to the COSMOS r-band
catalogue. We do, however, note that the error bars are larger due to
the small size of the field. Our JK error bars only measure the cosmic

variance on similar and smaller scales than the size of the field. For
the 173 arcmin2 CANDELS field, we therefore underestimated the
total error bars as we are missing the impact of larger scaler cosmic
variance.
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