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A B S T R A C T 

Observations of the cosmic evolution of different gas phases across time indicate a marked increase in the molecular gas 
mass density towards z ∼ 2–3. Such a transformation implies an accompanied change in the global distribution of molecular 
hydrogen column densities ( N H 2 ). Using observations by PHANGS-ALMA/SDSS and simulations by GRIFFIN/IllustrisTNG 

we explore the evolution of this H 2 column density distribution function [ f ( N H 2 )]. The H 2 (and H I ) column density maps for 
TNG50 and TNG100 are derived in post-processing and are made available through the IllustrisTNG online API. The shape and 

normalization of f ( N H 2 ) of individual main-sequence star-forming galaxies are correlated with the star formation rate (SFR), 
stellar mass ( M ∗), and H 2 mass ( M H 2 ) in both observations and simulations. TNG100, combined with H 2 post-processing models, 
broadly reproduces observations, albeit with differences in slope and normalization. Also, an analytically modelled f ( N ), based 

on exponential gas discs, matches well with the simulations. The GRIFFIN simulation gives first indications that the slope of 
f ( N H 2 ) might not majorly differ when including non-equilibrium chemistry in simulations. The f ( N H 2 ) by TNG100 implies that 
higher molecular gas column densities are reached at z = 3 than at z = 0. Further, denser regions contribute more to the molecular 
mass density at z = 3. Finally, H 2 starts dominating compared to H I only at column densities abo v e log( N H 2 / cm 

−2 ) ∼ 21 . 8 –22 

at both redshifts. These results imply that neutral atomic gas is an important contributor to the o v erall cold gas mass found in 

the ISM of galaxies including at densities typical for molecular clouds at z = 0 and 3. 

Key words: ISM: atoms – ISM: evolution – ISM: molecules – galaxies: evolution – quasars: absorption lines. 
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 I N T RO D U C T I O N  

hile the total amount of baryons in the Universe ( �baryons =
baryons / ρcrit, 0 ∼ 4 per cent, where ρcrit, 0 is the critical density of

he Universe) is well established from measurements of anisotropies
n the Cosmic Microwave Background (Planck Collaboration VI
016 ) and from primordial nucleosynthesis (Cooke, Pettini & Steidel
018 ), the contribution and evolution of different gas phases remain
o be probed. Especially constraints on the evolution of the phases

ost closely linked to star formation, namely the neutral atomic and
olecular gas phases, are limited. None the less, recent observations

ave shown first indications of how these gas phases are evolving. 
The neutral atomic gas phase shows little evolution with redshift,

ith its comoving baryonic mass density only slightly declining as
he redshift decreases [ ρneutral-gas ∼ (1 + z) 0.57 ± 0.04 ] (e.g. Wolfe,
awiser & Prochaska 2005 ; Noterdaeme et al. 2009 ; Crighton et al.
 E-mail: Roland.Szakacs@eso.org 

a  

2  

2  

Pub
015 ; Jones et al. 2018 ; P ́eroux & Howk 2020 ; Tacconi, Genzel &
ternberg 2020 ; Walter et al. 2020 ). This can be traced by the column
ensity distribution function [ f ( N H I )] across cosmic time, which
escribes the number of H I systems per unit column density per
nit distance interval. f ( N H I ) quantifies the distribution of H I column
ensities on the sky and by integrating f ( N H I ) one can compute the
omoving H I mass density. While f ( N H I ) of various shapes can result
n the same ρneutral-gas , H I -absorption in quasar spectra and emission-
ine measurements have revealed that the f ( N H I ) shows little to no
volution, either in shape or in normalization (e.g. Zwaan et al. (e.g.
 ́eroux et al. 2005 ; Zwaan et al. 2005 ; Zafar et al. 2013 ; Ho, Bird &
arnett 2021 ). 
Observations calculating the comoving molecular mass density,

n the other hand, have indicated a more radical evolution of the
as phase crucially needed for star formation. The comoving mass
ensity of H 2 rises until cosmic noon ( z ∼ 2–3) where it peaks
nd drops towards z = 0 (e.g. (e.g. Liu et al. 2019 ; Popping et al.
019 ; Riechers et al. 2019 ; Decarli et al. 2020 ; P ́eroux & Howk
020 ; Tacconi et al. 2020 ; Walter et al. 2020 ). Given this evolution
© 2022 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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f the H 2 comoving mass density o v er cosmic time, changes in the
ormalization or shape of f ( N H 2 ) can be expected. 
Globally, the neutral atomic gas mass density is higher than 

hat of the molecular phase (P ́eroux & Howk 2020 ; Tacconi et al.
020 ; Walter et al. 2020 ), but f ( N ) helps reveal in which type
f objects the neutral and molecular gas lies. H I -absorbers can
e split into different categories from the Ly α forest for column 
ensities N H I ≤ 1 . 6 × 10 17 cm 

−2 , to Lyman-limit systems (LLSs;
 . 6 × 10 16 ≤ N H I ≤ 10 19 cm 

−2 ), to sub-damped Ly α absorbers (sub-
LAs, 10 19 ≤ N H I ≤ 2 × 10 20 cm 

−2 ), up to Damped Ly α absorbers
DLAs; N H I ≥ 2 × 10 20 cm 

−2 ). The association between these sys- 
ems and their origin is still challenging, but various works have 
inematically associated LLSs, sub-DLAs, and DLAs to environ- 
ents like parts of the extended rotating discs, inflows and outflows 

f galaxies (e.g. Rahmani et al. 2018a , b ; Schroetter et al. 2019 ;
abl et al. 2020 ; Szakacs et al. 2021 ). H I emission-line studies on

he other hand (e.g. Zwaan et al. 2005 ; Braun 2012 ; French et al.
021 ) can easily associate column densities with regions of galaxies 
ike the interstellar medium (ISM) as the galaxies are completely 
maged down to a given sensitivity instead of individual pencil beams. 

hile the gas mass densities and f ( N ) are global properties including
ultiple objects, comparing f ( N H I ) and f ( N H 2 ) gives an indication

n which regions of galaxies (e.g. the ISM, CGM, Molecular Clouds)
eutral atomic or molecular gas dominates on average. The typical 
old gas column densities for these regions are the following: 
olecular Clouds: N ≥ ×10 20 . 8 cm 

−2 (e.g. Spilker, Kainulainen & 

rkisz 2021 ), ISM: N ≥ ×10 19 cm 

−2 , CGM: N ≥ ×10 14 –10 19 cm 

−2 

e.g. van de Voort et al. 2019 ). Therefore, this helps us understand
f neutral atomic gas is an important mass contributor in the ISM
ompared to molecular gas or if it is only substantial in the haloes
urrounding galaxies. 

Today’s state-of-the-art cosmological simulations enable the study 
f physical processes of galaxy formation for both the dark matter 
nd baryonic component of the Universe. The results of these 
imulations are compared to observables to learn how well the 
odel fits. A limitation of these simulations is that due to their

arge volume, the scales at which these physical processes and 
bservables can be resolved is limited so that subgrid models are 
sed. The advantage that these simulations offer is the large statistical
ample, as thousands of galaxies are simulated. Recently, there 
ave been considerable efforts in modelling the cold gas phase by 
ost-processing these simulations (e.g. Lagos et al. 2015 ; Diemer 
t al. 2018 ; Popping et al. 2019 ). While properties of cold gas
n these simulations show various levels of (dis)agreement with 
bservations [e.g. a higher cosmic mass density of H I and H 2 in
llustrisTNG compared to observations at z = 0 (Diemer et al. 
019 ), tensions concerning the the cosmic metal density evolution in 
eutral gas in EAGLE, IllustrisTNG, and L-GALAXIES 2020 (Yates, 
 ́eroux & Nelson 2021 ), the lower molecular mass as a function
f stellar mass and number of H 2 rich galaxies in IllustrisTNG
ompared to the ASPECS surv e y (Popping et al. 2019 )], other
bservables, like the H I column density distribution function have 
een accurately reproduced (Rahmati et al. 2013 ). Therefore, further 
tudies and comparisons of these and similar observables, like the 
 ( N H 2 ), are needed to impro v e the models and to design future
bservations. 
The goal of this study is to probe the evolution of f ( N H 2 )

cross cosmic time. For this we compare data from observations on 
ne hand and isolated and cosmological (magneto-)hydrodynamical 
imulations on the other hand. In the past, f ( N H 2 ) has been studied
sing CO emission lines at low- z (Zwaan & Prochaska 2006 ) and
ore recently by studying composite H 2 QSO absorption spectra 
t z ∼ 3 (Balashev & Noterdaeme 2018 ). High-resolution CO 

mission-line observations of local galaxies by the PHANGS-ALMA 

urv e y (Leroy et al. 2021 ) now enable us to derive f ( N H 2 ) using
mission lines from galaxies on scales of Giant Molecular Clouds 
GMCs). Further, state-of-the-art hydrodynamical simulations in- 
luding non-equilibrium chemical networks tracking H 2 on-the- 
y in high-resolution dwarf galaxy simulations (Hu et al. 2014 ,
016 , 2017 ; Lah ́en et al. 2019 , 2020a , b ; Hislop et al. 2021 ) and
ost processing the TNG100 cosmological magnetohydrodynamical 
imulation (Marinacci et al. 2018 ; Naiman et al. 2018 ; Nelson et al.
018 ; Pillepich et al. 2018 ; Springel et al. 2018 ) enable bridging
bservations and simulations. Finally, we aim to compare f ( N H I ) and
 ( N H 2 ) to provide indications of the regions of galaxies (e.g the ISM,
GM, Molecular Clouds) in which the molecular or neutral atomic 
as phases dominate. 

This paper is organized as follows: Section 2 describes the column
ensity distribution function f ( N ). Section 3 presents the observa-
ional setup as well as the simulations used for the analysis of f ( N H 2 ).
ection 4 describes the resolution dependence of f ( N H 2 ). Section 5
resents the f ( N H 2 ) of individual galaxies in the PHANGS-ALMA
urv e y and their correlations with integrated physical properties of
he galaxy. Section 6 presents the results of the key goal of this

anuscript. We describe the redshift evolution of the f ( N H 2 ) derived
rom both observations and simulations and study their differences 
nd similarities across cosmic time. Further, we compare f ( N H 2 )
ith f ( N H I ) in order to explore at which densities neutral atomic gas
ominates o v er molecular gas in and surrounding galaxies. In Sec-
ion 7 , we discuss our results from the previous sections. Finally, in
ection 8 , we give a summary of the findings. Throughout this paper,
e adopt an H 0 = 67 . 74 km s −1 Mpc −1 , �M 

= 0 . 3089 , and �� 

=
 . 6911 cosmology. 

 QUANTI FYI NG  T H E  DI STRI BU TI ON  O F  

O L U M N  DENSITIES  OBSERV ED  O N  T H E  S K Y  

olumn densities of different chemical species or different phases 
re not distributed uniformly on the sky as low-density gas is more
requent within our Universe. One way to quantify the distribution of
olumn densities is the so-called column density distribution function 
 ( N s ). It is defined such that f ( N s )d N s d X is the number of systems with
olumn densities between N s and N s + d N s o v er a distance interval
 X , where s is the species one is studying (e.g. H I or H 2 ). While in the
ast f ( N s ) have been mostly studied using absorption systems, high-
esolution data of emission lines in galaxies enable an alternative way
f studying the column density distribution function. Using emission- 
ine observations one can calculate the f ( N s ) as follows (e.g. Zwaan
t al. 2005 ; Zwaan & Prochaska 2006 ): 

 ( N s ) = 

c 

H 0 

∑ 

i � ( x i ) w( x i ) A i ( log ( N s )) 

N s ln (10) � log ( N s ) 
. (1) 

e bin the galaxies of our samples by their stellar mass, with a bin

ize of � log( M ∗, i /M �) = 0.2. � ( M ∗, i ) is the stellar mass function
ith M ∗, i being the central stellar mass value of the bin i the corre-

ponding galaxy is in. w( M ∗,i ) = 1 / ( N gal , i ) is a weighting function
aking into account the varying number of galaxies across the range
og( M ∗, i /M �) − � log( M ∗, i /M �)/2 to log( M ∗, i ) + � log( M ∗, i /M �)/2
y calculating the reciprocal of the number of galaxies within the
tellar mass bin i . A i (log( N s )) is the area function describing the area
orresponding to a column density in the range log( N s ) to log( N s )
 � log( N s ) for stellar mass bin i in Mpc 2 . We use � log( N H 2 ) = 0.1

n our calculations of f ( N H 2 ). Finally, we convert the number of
ystems per Mpc into that per unit redshift using c / H 0 . The column
MNRAS 512, 4736–4751 (2022) 
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Figure 1. The stellar mass distribution of the PHANGS-ALMA surv e y (red) 
and the matching TNG100 sample (green-hatched). For each stellar mass bin 
we additionally only select galaxies in TNG100 with similar SFRs as found 
in the corresponding stellar mass bin in PHANGS-ALMA. 
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ensities in this work are in units of H 2 molecules cm 

−2 for molecular
as and H atoms cm 

−2 for neutral atomic gas. The space densities
nd areas are proper. 

 B R I D G I N G  OBSERVATIONS  A N D  

IMULATIONS  

n order to study the H 2 column density distribution [ f ( N H 2 )] at
 = 0 and 3, we use an approach that bridges observations and
imulations. We study how the state-of-the-art simulations compare
o recent observations and explore if a similar evolution of the f ( N H 2 )
an be seen in both of the approaches. On the observational side we
se data from the PHANGS-ALMA surv e y 1 (see Section 3.1 , Leroy
t al. 2021 ) at z = 0 and data from Balashev & Noterdaeme ( 2018 )
SDSS; see Section 3.2 ) at z = 3. On the simulation side we use
NG100 of the IllustrisTNG project 2 (see Section 3.3 ; Marinacci
t al. 2018 ; Naiman et al. 2018 ; Nelson et al. 2018 ; Pillepich
t al. 2018 ; Springel et al. 2018 ) at both redshifts z = 0 and 3
nd a high-resolution isolated dwarf galaxy simulation including a
on-equilibrium chemical network from the GRIFFIN Project 3 (see
ection 3.4 , Lah ́en et al. 2019 , 2020a , b ) meant to represent a low-
edshift dwarf galaxy. 

.1 Resolved Molecular Gas in Local Galaxies 

tate-of-the-art mm- and radio-telescopes like the Atacama Large
illimeter/submillimeter Array (ALMA) have enabled the astro-

omical community to study the coldest gas in the Universe with
nprecedented spatial and spectral resolution. One of the surv e ys
aking use of these technological advances is the PHANGS-ALMA

urv e y (Leroy et al. 2021 ). This surv e y is the first cloud-scale
 ∼100 pc) surv e y aimed at studying the physics of molecular gas
ithin the local galaxy population and targets galaxies that lie
n or near the z = 0 main sequence of star-forming galaxies
ith a stellar mass range of 10 9 < M ∗ < 10 11 M �. PHANGS-
LMA quantifies the physics of star formation and feedback at
iant molecular cloud scales and further connects them to galaxy-
cale properties and processes (Leroy et al. 2021 ). Further, additional
tate-of-the-art multiwavelength data are provided by the PHANGS-

USE (Emsellem et al. 2021 ) and PHANGS- HST surv e ys (Lee
t al. 2021 ), which will study the ionized gas, stellar populations, and
haracterize stellar clusters of the objects observed by the PHANGS-
LMA surv e y. 
We make use of the highly resolved CO(2–1) data of the PHANGS-

LMA Surv e y (Leroy et al. 2021 ) in order to constrain the global
nd local f ( N H 2 ) in the range log( N H 2 / cm 

−2 ) ∼ 19 . 5–24 at z = 0.
e use a pix el-by-pix el analysed sample consisting of 70 galaxies

rom Sun et al. ( 2020 ). The stellar mass distribution of the sample
an be seen in Fig. 1 . In summary, the CO(2–1) data were analysed
y Sun et al. ( 2020 ) as follows: The cubes were convolved to a
ommon spatial resolution of 150 pc and 1 kpc. Then the data cubes
ere masked to only include voxels that contain emission detected
ith high confidence. Those cubes were finally integrated to create

ntegrated intensity maps. The integrated maps were then used to
NRAS 512, 4736–4751 (2022) 

 sites.google.com/view/phangs/home . 
 tng-pr oject.or g . 
 wwwmpa.mpa-gar ching.mpg.de/ ∼naab/gr iffin-project/. 

=  

p  

4

g
o

erive the molecular gas surface density for each pixel as follows: 4 

 mol = αCO R 

−1 
21 I CO , (2) 

ere R 21 = 0.65 is the CO(2–1)-to-CO(1–0) line ratio (Leroy et al.

013 ; den Brok et al. 2021 ) and αCO is the metallicity-dependent
O-to-H 2 conversion factor taken as 

CO = 4 . 35 Z 

′−1 . 6 M � pc −2 (K km s −1 ) −1 , (3) 

here Z 

′ 
is the local ISM metallicity in units of the solar value.

he local Z 

′ 
is estimated using the global stellar mass, ef fecti ve

adius and the stellar mass metallicity relation by S ́anchez et al.
 2019 ) combined with a metallicity gradient (S ́anchez et al. 2014 ).
or more details, see Sun et al. ( 2020 ). For the error calculation, we
dditionally compute the surface density using the constant αCO =
 . 3 M � pc −2 (K km s −1 ) −1 of the Milky W ay (Bolatto, W olfire &
eroy 2013 ). Measurement uncertainties are omitted as they are neg-

igible compared to the uncertainties of the different αCO conversion
actors used. 

With this sample we are able to constrain f ( N H 2 ) at z = 0. We
onvert the derived surface densities to column densities using 

 H 2 = 

	 H 2 

M H 2 - molecule 
, (4) 

ith 	 H 2 in units of kg cm 

−2 . 

We then follow equation ( 1 ) to calculate f ( N H 2 ) and use two
tellar mass functions by Weigel, Schawinski & Bruderer ( 2016 ) as
ur space density function. The first stellar mass function is that of
he entire sample, and the second is one for late-type galaxies only
s the PHANGS sample mostly consists of late-type galaxies on the
tar-forming main sequence (see table 5 in Weigel et al. 2016 for the
chechter parameters). 
Sun et al. ( 2018 ) estimates the 100 per cent completeness surface

ensity limit for a subsample of galaxies in the PHANGS-ALMA
ample to be log( 	 H 2 / M �pc −2 ) = 10–100 at 120-pc resolution. This
ranslates to a column density completeness limit of log( N H 2 / cm 

−2 )
 20.8–21.8. At 150-pc resolution, the completeness limit is ex-

ected to be lower. We therefore use a conservative estimate of
 Surface density table for 150 pc can be found at canfar.net/storage/list/phan 
s/RELEASES/Sun etal 2020b , datafileB1. 1 kpc table provided by authors 
f Pessa et al. ( 2021 ). 

https://sites.google.com/view/phangs/home
https://tng-project.org
https://wwwmpa.mpa-garching.mpg.de/~naab/griffin-project/
art/stac510_f1.eps
https://www.canfar.net/storage/list/phangs/RELEASES/Sun_etal_2020b
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og( N H 2 / cm 

−2 ) = 21.6 for 100 per cent completeness of the full
HANGS-ALMA sample. 

.2 Absorption lines as a probe for the H 2 column density 
istribution at high redshifts 

t high redshifts, it is currently challenging to observe H 2 directly 
r resolve CO emission lines in galaxies at spatial scales similar
o the PHANGS-ALMA surv e y. Therefore one has to resort to
nother approach to study the H 2 column density distribution. 
 2 imprints resonant electronic absorption bands in the UV and 

o studying absorption systems is a promising way of studying 
 ( N H 2 ) at high redshifts. H 2 absorption lines are usually found
ithin Ly α absorption systems, so called Damped-Lyman Alpha 

bsorbers (DLAs). It is time consuming to detect these H 2 absorbers,
ue to the low detection rate of ≤10 per cent. For these reasons,
alashev & Noterdaeme ( 2018 ) use composite spectra of DLAs by
as-Ribas et al. ( 2017 ), which are based on ∼27 000 DLAs from

DSS (Noterdaeme et al. 2012 ) in order to detect the weak mean
ignature of H 2 at z ∼ 3. Balashev & Noterdaeme ( 2018 ) revert to
hese composite H 2 spectra in order to fit an f ( N H 2 ) in the range
og( N H 2 / cm 

−2 ) = 18–22 on which, in turn, they fit the observed
omposite line profiles. 

.3 Cosmological simulations providing large statistical 
amples 

osmological simulations provide large statistical samples for stud- 
es of galaxy evolution. One of these simulations is TNG100 of
he IllustrisTNG project (Marinacci et al. 2018 ; Naiman et al. 
018 ; Nelson et al. 2018 ; Pillepich et al. 2018 ; Springel et al.
018 ). TNG100 is a state-of-the-art gra v omagnetohydrodynamics 
MHD) cosmological simulation including a comprehensive model 
or galaxy formation physics (Weinberger et al. 2017 ; Pillepich et al.
018 ) within a 75 000 ckpc h −1 sized box using the AREPO code
Springel 2010 ). IllustrisTNG aims to study the physical processes 
hat drive galaxy formation and to study how galaxies evolve within 
arge-scale structures. 

We aim to exploit the large sample size of the TNG100 simulation
n order to compare the observed f ( N H 2 ) at z = 0 and 3. While
NG50 offers higher resolution, we choose TNG100 as our fiducial 
odel due to two reasons: (1) The SMF, which is an important

arameter in our calculations, is closer to observations for TNG100 
han for TNG50; and (2) to enable future comparisons with the EA-
LE cosmological simulation (Schaye et al. 2015 ), as TNG100 is the

losest in terms of resolution to the EAGLE 100 Mpc box simulation.
The molecular gas phase in current large-scale cosmological 

imulations is challenging to assess. Using chemical networks to 
rack H 2 on-the-fly is computationally time consuming due to the 
omplex physics involved and the high resolution needed in order for
he H 2 mass fraction to converge within the forming molecular clouds 
 ∼0.12 pc, Seifried et al. 2017 ). In order to capture the unresolved
hysics, one has to revert to subgrid models, which split the cold
ydrogen component in the simulations into a neutral atomic and 
olecular component. We use the H 2 post-processing catalogues of 
opping et al. ( 2019 ) for TNG100, for which three different models
re available. The used models are by Blitz & Rosolowsky ( 2006 ),
nedin & Kravtsov ( 2011 ), Krumholz ( 2013 ). The model by Blitz &
osolowsky ( 2006 ) is a pressure-based empirical fit based on a

ample of 14 local spiral and dwarf galaxies that have measured 
tomic, molecular and stellar surface densities. Using this sample, 
hey find a nearly linear relation between the hydrostatic pressure 
nd the ratio of molecular to atomic gas. Gnedin & Kravtsov ( 2011 )
esigned a phenomenological model for the formation of molecular 
ydrogen, which is dependent on the gas density, dust-to-gas ratio, 
nd the far-UV radiation flux. This model was tested on cosmological
imulations by Gnedin, Tassis & Kravtsov ( 2009 ). Finally, the model
y Krumholz ( 2013 ) is a column density , metallicity , and radiation
eld dependent relation for splitting the cold hydrogen component 

n simulations. 
In our study, we select central galaxies at z = 0 and 3. We add

he ability to generate post-processed H 2 column density ( N H 2 ) maps
ased on Popping et al. ( 2019 ) for TNG50 and TNG100 using the
ubgrid models mentioned abo v e, which split the cold hydrogen
ithin those galaxies into atomic and molecular components, to 

he IllustrisTNG online API. 5 We use this functionality to create 
 2 column density ( N H 2 ) maps at 150-pc and 1-kpc resolution.
hese maps are generated by projecting gas cells as adaptively sized
PH k ernels. The k ernel size parameter is set to h kernel = 2.5 r cell .
ith r cell being the cell size determined by using the Voronoi cell

olume: r cell = (3 V cell /4 π ) 1/3 . We use the same projection direction
or every galaxy ( z -axis of the simulation) and only consider gas
ells gravitationally bound to the selected subhalos within a fixed 
00 × 200 kpc box. This method reproduces f ( N H 2 ) derived from
he full box of TNG100 when using the same resolution for the
eri v ation as in Klitsch et al. ( 2019 ). Therefore, we do not expect this
hoice to affect f ( N H 2 ) as compared to using a box size dependent
n halo properties. At z = 0, we selected a PHANGS-ALMA surv e y-
ike sample within TNG100. For this, we select ∼570 galaxies 
ithin a stellar mass of 10 9 and 10 11 M �. We match the PHANGS-
LMA sample stellar mass distribution (see Fig. 1 ). Further, for

ach 0.2-dex stellar mass bin, we select galaxies with similar star
ormation rates (SFRs) as in the PHANGS-ALMA sample. We 
ote that when selecting a sample of ∼700 central galaxies with
tellar masses between 10 9 and 10 12.6 M � and no star formation
election criterion, we derive very similar results in TNG100 as for
he PHANGS-ALMA-like sample, with the only differences being 
he slightly higher column densities reached in the larger sample 
 ∼0.2 dex higher) and a slightly higher normalization at column
ensities abo v e log( N H 2 / cm 

−2 ) ∼21.5, which is likely due to the
arger size of the additional galaxies. At z = 3, we select ∼550
alaxies with stellar masses between 10 9 and 10 11.8 M �. Therefore,
his includes galaxies between the resolution limit of TNG100 up 
o the highest stellar mass limit of TNG100. We do not set any
onstraints on the SFR of the galaxies, as the observational f ( N H 2 )
s based on H 2 absorption line studies, where we do not have any
FR information. 
Following equation ( 1 ), we use the derived H 2 column density
aps to calculate f ( N H 2 ). For the space density function, we use

he stellar mass function (SMF) of the simulation box itself. At z =
, the Schechter parameters are log( M 

∗/M �) = 11.27, log( � 

∗
1 / h 

3 

pc −3 ) = −3.31, log( � 

∗
2 / h 

3 Mpc −3 ) = −3.28, α1 = −1.36, α2 

 −1.36. At z = 3, the double Schechter parameters are log( M 

∗/M �)
 10.83, log( � 

∗
1 / h 

3 Mpc −3 ) = −3.84, log( � 

∗
2 / h 

3 Mpc −3 ) = −3.58,
1 = −0.29, α2 = −1.64. 

.4 Molecular gas in highly resolved simulations of individual 
alaxies 

n alternative approach to studying molecular gas in simulations is 
o use highly resolved simulations of individual isolated galaxies, 
MNRAS 512, 4736–4751 (2022) 
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hich include non-equilibrium chemical networks that track H 2 on-
he-fly throughout the simulation. Although this is currently mostly
imited to dwarf galaxies, the advantage of these simulations is a more
ccurate representation of H 2 due to a non-equilibrium chemical
etwork. 
One of these simulations is the high-resolution isolated dwarf

imulation from the GRIFFIN Project (Lah ́en et al. 2019 , 2020a , b )
ith a stellar mass of log( M ∗/ M �) ∼ 7 . 3. The simulation is based on

he smoothed particle hydrodynamics tree code GADGET-3 (Springel
005 ) with the gas dynamics modelled using the SPH implementation
PHGal (Hu et al. 2014 , 2016 , 2017 ). The simulation resolves

ndi vidual massi ve stars at sub-pc resolutions and includes a non-
quilibrium chemical network based on Nelson & Langer ( 1997 ),
lo v er & Mac Low ( 2007a ), and Glo v er & Clark ( 2012 ). The

hemical network follows the abundances of six chemical species
or cooling processes at low temperatures ( < 3 × 10 3 K, most
mportantly H 2 ). Further, the simulation includes star formation,
n interstellar radiation field, and stellar feedback prescriptions. A
etailed discussion of the isolated dwarf simulation is given in Hu
t al. ( 2016 ), Hu et al. ( 2017 ). 

For the calculation of f ( N H 2 ), we time- and inclination-average the
solated dwarf galaxy simulation. Therefore, we produce H 2 column
ensity maps with all possible lines of sight and slightly varying total
 2 masses using the analysis tool PYGAD (R ̈ottgers et al. 2020 ). First,
e create H 2 column density maps by using snapshots o v er a time

ange of ∼300 Myr. For each of these snapshots, we create H 2 column
ensity maps at resolution of 150 pc with inclinations between 0 ◦

nd 90 ◦ in � cos( i ) = 0.05 steps. We then follow equation ( 1 ) to
alculate f ( N H 2 ) by using these H 2 column density maps and use the
eigel et al. ( 2016 ) SMF of the entire sample for the normalization

f f ( N H 2 ) following the prescription described in Section 2 (for
he Schechter parameters, see table 5 in Weigel et al. 2016 ). The
 ( N H 2 ) is therefore calculated using a single stellar mass bin (as the
tellar mass of the simulated dwarf galaxy does not evolve much over
ime). Ho we ver, galaxies of this stellar mass are not represented in
he PHANGS-ALMA and TNG100 sample, so we can not directly
ompare the f ( N H 2 ) of similar galaxies. 

 A  RESOLUTION-DEPENDENT  H  2 C O L U M N  

ENSITY  DISTRIBU TION  F U N C T I O N  

e test how f ( N H 2 ) depends on the resolution of the data used for its
alculation. First, we study how f ( N H 2 ) depends on the resolution
f the simulation by comparing f ( N H 2 ) in TNG50 and TNG100
rom the Illustris project. Then we compare how the resolution of the
 H 2 -maps from both observations and simulations affects f ( N H 2 ). 

.1 f ( N H 2 ) – dependence on the resolution of simulations 

ere we compare the f ( N H 2 ) derived from TNG100 with TNG50
Pillepich et al. 2019 ; Nelson et al. 2019b ) using the Gnedin &
ravtsov ( 2011 ) H 2 model. TNG50 has a box length of 51.7 Mpc

nd 2 × 2160 3 resolution elements, while TNG100 has a box length
f 110.7 Mpc and 2 × 1820 3 resolution elements. Therefore, TNG50
ives us an indication how a higher resolution simulation affects
 ( N H 2 ). 
In Fig. 2 (left-hand panel), the f ( N H 2 ) derived from TNG100 and

NG50 at z = 0 using a 150-pc resolution of the post-processed
olumn density map are displayed. TNG50 extends to higher col-
mn densities compared to TNG100. The finer resolution reaches
igher gas densities and in turn higher column densities. Further, at
olumn densities abo v e log( N H / cm 

−2 ) ∼ 22 , the f ( N H ) in TNG50
NRAS 512, 4736–4751 (2022) 

2 2 
nitially displays a steep drop with a subsequent flattening of the
 ( N H 2 ). These differences indicate that the H 2 column densities are
ot converged in this region. Given these difference,s we would
xpect higher resolution simulations to reach even higher column
ensities, and possibly also affect the shape in the region above
og( N H 2 / cm 

−2 ) ∼ 22 . We note that IllustrisTNG uses the subgrid
odel of Springel & Hernquist ( 2003 ) for the star-forming ISM.

ndependent of resolution, the subgrid model begins star formation at
SM densities of 0.1 cm 

−3 preventing the simulation from resolving
he cold gas phase and subsequently the formation of molecular
louds. Due to this, the model itself is limited by the subgrid ISM
odel and a higher resolution is only sensitive up to the limitations

f the model. The resolution tests, ho we ver, indicate that the subgrid
odel is not the limiting factor in terms of densities reached at the

esolution of TNG100 since f ( N H 2 ) is not converged at high column
ensities. Ho we ver, modifying the model to treat the multiphase ISM
ore realistically will likely affect the results. 

.2 f ( N H 2 ) – dependence on the resolution of N H 2 maps 

e compare how f ( N H 2 ) depends on the resolution of observed and
imulated H 2 column density ( N H 2 ) maps. We calculate f ( N H 2 ) using
50 pc and 1 kpc map resolution CO(2–1) data from the PHANGS-
LMA surv e y and a sample of galaxies from TNG100. 
The f ( N H 2 ) for these data sets and resolutions are displayed

n Fig. 2 (right-hand panel). Differences in both shape and the
olumn density range are found between the different map resolutions
n both TNG100 and the PHANGS-ALMA surv e y. The f ( N H 2 )
erived from PHANGS-ALMA shows a more substantial map
esolution dependence compared to TNG100. There are two factors
hat together cause this higher map resolution dependence of the
HANGS-ALMA data. ( 1) Creating N H 2 maps using larger pixel
izes averages the column densities o v er larger regions. This leads
o lower mean observed column densities, as very high column
ensities are usually detected at GMC scales, which are smaller
han 1 Kpc (Leroy et al. 2021 ). This effect is especially apparent at
he high-column-density end, as in the 1 kpc map resolution data
olumn densities abo v e log( N H 2 / cm 

−2 ) ∼ 22 . 8 are diluted by this
f fect. (2) Observ ational data are limited by their sensitivity and
ompleteness. Coarser resolution data have a reduced noise and are
hus more complete (see the comparison of native resolution versus
50-pc map resolution data in PHANGS-ALMA; Leroy et al. 2021 ).
herefore, the coarser map resolution observations are sensitive to

ower column densities compared to finer resolution observations.
his effect is especially significant below log( N H 2 / cm 

−2 ) ∼ 22 . 5
n Fig. 2 (right-hand panel). TNG100 does not suffer from these
ensitivity and incompleteness effects at lower column densities and
herefore the map resolution dependence is less drastic. TNG100
s only affected by beam smearing. The core of the distribution
log( N H 2 / cm 

−2 ) = 21 –22] is robust to resolution effects in both
imulations and observations. 

 D O E S  T H E  H  2 C O L U M N  DENSITY  

I STRI BU TI ON  O F  I N D I V I D UA L  G A L A X I E S  

EPEND  O N  THEI R  PHYSI CAL  PROPERTIES?  

e study the f ( N H 2 ) of individual objects in the PHANGS-ALMA
urv e y and TNG100 ( z = 0) in order to explore how it depends
n integrated physical properties of the galaxies. We calculate the
ndividual f ( N H 2 ) using equation ( 1 ), but set the normalization
arameters [ � ( x i ) and w( x i )] equal to 1. The individual column
ensity distrib utions, colour -coded according to the integrated SFR,
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Figure 2. Left-hand panel: f ( N H 2 ) derived from TNG100 and TNG50. Higher column densities are reached in TNG50, as a higher resolution enables the 
simulation to reach higher gas densities. Especially at column densities abo v e log( N H 2 / cm 

−2 ) ∼ 22 , the f ( N H 2 ) differs. This indicates that H 2 in TNG100 
is not converged for those column densities. Right-hand panel: f ( N H 2 ) derived from PHANGS-ALMA (red bands) and TNG100 (green bands) data at map 
resolutions of 150 pc (filled) and 1 kpc (hatched). The f ( N H 2 ) both in observations and simulations show a map resolution dependence. In TNG100 this 
effect arises due to the averaging of column densities o v er a larger area. Very high column densities are usually detected on small scales (much smaller than 
1 kpc), leading to a dilution of high column densities. In PHANGS-ALMA, this effect is additionally combined with sensitivity and incompleteness specifics 
of the observations. The core of the distribution [log( N H 2 / cm 

−2 ) = 21 –22] is robust to resolution effects in both simulations and observations. In general, 
high-resolution observations and simulations are needed to resolve column densities typically found in very dense environments like molecular clouds. 
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tellar mass ( M ∗), and H 2 mass ( M H 2 ) 
6 of the corresponding galaxy

re displayed in Fig. 3 . For these calculations, we use column density
aps with a resolution of 150 pc. The colour coding of the plots

eveals a connection between f ( N H 2 ) and the physical parameters
entioned. We note that the integrated molecular masses of galaxies 

n TNG100 are generally higher compared to PHANGS-ALMA. 
his is to be expected, as TNG100 probes the full disc and is not

imited by observational sensitivity and incompleteness limits when 
ompared to the PHANGS-ALMA sample. Further, Leroy et al. 
 2021 ) estimate that, on average, ∼30 per cent of molecular gas is
issed by PHANGS-ALMA due to the limited field of view when 

ompared to WISE3 luminosities. Additionally, TNG100 is possibly 
 v erestimating H 2 within the simulation at z = 0 (Diemer et al.
019 ). 
The f ( N H 2 ) of individual galaxies have very similar shapes in both

bservation and simulation. This is possibly related to the galaxies in 
he sample, which are main-sequence star-forming galaxies. These 
ypes of galaxies mostly have rotating discs and are hypothesized to 
av e radially e xponential gas profiles (Leroy et al. 2008 ; Stevens et al.
019 ). While the disciness and exponential gas profiles of the galaxies 
 SFR and M ∗ are taken from sites.google.com/view/phangs/sample. M H 2 is 
alculated by summing up the surface density of individual pixels multiplied 
y pixel area (table found in datafileB1 at canfar.net/storage/list/phangs/REL 

ASES/Sun etal 2020b ). 

I
A  

p
p  

M  

o

nder consideration still need to be established, the similar f ( N H 2 )
ould indeed stem from similar gas profiles within these galaxies. 
n Section 6 , we further explore this possibility by comparing an
nalytical f ( N H 2 ) model assuming radially exponential gas discs
ith simulated results. 
While the shapes of the f ( N H 2 ) are similar, the f ( N H 2 ) also show

 correlation with integrated physical parameters of the galaxies. The 
olour coding in Fig. 3 indicates that the f ( N H 2 ) are correlated with
he integrated SFR, M ∗, and M H 2 of the galaxies. The higher the
FR, M ∗, and M H 2 , the more massive these galaxies are, leading to
 higher normalization of f ( N H 2 ). Further, higher column densities
re detected in more massive galaxies, implying that more dense 
as is formed in larger galaxies. The higher abundance of denser
as in more massive galaxies could also lead to higher SFRs, as
ore gas is found at densities suitable for star formation (e.g. abo v e

og( N H 2 / cm 

−2 ) ∼ 21, Clark & Glo v er 2014 ). This is possibly related
o the correlation between the SFR surface density and molecular 
as surface densities in galaxies (e.g. Bigiel et al. 2008 ; Feldmann
020 ). We ho we ver note that the correlation we find is related to
he integrated SFR of the galaxy and not the SFR surface density.
n Appendix A, we explore these correlations using the PHANGS- 
LMA sample and provide a way to approximate f ( N H 2 ) given
hysical parameters. It, ho we ver, remains unclear which galaxy 
roperty is the go v erning parameter for the shape of f ( N H 2 ), as SFR,
 ∗, and M H 2 all have similar correlation strengths with parameters

f the gamma distribution used to fit f ( N H ) in the Appendix. 
MNRAS 512, 4736–4751 (2022) 
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M

Figure 3. H 2 column density distributions ( f ( N H 2 )) of individual PHANGS-ALMA and TNG100 ( z = 0) galaxies. The plots display the correlation of the 
individual f ( N H 2 ) on the integrated SFR, M ∗, and M H 2 of the galaxies. The flattening and steep drop of the PHANGS-ALMA f ( N H 2 ) at lower column densities 
is due to the incompleteness and sensitivity limit of the observations. The individual f ( N H 2 ) in both PHANGS-ALMA and TNG100 have similar shapes. This 
is likely due to the sample consisting of main-sequence star-forming galaxies. These galaxies mostly have rotating discs and are hypothesized to have. 
radially exponential gas profiles. The f ( N H 2 ) correlate with integrated physical parameters (SFR, M ∗, and M H 2 ) of the galaxies. The higher these parameters, 
the larger are the galaxies, leading to a higher normalization of f ( N H 2 ). Further, higher column densities are detected in more massive galaxies, implying that 
more dense gas is found in larger galaxies. 
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 T H E  REDSHIFT  E VO L U T I O N  O F  T H E  H  2 

O L U M N  DENSITY  DISTRIBU TION  IN  

IMULATIONS  A N D  OBSERVATIONS  

e study f ( N H 2 ) at z = 0 and 3 using both observations and
imulations. First, we study how recent observations compare to
he state-of-the-art simulation TNG100 at both z = 0 and 3 and how
he isolated dwarf galaxy simulation from the GRIFFIN Project fits
nto the column density distribution at z = 0. Then we discuss the
volution of f ( N H 2 ) from z = 0 to 3. Finally, we examine how f ( N H 2 )
ompares to f ( N H I ) at z = 0 and 3 to explore in which regions of
alaxies the neutral atomic gas is dominating o v er the molecular gas.

.1 f ( N H 2 ) at z = 0 

n Fig. 4 (left-hand panel), the f ( N H 2 ) from both observations,
imulations, and an analytical model at z = 0 are displayed. For
NG100, we plot a band (green band) encompassing the three
NRAS 512, 4736–4751 (2022) 
ost-processing methods described in Section 3.3 . Note that below
og( N H 2 / cm 

−2 ) < 18, the post-processing results for H 2 become
nreliable as post-processing the simulations with different SPH
ernel smoothing lengths leads to highly different results in that
e gion. This re gion is represented by bands filled with the �

ymbol. The dwarf galaxy simulation f ( N H 2 ) (green line) is based
n the results from the on-the-fly chemical network included in
he simulation. The red band encompasses the f ( N H 2 ) from the
HANGS-ALMA surv e y using varying assumptions. It includes
alculations using a stellar mass function based on the full sample
nd late-type galaxy only sample in Weigel et al. ( 2016 ). Further,
e calculate the f ( N H 2 ) with both a metallicity-dependent αCO 

see Section 3.1 ) and a constant αCO = 4 . 3 M � (K km s −1 pc 2 ) −1 

Bolatto et al. 2013 ). We note that the drop of the PHANGS f ( N H 2 )
t column densities below log( N H 2 / cm 

−2 ) ∼ 21 is not of physical
rigin, but due to the sensitivity and incompleteness limit of the
bservations, leading to the observations not probing the full disc.
e also include an analytical model (black line) used to estimate f ( N )

art/stac510_f3.eps
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Figure 4. f ( N H I ) and f ( N H 2 ) derived from both simulations and observations at z = 0 and 3. The column densities at which the f ( N H 2 ) become unreliable due 
to incompleteness or simulation specifics are indicated by regions filled with the � symbol. Left-hand panel: f ( N s ) of TNG100, the PHANGS-ALMA surv e y 
(red band), the WHISP sample (blue; Zwaan et al. 2005 ), an analytical model (black line; Zwaan 2000 ), and the simulated dwarf galaxy from the GRIFFIN 

project (green line) at z = 0. The f ( N H 2 ) by TNG100 broadly reproduces the observations by the PHANGS-ALMA surv e y. The analytical f ( N H 2 ) based on the 
assumption of an radially exponential gas profile in galaxies is a good approximation for f ( N H 2 ) for both observations and simulations. The f ( N H 2 ) derived 
from a simulated dwarf galaxy including a non-equilibrium chemical network displays similar slopes compared to TNG100. Right-hand panel: f ( N s ) of TNG100 
(green band), SDSS [(red band; Balashev & Noterdaeme 2018 ), (dark blue line; Ho et al. 2021 )], and the EAUDP sample (dark blue line; Zafar et al. 2013 ) at 
z = 3. The f ( N H 2 ) from TNG100 and the observational results based on the SDSS sample have matching slopes. The normalization between the two shows an 
∼1-dex difference, possibly arising due to differences in selection and environments probed. 
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ssuming radially exponential gas discs averaged over all possible 
nclinations (Zwaan 2000 ). 7 The analytical model is approximated 
y three linear functions. 

.1.1 TNG100 broadly reproduces observations 

e study how TNG100 (green band, Fig. 4 , left-hand panel) 
eproduces the f ( N H 2 ) observed by the PHANGS-ALMA survey 
red band, Fig. 4 , left-hand panel). While there are differences in the
 ( N H 2 ), the observations are broadly reproduced by TNG100 in the
olumn density ranges where simulation and observation specifics 
o not hinder a fair comparison. 
One difference is that TNG100 does not reach as high a column

ensity as observed by the PHANGS-ALMA survey. This is due 
o limitations of the simulation. Given the resolution of TNG100 
as densities that can be reached at given redshifts are limited 
see Section 4.1 ). Further, for the regions below log( N H 2 / cm 

−2 ) ∼
1 . 6, TNG100 f ( N H 2 ) shows a higher normalization than observed
ith PHANGS-ALMA. This can be explained by the sensitivity 

nd incompleteness limit of the observations below those column 
ensities. In the region between log( N H / cm 

−2 ) ∼ 21 . 6 –22 . 2 both
2 

 With the N 0 parameter of the model, which determines the knee of the curve, 
et to 10 20.7 cm 

−2 . For H 2 , this is an ad-hoc choice. 

6

W  

F  

F  
 ( N H 2 ) are o v erlapping, albeit with TNG having a steeper slope
hen approximated as a linear function in log space ( βPHANGS ∼
.3–2.35, βTNG ∼ 3.15–3.6). 
Given that the two f ( N H 2 ) are based on vastly different methods

f calculating the column densities (one being post-processed H 2 

rom a cosmological magnetohydrodynamical simulation, and one 
bservations of CO(2–1), which are converted into H 2 ), the similarity
etween the two f ( N H 2 ) is remarkable. Nonetheless further tests
nd studies are needed to explore the inconsistencies between 
bservations and simulations, especially at the high-column-density 
nd of f ( N H 2 ). Higher resolution simulations would likely extend
he f ( N H 2 ) to higher column densities. Additionally, alternatives to
he Springel & Hernquist ( 2003 ) subgrid star formation prescription
n order to resolve the cold gas phase in the simulations might be
eeded to reach the high column densities detected in observations. 
ncluding non-equilibrium chemistry in these simulations could also 
ive more accurate representations of H 2 in the simulations (e.g. 
aio, P ́eroux & Ciardi 2022 ). Finally, deeper observations would

nable fair comparisons of f ( N H 2 ) below log( N H 2 / cm 

−2 ) ∼ 21 . 6. 

.1.2 An analytical model closely matching TNG100 

e compare the analytical model by Zwaan ( 2000 ) (black line,
ig. 4 , left-hand panel) with the results from TNG100 (green band,
ig. 4 , left-hand panel) at z = 0 to study how well the simulated
MNRAS 512, 4736–4751 (2022) 
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redictions match the analytical model. We approximate the ana-
ytical model using three ad-hoc linear functions in the following
 2 column density ranges: log( N H 2 / cm 

−2 ) ≤ 20, log( N H 2 / cm 

−2 ) =
0 –21, log( N H 2 / cm 

−2 ) ≥ 21 and therefore use these regions for
 comparison. Generally, the analytical model assuming radially
xponential gas discs in galaxies produces comparable results to
alculating f ( N H 2 ) using the post-processed H 2 column densities of
alaxies within TNG100. 

Below log( N H 2 / cm 

−2 ) ≤ 20 the normalizations are comparable,
ut the TNG100 f ( N H 2 ), depending on the post-processing pre-
cription used, has a slightly lower slope compared to the analytical
odel ( βTNG ∼ −0.75 to −1.15, βana ∼ −1.22). In the range of

og( N H 2 / cm 

−2 ) = 20 –21, we find similar results, with the normal-
zation matching, but a slightly higher slope in TNG100 ( βTNG ∼

1.94 to −2.05, βana ∼ −1.71). Further, approximating the slope of
NG100 at log( N H 2 / cm 

−2 ) ≥ 21 using a linear function in log space
eads to similar results, with TNG100 producing higher slopes for
 ( N H 2 ) in this region ( βTNG ∼ −3.4 to −3.8, βana ∼ −3.0). Finally,

he analytical model predicts slightly less systems in this column
ensity range compared to TNG100. We note that Zwaan ( 2000 ) also
roposes an analytical model based on Gaussian gas profiles. This
odel results in slopes of βana, gauss ∼ −1 at column densities below

og( N H 2 / cm 

−2 ) = 20 . 7 and βana, gauss ∼−3 at column densities abo v e
his threshold. 

We conclude that while TNG100 produces f ( N H 2 ) with slightly
igher slopes and in some parts different normalizations, the f ( N H 2 )
erived from the analytical model is still comparable and a good
pproximation. Since radially exponential gas discs are also a
ood approximation for disc galaxies in TNG100 (e.g. H I discs
escribed in Stevens et al. 2019 ), it appears natural that an analytical
odel making the assumption of radially exponential gas discs

ields similar results. While the results of an analytical model
sing exponential gas discs matches predictions by TNG100 well,
 Gaussian distribution within gas discs of galaxies yields similar
esults. Therefore, further studies of the distribution in gas discs and
heir rele v ance to f ( N H 2 ) are required to fully understand ho w the
as disc distribution and f ( N H 2 ) relate. 

.1.3 A dwarf galaxy simulation producing similar slopes 
ompared to TNG100 

e compare the f ( N H 2 ) of the simulated dwarf galaxy from
he GRIFFIN project, which includes a non-equilibrium chemical
etwork tracking H 2 on the fly (green line, Fig. 4 , left-hand panel)
ith the results of TNG100 (green band, Fig. 4 , left-hand panel)

t z = 0. This helps us understand the impact for f ( N H 2 ) when
unning simulations at sub-pc resolution including a non-equilibrium
hemical network in an isolated environment. 

The f ( N H 2 ) only probes one galaxy with a stellar mass of
og( M ∗/ M �) ∼ 7 . 3. 8 This leads to a number of differences when
ompared to a sample of galaxies. Due to the limited mass and
ize, the dwarf galaxy in the simulation only reaches column
ensities up to log( N H 2 / cm 

−2 ) ∼ 19 . 5. The slope of both f ( N H 2 )
s consistent. For the dwarf simulation, the logarithmic slope is

dwarf ∼ −0.7 before the drop off at log( N H 2 / cm 

−2 ) ∼ 18. The slope
ound in TNG100 at those column densities is βTNG ∼ −0.7 to
1.1. It is surprising that the slope of f ( N H 2 ) of a single galaxy

s so similar the slope of a large sample of galaxies with varying
izes, especially given the different methods for deriving molecular
NRAS 512, 4736–4751 (2022) 

 The stellar mass does not evolve much over the course of the simulation 

(  

n  

t  
as in these simulations. While it is difficult to disentangle the
ffects that the different galaxy properties and deri v ation methods
f molecular gas have on the slope of f ( N H 2 ), this is possibly
 first indication that the slope f ( N H 2 ) is not affected by non-
quilibrium chemistry. Especially since the slope of f ( N H 2 ) for
ndividual main-sequence star-forming galaxies in TNG100 is similar
elow log( N H 2 / cm 

−2 ) � 20 and not majorly affected by galaxy prop-
rties. In order to further our understanding of how non-equilibrium
hemistry might affect f ( N H 2 ) a larger sample size of highly resolved
imulated galaxies spanning a wider range of stellar masses would
e needed. Alternatively, running and comparing the dwarf galaxy
imulation by GRIFFIN without non-equilibrium chemistry with the
urrent GRIFFIN model would also help disentangling the effects
hat non-equilibrium chemistry and galaxy properties have on the
lope of f ( N H 2 ). This is an interesting avenue to explore in the
uture. 

.1.4 Which column densities contribute most to the H 2 mass 
ensity at z = 0? 

s a final analysis of f ( N H 2 ) at z = 0, we study which column
ensities contribute the most to the o v erall mass density ( ρmol )
n both TNG100 and the PHANGS-ALMA surv e y. Disentangling
hich column densities contribute the most to the mass density helps
s understand in which regions of galaxies (e.g. the ISM, CGM,
olecular Clouds) most of the molecular gas is detected. Further,
e can interpret if most of the gas is in regions suitable for star

ormation or not. 
In Fig. 5 (left-hand panel), we plot the mass densities as a function

f H 2 column density. The red band corresponds to the PHANGS-
LMA results and the green band to the TNG100 results. For
NG100, the highest mass density contribution stems from column
ensities in the range log( N H 2 / cm 

−2 ) ∼ 20 . 5 –20 . 7. Therefore the
ajority of molecular gas in TNG100 is found at column densities

ypical for the ISM of galaxies, but below densities of molecular
louds (e.g. Spilker et al. 2021 ) as opposed to less dense and diffuse
egions surrounding galaxies, like the CGM. 

Using numerical models, Clark & Glo v er ( 2014 ) predict that star
ormation is possible in regions where the mean area averaged
olumn density exceeds log( N H 2 / cm 

−2 ) ∼ 21. TNG100 predicts
he mass density peak slightly below the star formation threshold
dvocated by Clark & Glo v er ( 2014 ) and therefore in a region not
uitable for star formation. This fraction of the gas could be either
n regions where the molecular gas has been depleted due to star
ormation, or in regions that are possibly in the process of collapsing
nto denser regions. 

In PHANGS-ALMA, we find an o v erall flatter distribution of the
 2 mass densities in the regions where the observations are complete

nd when compared to TNG100. The highest contribution to the
 v erall mass density is in the range of log( N H 2 / cm 

−2 ) ∼ 21 . 2 –21 . 5.
his is at densities detected in the ISM and typical for molecular
louds. We note that for the 1-kpc resolution PHANGS-ALMA data,
he highest contribution shifts to log( N H 2 / cm 

−2 ) ∼ 21. Ho we ver,
t is not trivial to quantify how much this is an effect of higher
ompleteness at lower resolutions compared to averaging over a
arger area. 

The mass density peak in PHANGS-ALMA is detected at densities
bo v e the star formation threshold advocated by Clark & Glo v er
 2014 ). While this is inconsistent with results by TNG100, we
ote that the observations of PHANGS-ALMA are incomplete in
his region. It is therefore concei v able that deeper observations of
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Figure 5. The mass density contribution per dex column density ( ρs ) of H I and H 2 derived from observations and simulations. Overall, at z = 3, the highest 
mass contribution of H 2 comes from denser gas compared to z = 0 in both simulations and observations. Further, the mass density distributions suggest that 
H I dominates o v er H 2 at most column densities, making it an important contributor to the cold gas mass density of galaxies. H 2 starts dominating compared to 
H I at column densities abo v e log( N H 2 / cm 

−2 ) ∼ 21 . 8 –22 at both redshifts. Left-hand panel: mass densities of H 2 and H I against column densities at z = 0 for 
TNG100 (green band), the PHANGS-ALMA surv e y (red band), and the WHISP sample (blue line; Zwaan et al. 2005 ). The H 2 highest mass density contribution 
can be constrained between log( N H 2 / cm 

−2 ) ∼ 20 . 5 –21 . 5 (column density regions typical for the ISM and, in part, molecular clouds) Right-hand panel: mass 
densities of H 2 and H I against column densities at z = 3 for TNG100 (green band), SDSS [(red band; Balashev & Noterdaeme 2018 ), (dark blue line; Ho 
et al. 2021 )], and the EAUDP sample (dark blue line; Zafar et al. 2013 ). The highest H 2 mass density contribution can be constrained at log( N H 2 / cm 

−2 ) ∼ 22 
(column densities typical for molecular clouds). 
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olecular gas in these galaxies may shift the observed column 
ensity contributions to lower column densities. 
In conclusion, when combining results by observations and simu- 

ations, the highest H 2 mass density contribution is found at column 
ensities detected within the ISM of galaxies and partly in regions 
bserved in local molecular clouds. 

.2 f ( N H 2 ) at z = 3 

.2.1 TNG100 broadly reproducing observations 

ere we compare the f ( N H 2 ) based on composite SDSS H 2 absorp-
ion spectra (Balashev & Noterdaeme 2018 ) to the results of TNG100
t z = 3. In Fig. 4 (right-hand panel), we display these f ( N H 2 ). The
ata from Balashev & Noterdaeme ( 2018 ) (red band) only include
olumn densities of log( N H 2 / cm 

−2 ) = 18–22 and we therefore can
nly compare the slopes before the steeper drop of f ( N H 2 ) at higher
olumn densities. Both f ( N H 2 ) have similar slopes in this region
 βbalashev ∼ 1.13–1.45, βTNG ∼ 0.88–1.47). The normalization of the 
bserved f ( N H 2 ) is ∼ 1 dex lower than that predicted by TNG100
n most column density regions. 

This may be caused by the different methods of deriving f ( N H 2 ).
he observed f ( N H 2 ) is based on absorption line studies of DLAs,
hich are typically observed at high impact parameters surrounding 
alaxies (e.g. P ́eroux et al. 2011 ; Christensen et al. 2014 ; Krogager
t al. 2017 ), while TNG100 relies on post-processed H 2 column 
ensity maps, which include all regions of galaxies. Further, these 
bservations might be biased towards galaxies in group environ- 
ents (Hamanowicz et al. 2020 ). Given this, while there are still

nconsistencies between simulation and observation, the two f ( N H )
2 
re remarkably close in slope. Further studies, including high-spatial- 
esolution molecular gas observations or post-processing TNG100 
sing ray-casting codes at typical impact parameters of absorption 
ine systems, might help alleviate some of these inconsistencies and 
re an interesting avenue for future studies. 

We stress that another model by Krogager & Noterdaeme ( 2020 )
sing the fraction of cold gas absorption in strong H I selected
bsorbers derived by Balashev & Noterdaeme ( 2018 ) predicts an
 ( N H 2 ) with a knee at log( N H 2 / cm 

−2 )) ∼21 and a highest column
ensity of log( N H 2 / cm 

−2 ) ∼ 23. While the model is also using the
litz & Rosolowsky ( 2006 ) method for splitting the cold gas into
 neutral and molecular fraction as for TNG100, the results are
nconsistent with the predictions made by TNG100, which estimates 
he knee of f ( N H 2 ) to occur at log( N H 2 / cm 

−2 ) ∼ 22 and includes
olumn densities beyond log( N H 2 / cm 

−2 ) = 24. 
In conclusion, both observations and simulations have f ( N H 2 )

ith well matching slopes in the o v erlapping re gions. Ho we v er, the y
iffer in normalization by ∼1 dex. Thus, the results by observations
nd simulations are in tension for the o v erlapping H 2 column density
egions at z = 3. 

.2.2 Which column densities contribute most to the H 2 mass 
ensity at z = 3? 

s a final analysis of f ( N H 2 ) at z = 3 , we study which column
ensities contribute the most to the o v erall mass density ( ρmol ) in
oth TNG100 and the f ( N H 2 ) by Balashev & Noterdaeme ( 2018 )
erived from composite H 2 spectra. 
In Fig. 5 (right-hand panel), we plot the mass densities for each H 2 

olumn density. The peak of the H 2 mass density is not reached by the
MNRAS 512, 4736–4751 (2022) 
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9 We note that the TNG100 ρH 2 band implies that at z = 0, the H 2 mass 
density is roughly equal in the log( N H 2 / cm 

−2 ) ∼ 19 –20 . 5 column density 
region. We attribute this to a possible o v er-prediction of H 2 (and H I ) in the 
simulation compared to observations at z = 0 (Diemer et al. 2019 ). Deeper 
observations are needed to quantify how high the contribution of molecular 
gas is at these densities. 
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alashev & Noterdaeme ( 2018 ) data (red band), meaning that we can
nly set a limit of log( N H 2 / cm 

−2 ) � 22. This is in regions typically
bserved within molecular clouds. Further, it is well above the density
hreshold for star formation. The TNG100 results show that the
ighest mass density contribution is at densities of log( N H 2 / cm 

−2 ) ∼
1 . 9, so slightly below the limit that one can set with observations. 

.3 Denser molecular gas found at high redshifts 

n this section, we study how f ( N H 2 ) evolves from redshift z = 0 to
. The f ( N H 2 ) for both redshifts is shown in Fig. 4 . 
In TNG100 (green bands), the slopes below log( N H 2 / cm 

−2 ) = 20
re similar ( βTNG, z = 0 ∼ 0.75–1.14, βTNG, z = 3 ∼ 0.73–1.10) and
how little to no evolution. At column densities abo v e tha, differences
tart to arise. At z = 0, TNG100 predicts molecular gas up to
olumn densities of log( N H 2 / cm 

−2 ) ∼ 23. At z = 3, column densities
eyond log( N H 2 / cm 

−2 ) � 24 are reached in TNG100. This indicates
hat denser H 2 gas exists in the earlier Universe. It is the case
hat physical densities are intrinsically higher in the high-redshift
ersus lo w-redshift Uni verse. At the same time, this prediction
rom TNG100 could be affected by its finite numerical resolution.
urther, there is a steeper drop off at high column densities at z =
 compared to z = 3 in TNG100, where the f ( N H 2 ) is flatter
t high column densities. Due to limitations in the observations,
e cannot make similar statements at the high column densities
sing observ ations. We, ho we ver, find that in the o v erlapping re gion
 ( N H 2 ) of both the SDSS sample (Balashev & Noterdaeme 2018 ) and

he PHANGS-ALMA surv e y are similar. The f ( N H 2 ) of Balashev &
oterdaeme ( 2018 ) is a good continuation of the f ( N H 2 ) found in

he PHANGS-ALMA surv e y. We therefore e xpect larger differences
n the f ( N H 2 ) to arise at higher column densities. This would mean
hat the largest differences of f ( N H 2 ) arise at the densest molecular
egions in the Uni verse. Observ ations at z = 3 with higher column
ensities are needed in order to test if the predictions by TNG100
re correct. 

Fig. 5 shows that the column densities contributing the most to
he molecular gas mass densities are shifting towards higher column
ensities at z = 3. When combining the results from observations and
imulations we find the following: While at z = 0 the highest contri-
ution is found at column densities of log( N H 2 / cm 

−2 ) ∼ 20 . 5 –21 . 5,
t z = 3 it is found at column densities of log( N H 2 / cm 

−2 ) ∼ 21 . 9 –22.
hen assuming that the column density relates to the density of the

 as, denser g as found at higher redshifts is in line with observations
f the SFR across cosmic time, which is higher at z = 3 compared to
 = 0 (Madau & Dickinson 2014 ; Tacconi et al. 2020 ). The shape of
he cosmic molecular mass density as a function of redshift is similar
o the shape of the SFR density, making a coupling of these two
uantities likely. Therefore, one would expect that more molecular
as found in denser regions leads to a higher global SFR in galaxies
P ́eroux & Howk 2020 ). When assuming that the column density
elates to the density of the gas, this is exactly what we observe when
tudying the column density distributions at z = 0 and 3. 

.4 Is H 2 dominating the higher column densities? 

e compare f ( N H 2 ) and f ( N H I ) at z = 0 and 3 to study the column
ensities at which H 2 o v ertakes H I . In the following sections we
ompare these derived densities with the combined results of f ( N H 2 )
erived from both observation and simulation. At z = 0, we compare
he f ( N H 2 ) with f ( N H I ) derived by Zwaan et al. ( 2005 ). At z = 3, we
ompare the f ( N H 2 ) with the f ( N H I ) derived by Zafar et al. ( 2013 )
nd Ho et al. ( 2021 ). 
NRAS 512, 4736–4751 (2022) 
.4.1 H I and H 2 Column Density Distributions at z = 0 

he f ( N H I ) at z = 0 from Zwaan et al. ( 2005 ) is based on 21-cm
aps of 355 galaxies of the WHISP sample (van der Hulst, van
lbada & Sancisi 2001 ). The WHISP sample co v ers galaxies of all
ubble types from S0 to Im and a considerable luminosity range

nd were selected using the Uppsala General Catalogue (UGC) of
alaxies (Nilson 1973 ). The median spatial resolution reached by
hese observation is ∼1.4 kpc. 

The f ( N s ) (left-hand panel in Fig. 4 ) and ρs (left-hand panel in Fig.
 ) at z = 0 show that H 2 starts to dominate the mass density at column
ensities abo v e log( N H 2 / cm 

−2 ) ∼ 21 . 8 –22. 9 This is consistent with
esults from Schaye ( 2001 ), who predicted that H I clouds with
 H I � 10 22 cm 

−2 transform to molecular clouds before reaching
igher column densities. Similar predictions have also been made
ore recently by Altay et al. ( 2011 ) and Bird et al. ( 2014 ) using

magneto-)hydrodynamical simulations. 
These results imply that while molecular gas dominates the

igh column densities abo v e log( N s / cm 

−2 ) � 22, H I dominates the
ajority of the column density regions found within the interstellar
edium (including column density regimes typical for molecular

louds), making neutral gas an important contributor to the cold gas
ass found within galaxies at z = 0. 

.4.2 H I and H 2 column density distributions at z = 3 

he two f ( N H I ) at z ∼ 3 are based on H I -absorption systems
sub-DLAs and DLAs). The calculation therefore relies on pencil
eam observations of H I -column densities as studying 21-cm H I in
mission is not feasible at this redshift. The f ( N H I ) by Ho et al. ( 2021 )
s based on the Sloan Digital Sky Survey Data Release 16 which were
nalysed using Gaussian processes, where DLAs are detected using
ayesian model selection. While SDSS-DR16 includes redshifts
etween z = 2 and 5, we only use the results of the z = 2.5–3
ntegration for our comparison. The f ( N H I ) by Zafar et al. ( 2013 ) is
ased on the ESO UVES advanced data products (EUADP) sample
nd includes measurements in the z ∼ 1.5–3.1 range. The f ( N H I ) of
oth samples show comparable results up to log( N H I / cm 

−2 ) ∼ 22.
bo v e this density, SDSS results display a possible flattening of the

 ( N H I ). This flattening would be inconsistent with the predictions
f the maximum N H I by Schaye ( 2001 ), but the Gaussian process
nalysis shows that the f ( N H I ) in that region is also consistent with
 and therefore not well constrained. We further note that while the
DSS-DR16 sample is larger than the EAUDP sample, the resolution

s lower. The lower resolution could lead to blending at higher column
ensities, which would lead to measurements of column densities
bo v e log( N H I / cm 

−2 ) ∼ 22. 
The f ( N s ) (right-hand panel in Fig. 4 ) and ρs (right-hand panel in

ig. 5 ) at z = 3 show that H 2 starts to dominate the mass density at
olumn densities between log( N H 2 / cm 

−2 ) ∼ 21 . 5 –22. As for z = 0,
eutral gas is an important contributor to the global mass in a wide
ange of regions found in the ISM including higher density regions
ypical of molecular clouds. 
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.4.3 H I – an important contributor to the cold gas mass of 
alaxies 

n conclusion, Fig. 5 indicates that H I dominates o v er H 2 at most
olumn densities. The H I column density contributing most to 
he o v erall mass density (blue v ertical lines) has a higher mass
ontribution than H 2 at both redshifts. H I could therefore be an
mportant contributor to the cold gas mass of galaxies at z = 0 and 3.

The column density contributing the most to the o v erall H I gas
ass density is at log( N H I / cm 

−2 ) ∼ 21 for both redshifts. In contrary 
he highest contributing column density of H 2 evolves with redshift. It 
s log( N H 2 / cm 

−2 ) ∼ 22 at z = 3 and less than log( N H 2 / cm 

−2 ) ∼ 21 . 5
t z = 0. We note that the molecular phase of the gas cycle is
ikely to be shorter than the neutral atomic phase as indicated by
old gas depletion time-scales (P ́eroux & Howk 2020 ). Therefore, 
he molecular gas phase is more dynamic and variations in the gas
ensities are to be expected across cosmic time. 
The H I column density contributing the most to the H I mass

ensity is log( N H I / cm 

−2 ) ∼ 21 . These high column densities are 
ot found in diffuse gas (e.g. the CGM), but are typical of column
ensities found the ISM. 
At both z = 0 and 3, H 2 starts to dominate the mass density

t column densities in the log( N H 2 / cm 

−2 ) ∼ 22 range therefore
howing little to no evolution of this observable. This is consistent 
ith the predictions made by Schaye ( 2001 ), suggesting that little

o no gas is found in the neutral phase at column densities abo v e
og( N H I / cm 

−2 ) � 22 due to the clouds turning molecular at those
olumn densities. 

 DISCUSSION  

iven the evolution of the H 2 comoving mass density over cosmic 
ime (e.g. Riechers et al. 2019 ; Decarli et al. 2020 ; P ́eroux &
owk 2020 ), changes in the normalization or shape of f ( N H 2 )

re expected. The f ( N H 2 ) derived from both observations and
imulations corroborate this hypothesis with various changes of 
he f ( N H 2 ) across cosmic time. In general, the combined results of
bservations and simulations imply that molecular gas is more often 
ound in systems of higher column densities at z = 3 when compared
o z = 0. These changes in the f ( N H 2 ) are in line with the higher
omoving molecular mass densities detected at z = 3. Combined 
ith the higher SFR density detected around cosmic noon (e.g. 
adau & Dickinson 2014 ), the results imply that the o v erall denser
olecular gas at higher redshifts lead to a higher global SFR. While
e study global properties in this work, these results are similar to
ndings of local observations of nearby star-forming galaxies where 
 correlation between the SFR surface density and H 2 surface density 
s well established (e.g. the molecular Schmidt law in Bigiel et al.
008 ). 
Rahmati et al. ( 2013 ) have demonstrated that observed f ( N H I ) can

e accurately reproduced using the cosmological hydrodynamical 
imulation EAGLE (Schaye et al. 2015 ). Similarly, at z = 3, the
osmological simulation Illustris (Genel et al. 2014 ; Vogelsberger 
t al. 2014a , b ; Sijacki et al. 2015 ) reproduces f ( N H I ) of observations
Noterdaeme et al. 2009 ; Prochaska, O’Meara & Worseck 2010 ; 
afar et al. 2013 ) accurately. Ho we ver, there are still tensions
etween Illustris and observations below z = 3 (Bird et al. 2014 ).
o we ver, Villaescusa-Nav arro et al. ( 2018 ) demonstrate that these

ensions are not apparent in the successor of Illustris. Comparing 
esults by TNG100 of the IllustrisTNG project with observations 
illaescusa-Navarro et al. ( 2018 ) find that f ( N H I ) is accurately

eproduced at z � 5. 
While it has been demonstrated that f ( N H I ) is consistent with
bserv ations in dif ferent (magneto-)hydrodynamical cosmological 
imulations, there are still a number of inconsistencies for f ( N H 2 ),
espite the broad similarities of simulated and observed f ( N H 2 ).
t z = 0, Klitsch et al. ( 2019 ) demonstrate that TNG100 predict
ore low-column-density molecular gas compared to constraints 

y the ALMACAL surv e y (e.g. Oteo et al. 2016 ; Bonato et al.
018 ; Klitsch et al. 2018 ) and, similarly to this work, does not
each the high column densities detected in observations (Zwaan & 

rochaska 2006 ). These shortcomings are, in part, due to TNG100 not
esolving the cold gas phase of the ISM. These simulation specifics
tem from limitations in resolution and subgrid star formation 
odels. Further, at z = 0, TNG100 might o v er predict H 2 compared

o observational findings (Diemer et al. 2019 ), especially when 
ot taking observational apertures into account (Popping et al. 
019 ). 
At z = 3, we find an ∼1-dex difference in normalization for

 ( N H 2 ), which could arise due to the difference in selection and
nvironments probed. The observational f ( N H 2 ) at z = 3 is based
n DLA studies. DLAs mostly trace the outskirts of galaxies (e.g.
 ́eroux et al. 2011 ; Christensen et al. 2014 ; Krogager et al. 2017 ) and
re often associated with group environments (Hamanowicz et al. 
020 ), while in TNG100, the full disc with no constraints on the
nvironment of the galaxies is probed. Therefore, further efforts, 
n both the observational and simulation side are needed. On the
imulation side more accurate representations of the cold gas phase is
eeded, including different subgrid models of star formation, higher 
esolution and the inclusion of non-equilibrium chemistry. On the 
bservational side, we need better constraints of f ( N H 2 ), especially
t z = 3. Preferably, this could be achieved by a combination of
igh-spatial-resolution galaxy observations and a larger sample of 
 2 absorption line systems at z = 3. 
Non-equilibrium chemistry networks (e.g. Glo v er & Mac Low 

007b ; Glo v er & Clark 2012 ; Gong, Ostriker & Wolfire 2017 ) have
ecently been used to model the cold gas phase in simulations on the
y. Such models have been implemented in simulations of individual 
egions of galactic discs (e.g. Walch et al. 2015 ; Hu, Sternberg & van
ishoeck 2021 ; Rathjen et al. 2021 ), isolated galaxies e.g. Hu et al.
016 ; Richings & Schaye 2016 ; Lah ́en et al. 2019 ), and more recently
n cosmological simulations (Maio et al. 2022 ). These studies have
hown that non-equilibrium chemistry, e.g. heavily influences the 
 2 mass fraction at low metallicities (Hu et al. 2021 ), affect the

hemical make-up of outflows (Richings & Schaye 2016 ) and more
ccurately reproduce cosmological H 2 mass densities of observations 
Maio et al. 2022 ). As a first attempt to study how and if non-
quilibrium chemistry affects f ( N H 2 ), we compare the time- and
nclination-av eraged f ( N H 2 ) deriv ed from a dwarf galaxy simulation
y the GRIFFIN Project with the f ( N H 2 ) derived by TNG100.
he normalization of the dwarf galaxy f ( N H 2 ) in the o v erlapping
olumn density region is lower than for TNG100 f ( N H 2 ) due to
he highly different stellar masses that are probed. Interestingly, 
he slope of the f ( N H 2 ) is similar, even though the samples and
old gas models are v astly dif ferent. We cannot disentangle the
ffects that non-equilibrium chemistry and the different samples have 
n f ( N H 2 ) with our current study. None the less, this could be a
rst indication that non-equilibrium chemistry might not affect the 
lope of f ( N H 2 ), especially since the slope of f ( N H 2 ) for individual
ain-sequence star-forming galaxies in TNG100 is similar below 

og( N H 2 / cm 

−2 ) � 20 and not majorly affected by galaxy properties.
o we ver, comparisons between simulation runs of the same galaxy
ith and without non-equilibrium chemistry could help understand 

f and how f ( N H 2 ) is affected by non-equilibrium chemistry. Further,
MNRAS 512, 4736–4751 (2022) 



4748 R. Szakacs et al. 

M

s  

t  

f

 

f  

t  

h  

2  

S  

g  

o  

t  

w  

T  

o  

a  

o
 

d
(  

a  

c  

g  

e  

H  

c  

t  

f  

a  

t  

r  

i  

i  

[  

z  

e  

o  

0  

a  

p  

H  

t  

t  

s

8

I  

a  

o  

(  

B  

t  

p  

P  

3  

n  

e  

 

P

 

t
 

T
 

e  

p

 

o
 

t  

2  

o

 

P  

T  

c  

h  

g  

e  

f  

o  

t  

g  

t  

m
 

b  

0  

P  

t  

n  

r  

m  

d  

i  

o  

b  

a
 

p  

c  

a  

n  

H  

a  

a  

u
 

t  

f  

h
 

m  

c  

t
 

m  

f  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/512/4/4736/6535622 by IN
IST-C

N
R

S IN
SU

 user on 21 July 2023
tudies with larger samples, similar to Maio et al. ( 2022 ), are needed
o further investigate how non-equilibrium chemistry might affect
 ( N H 2 ). 
The global f ( N H 2 ) and that of individual main-sequence star-

orming galaxies give first indications that its shape could be related
o the gas distribution within gas discs. Exponential gas distributions
ave not only been observed in disc galaxies (e.g. Leroy et al.
008 ), but also reproduced in simulated ones (e.g. in TNG100,
tevens et al. 2019 ). An analytical model, based on exponential
as distribution in discs (Zwaan 2000 ) broadly reproduces f ( N H 2 )
f simulations and observations and is giving a first indication that
hese two distributions are related. Nonetheless, analytical models
ith e.g. Gaussian gas distributions in gas discs yield similar results.
herefore, it currently remains unclear how closely coupled the shape
f f ( N H 2 ) and the gas distribution in gas discs are. Further studies
re needed for a complete understanding to confirm the hypothesis
f this connection between these two observables. 
At z = 0, observations have shown that neutral atomic hydrogen

ominates the total mass of the neutral ISM, with M H I ∼ 2–10 M mol 

e.g. Saintonge et al. 2011 ; Saintonge & Catinella 2022 ). In studies
t higher redshifts, it is often assumed that the neutral atomic
omponent can be omitted and H 2 is assumed to be the dominant
as component in galaxies (e.g. between z = 0.4 and 4; Tacconi
t al. 2018 ). In part, this is due to technical limitations, as the
 I 21-cm emission line is not observable at higher redshifts with

urrent instruments. Further, the molecular mass density peaks within
his redshift range, while the neutral atomic mass density remains
airly constant across cosmic time, possibly making molecular gas
n important contributor to the o v erall gas mass of galaxies within
his redshift range (especially around cosmic noon). Ho we ver, it still
emains unclear what the contribution of the neutral atomic gas phase
s to galaxies at higher redshifts. Heintz et al. ( 2021 ) have given first
ndications of the contribution of H I at higher redshifts, by exploiting
C II ] as a tracer for neutral atomic gas. The results indicate that at
 = 4–6, the contribution of H I is substantial, with the H I mass being
qual to the dynamical mass of galaxies. At z ∼ 2, the contribution
f H I is found to be less substantial, with the H I mass being between
.2 and 1 dex lower than the dynamical mass of galaxies. Therefore,
t z ∼ 2, the contribution by molecular gas or the stellar component is
ossibly higher. Comparing f ( N H 2 ) and f ( N H I ) we, ho we ver, find that
 I is an important contributor to the o v erall cold gas mass found in

he ISM of galaxies (see Section 5 ) at both redshifts z = 0 and 3. We
herefore caution from omitting the neutral atomic gas component in
tudies at these redshifts. 

 C O N C L U S I O N S  

n this work we study the H 2 column density distribution [ f ( N H 2 )]
t redshift z = 0 and 3 using observations and simulations. On the
bservational side we use data from the PHANGS-ALMA surv e y
Leroy et al. 2021 ) at z = 0 and from an H 2 absorption line study by
alashev & Noterdaeme ( 2018 ) at z = 3 based on SDSS data. On

he simulation side, we use data from TNG100 of the IllustrisTNG
roject (Marinacci et al. 2018 ; Naiman et al. 2018 ; Nelson et al. 2018 ;
illepich et al. 2018 ; Springel et al. 2018 ) at both redshifts z = 0 and
 and a high-resolution isolated dwarf galaxy simulation including a
on-equilibrium chemical network by the GRIFFIN project (Lah ́en
t al. 2019 , 2020a , b ) meant to represent a low-redshift dwarf galaxy.

In summary our analysis includes the following studies: 

(i) We study how the integrated properties of galaxies in the
HANGS-ALMA sample shape the f ( N H 2 ) of individual objects. 
NRAS 512, 4736–4751 (2022) 
(ii) We contrast the f ( N H 2 ) from observations and simulations to
est how predictions made by TNG100 match observations. 

(iii) We study how well analytical models match results by
NG100. 
(iv) We compare results from a simulation including non-

quilibrium chemistry (GRIFFIN Project) with results from the post-
rocessed simulation TNG100. 
(v) We study the evolution of f ( N H 2 ) from z = 3 to 0. 
(vi) We explore which column densities contribute most to the

 v erall H 2 and H I mass density at z = 0 and 3. 
(vii) We investigate how the f ( N H 2 ) compare to f ( N H I ) based on

he WHISP sample (Zwaan et al. 2005 ), EAUDP sample (Zafar et al.
013 ), and SDSS data (Ho et al. 2021 ) to examine in which regions
f galaxies molecular gas dominates o v er neutral atomic gas. 

In conclusion our findings are the following: 

(i) The shapes of the f ( N H 2 ) of individual galaxies in the
HANGS-ALMA and the TNG100 sample at z = 0 are similar.
his is possibly related to the galaxies in the sample. The sample
onsists of main-sequence star-forming galaxies, which typically
ave rotating discs and are hypothesized to have radially exponential
as profiles. (Leroy et al. 2008 ; Stevens et al. 2019 ). The radially
xponential gas profiles could potentially be the cause of the similar
 ( N H 2 ) observed for individual galaxies. Further, the normalization
f f ( N H 2 ) and highest observed H 2 column densities depend on
he integrated SFR, stellar mass ( M ∗), and H 2 mass ( M H 2 ) of the
alaxy. More massive galaxies lead to a higher normalization of
he f ( N H 2 ) of individual galaxies. The f ( N H 2 ) indicates that more

assive galaxies produce more dense gas. 
(ii) TNG100 broadly reproduces the f ( N H 2 ) we observe at

oth z = 0 and 3, albeit with some key differences. At z =
 TNG100 produces steeper slopes for the f ( N H 2 ) compared to
HANGS-ALMA. Further, observations detect column densities up

o log( N H 2 / cm 

−2 ) ∼ 24 at z = 0. Such high column densities are
ot present in TNG100 at that redshift. This is potentially due to
esolution effects and the star formation subgrid interstellar medium
odel, both of which could inhibit the formation of high column

ensities of cold gas phases. At z = 3, the normalization of the f ( N H 2 )
s higher in the simulations compared to observations for the majority
f the regions. This is likely due to the different environments probed
y SDSS observations. None the less, the slopes f ( N H 2 ) in TNG100
nd from observations are in good agreement at z = 3. 

(iii) The dwarf galaxy simulation from the GRIFFIN project
roduces similar slopes as TNG100 for f ( N H 2 ) in the o v erlapping
olumn density region. It is surprising that the slope of f ( N H 2 ) of
 single simulated galaxy including a non-equilibrium chemistry
etwork is so similar to the slope of a large sample of galaxies where
 2 was derived using post-processing prescriptions. This could be
 first indication that non-equilibrium chemistry might not majorly
ffect the slope of f ( N H 2 ) . However, further studies are needed to
nderstand how and if non-equilibrium chemistry affects f ( N H 2 ) . 
(iv) The slopes of f ( N H 2 ) below log( N H 2 / cm 

−2 ) ∼ 20 show little
o no evolution from z = 3 to 0. As indicated by the f ( N H 2 ) derived
rom TNG100, we expect an evolution of the f ( N H 2 ) to arise at
igher column densities. 
(v) The mass density distributions of the neutral atomic and
olecular gas phase indicate that H I dominates o v er H 2 at most

olumn densities and shows that H I could be an important contributor
o the cold gas mass of galaxies at z = 0 and 3. 

(vi) The H 2 column density contributing most to the o v erall
olecular gas density evolves with redshift. When combining data

rom observations and simulations, we find that the shift is from
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og( N H 2 / cm 

−2 ) ∼ 20 . 5 –21 . 5 at z = 0 to log( N H 2 / cm 

−2 ) ∼ 21 . 9 –22
t z = 3. We therefore find that more gas in denser regions is found at
 = 3 compared to z = 0. These results are in line with observations
f the SFR across cosmic time, which is higher at z = 3 compared to
 = 0. The shape of the cosmic molecular mass density as a function
f redshift is similar to the shape of the SFR density, making a
oupling of these two quantities likely. Therefore, one would expect 
hat more molecular gas found in denser regions leads to a higher
lobal SFR of in galaxies (P ́eroux & Howk 2020 ). When assuming
hat the column density relates to the density of the gas, this is exactly
hat we observe when studying the column density distributions at 
oth redshifts. 
(vii) Contrary to H 2 , the column density contributing most to the 
 I gas mass density [log( N H I / cm 

−2 ) ∼ 21 ] does not evolve with 
edshift. Given that the molecular phase of the gas cycle is likely to
e shorter than the neutral atomic gas phase, more variations in the
olecular gas densities are expected. The highest column density 

ontribution of H I is therefore found in regions of the ISM, and not
n more diffuse regions like the CGM. 

(viii) H 2 starts dominating compared to H I at column densities 
bo v e log( N H 2 / cm 

−2 ) ∼ 21 . 8 –22 at both redshifts. This is consistent 
ith results by Schaye ( 2001 ), who predicted that H I clouds
ith log( N H I / cm 

−2 ) � 22 do not occur due to the clouds turning 
olecular before reaching higher column densities. Further, this 

mplies that neutral gas is an important contributor to the o v erall
as mass found in the ISM of galaxies, including column density 
egions typical for molecular clouds. 

(ix) In order to further constrain the evolution of f ( N H 2 ) , addi- 
ional observations and simulations are needed: At z = 0, deeper 
bservations are needed to constrain the low-density end of f ( N H 2 ) . 
t z = 3, high-spatial-resolution molecular gas observations of 
alaxies would enable the study of the high-column-density end of 
 ( N H 2 ) and also probe more central regions of galaxies compared to 
bsorption line studies. On the simulational side, efforts on resolving 
he cold gas phase within simulations are needed to constrain the 
igh-column-density end of f ( N H 2 ) at z = 0. This may necessitate 
igher resolution simulations together with physical models for 
nterstellar medium gas that aim to resolve the coldest phases. 
urther, the use of non-equilibrium chemical networks could provide 
 more accurate representation of the cold gas phase (e.g. Maio et al.
022 ). 
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PPENDI X  A :  F ( N H 2 ) D E P E N D E N C E  O N  

HYSI CAL  PROPERTIES  

e explore how the integrated properties of galaxies in the
HANGS-ALMA sample shape the f ( N H 2 ) of individual objects.
amely we study the dependence of the f ( N H 2 ) on the SFR, stellar
ass ( M ∗), and H 2 mass ( M H 2 ). 
The colour coding in Fig. 3 already displays the dependence of

he f ( N H 2 ) on the three parameters mentioned abo v e. In order to
uantify this relationship, we fit a gamma distribution of the form: 

 ( N H 2 ) = 

f ∗

N 

∗

(
N H 2 

N 

∗

)−β

e −N H 2 / N 
∗
, (A1) 

o the computed individual f ( N H 2 ) of the 150-pc resolution
HANGS-ALMA sample. Note that there is no physical moti v ation
or fitting a gamma distribution to the individual f ( N H 2 ), it simply
rovides good fits of the f ( N H 2 ) for a minimal number of parameters.
The individual f ( N H 2 ) is largely determined by the parameter
 

∗ as the second free parameter f ∗ correlates with N 

∗ (slope:
0.74 ± 0.09, intercept: 14.3 ± 2.0, Pearson-r: 0.7, p -value [cal-

ulated using a Kolmogoro v–Smirno v test] < 0.05) and β in turn
orrelates with f ∗ (slope: −0.55 ± 0.06, intercept 0.11 ± 0.13,
earson-r:0.73, p -value < 0.05). Fig. A1 displays the dependence
f f ∗ on N 

∗ and β on f ∗. 
As already indicated in Fig. 3 , f ( N H 2 ) depends on physical

arameters of the galaxies within the PHANGS-ALMA sample.
his is quantified in Fig. A2 , where we show the relationship of

he free parameter N 

∗ of the gamma distribution with SFR, M ∗,
nd 	 H 2 . As N 

∗ largely determines the f ( N H 2 ) of a galaxy, it is
mplied that these physical properties of a galaxy affect the f ( N H 2 )
f a galaxy. The three studied properties of the galaxies show the
ollowing correlation and fit parameters (in log space): SFR–N 

∗:
lope: 0.90 ± 0.15 intercept: 21.90 ± 0.07, Pearson-r = 0.59, p -
alue < 0.05; M ∗–N 

∗: slope: 1.21 ± 0.05 intercept: −5.5 ± 1.1
earson-r = 0.62, p -value < 0.05 and M H 2 –N 

∗: slope: 0.79 ± 0.11,
ntercept: 14.9 ± 1.0 Pearson-r: 0.64, p -value < 0.05. 

Using the SFR, M ∗, or M H 2 of a galaxy one could approximate its
 ( N H 2 ) using these correlations. We note that our tests have shown

hat while these fits approximate the global f ( N H 2 ) well when using
he PHANGS-ALMA sample, they often fail for individual galaxies
ecause they are degenerate. We therefore caution from using these
ts to predict individual f ( N H 2 ). 
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Figure A1. Correlations between the free parameter f ∗ and the free parameter N 

∗ and between f ∗ and the slope β of the gamma distribution fits on the f ( N H 2 ) 
in the PHANGS-ALMA sample. The blue dots indicate the fit values of individual galaxies, the orange line the best fit, and the orange band the 95 per cent 
confidence region of the fit. Both samples show strong correlations with Pearson-rs of ∼0.7 and p -values < 0.05. 

Figure A2. Dependence on different physical properties of the free parameter N 

∗ of the gamma distribution fits on the f ( N H 2 ) within the PHANGS-ALMA 

sample. The blue dots indicate the fit values and properties of individual objects, the orange line the best fit, and the orange band the 95 per cent confidence 
region of the fit. The physical properties (SFR, M ∗, and M H 2 ) of the galaxies correlate with the free parameter N 

∗, albeit with a significant scatter. 
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