Revised Global Wave Number Spectra From Recent Altimeter Observations
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Abstract: Global sea surface height wave number spectra are revisited using the most recent, lower-noise satellite altimeter missions from Saral/AltiKa and Sentinel-3 and compared to Jason-2 wave number spectra. Spectral preprocessing is configured to minimize the spectral slope distortion in the mesoscale wavelength range. A geographically variable wavelength range is used to calculate the spectral slopes, taking into account the regional eddy length scales based on the local Rossby radius. This dynamical wavelength range increases the spectral slope by 0.5 in middle to high latitudes, compared to a fixed wavelength range, and by -1.0 to 1.0 in different regions of the intertropical band. Using this dynamical wavelength range, mean sea surface height wave number spectra for these lower-noise missions exhibit low slope values ($k^{-2}$) in the intertropical band, values of $k^{-11/3}$ in the midlatitudes, and reaches $k^{-5}$ in the subpolar regions and the Antarctic circumpolar current. An important seasonality is also revealed, with mesoscale spectral slope amplitudes decreasing in winter by 0.5 to 1.5 compared to summer, for the middle- to high-energy regions. A phase-locked internal tide correction is tested but has only a small impact on the spectral slope estimates when using the dynamical wavelength range.

1. Introduction

Satellite altimetry provides a unique observation of a wide range of ocean scales with its fine along-track resolution and its global and long-term coverage. This global coverage allows us to determine both the horizontal wave number and frequency spectra (Wortham & Wunsch, 2013). Global sea surface height (SSH) wave number spectra have been calculated from along-track satellite altimetry since the days of Seasat in the early 1980s (Fu, 1983) and continued with Geosat (Le Traon et al., 1990), Topex-Poseidon (Stammer, 1997), and more recently with Jason-class observations (Le Traon et al., 2008; Xu & Fu, 2012).

The slope of the altimetric SSH wave number spectrum over the mesoscale wavelength band has been used to infer the processes that govern the energy exchanges in quasi-geostrophic (QG) oceanic flows (Charney, 1971), which also involve subsurface ocean dynamics. Observed Jason-1 SSH spectral slopes over the fixed mesoscale band from 70 to 250 km wavelength are generally shallower than the QG theory predictions of $k^{-5}$ (Xu & Fu, 2012). On the other hand, Le Traon et al. (2008) showed that the SSH wave number spectral slope is closer to the prediction of the theory of surface quasi-geostrophic (SQG) turbulence (Blumen, 1978; Held et al., 1995) in the high-energy midlatitude regions, which is related to the impact of density changes near the surface boundary, yielding a spectral slope in SSH around $k^{-11/3}$. This was also confirmed by subsequent studies (e.g., Dufau et al., 2016; Hosoda et al., 2015; Xu & Fu, 2012).

The global distribution of SSH spectral slope has revealed a strong geographical dependence (Dufau et al., 2016; Xu & Fu, 2012; Zhou et al., 2015), with low values ($k^{-1.5} - k^{-2}$) in the intertropical band (20°S–20°N) and in low-energy eastern boundary regions, and progressively steeper slopes toward higher latitudes, reaching $k^{-11/3}$ in the highly energetic regions. These low SSH spectral slopes have been attributed to the presence of internal gravity waves (IGWs) from atmospheric or tidal forcing that can dominate the SSH in regions of low eddy energy, as shown in simulations (Richman et al., 2012; Savage, Arbic, Alford, et al., 2017; Tchilibou et al., 2018) and in altimetric observations (Dufau et al., 2016; Rocha, Gille, et al., 2016). Indeed, the unresolved internal tides lead to peaks in spectral energy around 100-200 km wavelength band, depending on the region, that can even lead to positive spectral slope estimates in low eddy energy regions (Dufau et al., 2016). Qiu et al. (2018) recently investigated the geographical distribution of the IGW field with the MITGCM model, which is characterized by a $k^{-2}$ kinetic energy (KE) and SSH wave number spectral slope...
High-resolution modeling studies have also suggested an important seasonal cycle in the variability of the mesoscale to submesoscale wavelength range, affecting the SSH wave number spectral slope (e.g., Brannigan et al., 2015; Qiu et al., 2018; Sasaki et al., 2014). During winter-spring, energetic mixed-layer instabilities can develop in the deeper surface mixed layers adding more submesoscale energy, and model simulations reveal flatter KE spectral slopes in the midlatitudes, close to -2 (-4 in SSH) in winter compared to the steeper -3 (-5 in SSH) slopes in summer (Sasaki et al., 2014). Such seasonal variability has also been diagnosed from altimetry observations (Dufau et al., 2016; Morrow et al., 2017; Qiu et al., 2014) and from in situ observations (Callies et al., 2015). The mixture of winter and summer observations may contribute to the annual mean SSH spectral slopes in the range of -4 and -4.5 in the high eddy-energy regions (e.g., Xu & Fu, 2012), where the seasonal cycle is strong.

Given the important geographical variations, the seasonal variability in the slopes, and the dominance of IGWs in some geographical regions, interpreting these altimetric SSH slopes in terms of theoretical QG or SQG energy cascades needs to be carefully made. In addition, the methodology used to calculate the global SSH spectra can impact the spectral slope estimates. Much attention has been given to the techniques that reduce the altimetric instrument noise in the spectral estimates, since it impacts directly on the restitution of the smaller wavelengths. Unbiasing the altimetric wave number spectra by removing a fixed-value noise floor is often applied (e.g., Dufau et al., 2016; Xu & Fu, 2012) to improve the spectral slope estimates at small wavelengths (less than 100 km). Even so, the Jason-class satellites can generally only resolve scales down to ~70-km wavelength, Saral/AltiKa and Sentinel-3 down to 35-50 km (Raynal et al., 2017), and this limits our observations of the smaller mesoscale energy cascade in regions with small Rossby radii (e.g., high latitudes, Mediterranean Sea, and coastal regions).

Additionally, global wave number spectral slopes have often been calculated over a fixed wavelength range from 70 to 250 km, which is assumed to be characteristic of mesoscale variability (Dufau et al., 2016; Le Traon et al., 2008; Xu & Fu, 2011). This may be well adapted to the midlatitudes but poorly frames the steepest slopes in the tropics and high latitudes (Dufau et al., 2016). Spectral processing techniques also play a role in modifying the spectral slope, and recently, Tchilibou et al. (2018) highlighted that short segment lengths and certain windowing choices for the spectral estimates can contribute to reducing the SSH wave number spectral slopes in the tropics.

Here we revisit the methodology used to compute the global SSH wave number spectral slopes, by (1) exploring the more recent altimetric missions with their lower noise level, using 2 years of Saral/AltiKa data and 9 months of the Sentinel-3 global Synthetic Aperture Radar (SAR) altimetric data, as well as 5 years of Jason-2 data. This should improve the restitution of the spectral slopes at high latitudes, where the steepest energy cascade occurs at shorter wavelengths. (2) We will also use a geographically variable “mesoscale” wavelength range to compute the spectral slopes, taking into account the geographical dependence of the characteristic eddy length scales based on their local Rossby radius, following Eden (2007). (3) We choose spectral preprocessing techniques that minimize the spectral slope modification, with particular care taken in the tropics, following from the work of Tchilibou et al. (2018). (4) We will test the impact of the phase-locked internal tide on our estimates of SSH wave number spectral slopes by applying a recently developed phase-locked internal tide correction (Zaron & Ray, 2017) that reduces the main internal tide SSH power peaks.

2. Data and Methods

2.1. SSH data

Along-track SSH data from three different missions (Jason-2, SARAL/AltiKa, and Sentinel-3A) are analyzed at a global scale over two different time periods, spanning from 2013 to 2017. The first period analyzed covers from March 2013 to March 2015, which corresponds to the time period where altimetric time series from Jason-2 and AltiKa overlap. Starting from June 2016, SARAL/AltiKa mission is no longer on a repetitive orbit due to technical issues in the onboard momentum wheels first reported at the end of March 2015, which dictated our choice for the period of comparison between AltiKa and Jason-2. The second period
analyzed spans from December 2016 to October 2017, which is the common period for the SARAL/AltiKa (SARAL/AltiKa - Drifting Orbit) and Sentinel-3A data sets.

Along-track SSH observations are maintained at their original observational position and are corrected for all instrumental, environmental, and geophysical corrections. Only time dependent variations of SSH are considered, following Stammer (1997), Le Traon et al. (2008), and Xu and Fu (2011, 2012). Sea level anomalies are computed for all missions by subtracting the Mean Sea Surface Model CNES_CLS_2015 (Pujol et al., 2018; Schaeffer et al., 2016) from the along-track SSH measurements. The Mean Sea Surface Model data used can be found in the AVISO (https://www.aviso.altimetry.fr).

Jason-2 (J2) is a conventional pulse-width limited altimeter operating in the Ku-band (Lambin et al., 2010) and was the reference mission for the altimetry constellation, followed by Jason-3 after its launch in early 2016. SARAL/AltiKa (AL), with its 40-Hz Ka-band emitting frequency, its wider bandwidth, lower orbit, increased pulse repetition, and reduced antenna beam width, provides a smaller footprint with a lower noise level than Ku-band altimeters (Verron et al., 2015). On the other hand, the recently launched Sentinel-3A (S3) altimeter differs from the J2 and AL in that it embarks a dual-frequency (Ku and C-band) SAR altimeter, with an along-track posting of 300 m in SAR mode (20 Hz), which provides useful sea level observations near coastal areas where topographic features often pollute the footprint of conventional altimeters (Andersen et al., 2016; Cotton et al., 2016). For all three missions, we analyze the 1-Hz data only, which for both J2 and AL has a flat (white) noise floor, whereas the noise floor at 1 Hz has a slope (red) for S3.

2.2. Unbiased Wave Number Spectral Estimates

We compute the SSH anomaly wave number power spectral density (PSD) for each mission following the methodology developed in Dufau et al. (2016). The along-track measurements are subsampled inside a 15° x 15° box. Segments of constant length (1,500 km) are selected, to ensure adequate coverage in the tropics following Tchilibou et al. (2018). These segment lengths are longer than those used by Dufau et al. (2016) of 560 km and Xu and Fu (2012) of 1,000 km. Individual wave number spectra are estimated on each pass for each segment and then averaged, yielding the average spectrum inside the square box (Figure 1).
The spectral estimates are obtained by applying a fast Fourier transform to the along-track SSH anomaly data. A Tukey window of 0.5 width is applied to the data (Tchilibou et al., 2018) in order to minimize boundary effects. When performing the fast Fourier transform analysis, spatial overlapping of the along-track samples is applied but limited to a 250 km (or even less in some regions). This increases the statistical confidence of the spectral estimates.

In order to avoid an artificial overrepresentation of certain spatial scales introduced by the overlapping, we verified that the spatial scale of the overlapping is larger than the local spatial decorrelation scale.

This process is repeated adding an offset in the zonal and meridional direction (2° in our case), in order to cover the global ocean. For each average spectrum, we estimate the 1-Hz error level by fitting a straight line to the sea level anomaly PSD for wavelength smaller than 30 km. We fit a horizontal line in the case of AL and J2, and an inclined straight line for S3 due to its characteristic red noise (Raynal et al., 2017). The geographical and seasonal characteristics of this noise are discussed in section 3.1. The noise level obtained by this fitting method is then subtracted from the PSD estimates over the entire wave number range, which gives an unbiased estimation of the spectral slope over the mesoscale range (see Appendix A for details). The results are then presented on a 2° × 2° global grid (which implies an overlapping of ~87% between adjacent cells).

2.3. Variable Wavelength Range Technique

We estimate the spectral slope for each average spectrum (after removing the noise level), by least squares fitting a straight line inside a wavelength range defined individually for each 15° × 15° box. In contrast to previous studies, we chose to use a variable mesoscale wavelength range for each location. This choice derives from the fact that mesoscale characteristics are not constant across the global ocean and particularly they exhibit important meridional variations in size (Jacobs et al., 2001). To tackle this issue, we use the eddy length scale introduced by Eden (2007) as a proxy for the local characteristic mesoscale wavelength (described in Appendix A), which defines the lower wavelength limit for the mesoscale slope fitting range in the spectrum. The upper wavelength limit is defined by the change of slope itself (right and left black arrows at the bottom of Figure 1). Further details and evaluation of the technique are given in Appendix A.

The benefit of using a variable mesoscale wavelength range to fit the spectral slope is illustrated in Figure 2. Dufau et al. (2016) had suggested that using a fixed 70- to 250-km wavelength range may result in an under-estimation of the spectral slopes in the tropics and high latitudes, since the mesoscale energy cascade occurs at longer or shorter wavelengths, respectively. In these regions we do observe an increased spectral slope estimate using our variable mesoscale range. In contrast, in the midlatitudes the spectral slopes are slightly decreased compared to the fixed wavelength range. We illustrate in Figure 2c several cases where the differences in spectral slope estimates are important. In particular, we observe that the higher spectral slope values obtained in the Eastern Tropical Pacific (Figure 2c, box 2) are related to the impact of the internal tide signature in the fixed wavelength spectral estimate (note that the energy increase around 100-km wavelength is inside the 70- to 250-km band but outside the variable wavelength range of 100-500 km here).

Using a variable wavelength range to fit the spectral slope that takes into account local stratification and Rossby number allows us to better identify the wavelength range where the cascade of geostrophically balanced motions is present.

We also find regions where our methodology yields smaller spectral slope values, as opposed to the case when a fixed wavelength range is used (e.g., midlatitudes in the central Pacific [Figure 2c, box 1] western tropical Pacific, and eastern tropical Atlantic). The shape of the SSH signal in the 70- to 250-km wavelength range for these regions shows a bump around 180-km wavelength, typical of unbalanced internal tide motions. For this box, the bump occurs in the lower end of our “mesoscale” range and flattens our spectral slopes, whereas it impacts the higher end of the fixed wavelength range, artificially increasing that slope estimate. Our variable wavelength methodology generally has a larger wavelength range in these zones (see Appendix A and Figure 2c, box 1), which mostly minimizes this effect.

In the following section, we will examine in detail how the slope values vary compared to the theoretically predicted ones.
3. Global Spectral Slope in the Mesoscale Wavelength Range

3.1. Altimeter SSH Error Levels and Their Seasonality

The spectral unbiasing procedure presented in section 2.2 only impacts on the smallest resolvable scales (high wave number part of the spectrum). Our first analyses will focus on how the 1-Hz error levels associated with each altimeter vary spatially and temporally (Figure 3). Dufau et al. (2016) analyzed these error levels for Jason-2 and 7 months of Saral-AltiKa data. Here we analyze a longer 2-year Saral series and include an analysis of 10 months of Sentinel-3 SAR data.

In general, the three instruments exhibit similar spatial patterns, with the highest error levels concentrated at latitudes higher than 40°. This is consistent with the findings of Dufau et al. (2016), who observed the lowest error levels between 40°S and 40°N, and higher error levels in the high-latitude regions mainly related to the higher significant wave height conditions there (Zanife et al., 2003).

Figure 2. (a) Difference between the spectral slope estimations using a fixed wavelength range and the current approach (variable wavelength range), for the global ocean using AltiKa SSH anomalies. (b) Zonal average of the values presented in (a) for different ocean basins. Using a variable spectral range fits steeper slopes in the midlatitudes and in the intertropical Indian, Atlantic, and Eastern Pacific Oceans. (c) Wave number spectral estimates averaged inside the square regions depicted in (a). Different wavelength ranges are also represented in (c): variable wavelength range used to fit the spectral slopes (red dashed lines), fixed wavelength range (70-250 km; dark gray shading), and wavelength range used to compute the white noise level (15-30 km; light gray shading). Spectral slope values computed inside the variable wavelength range (red) and fixed wavelength range (black) are also indicated. Spectral estimates obtained after applying the correction for phase-locked internal tides are also included (gray line). SSH = sea surface height; PSD = power spectral density.
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In addition, we also observe the dramatic improvement in SSH error levels achieved by S3A, which is around 40% of the AltiKa error level (itself 30% lower than Jason-2) in the low to middle latitudes and reaches 50% (with respect to AltiKa) in the high latitudes (Figure 3d). The global Root Mean Square (RMS) mean error level for S3A is 1.12 cm, with 1.66 for AltiKa and 2.23 for Jason-2.

The SSH error levels also exhibit a conspicuous seasonal signal (Figure 4), with amplitudes that go from 1.8 cm RMS for Jason-2, 1.5 cm RMS in AltiKa, with the lowest error values always taking place during summer months (Figure 4). These results are consistent with Dufau et al. (2016), who report similar spatial patterns and amplitude of the seasonal cycle of the error levels, with increased winter noise levels related to higher wind/wave conditions in winter.

The main differences with the results reported in Dufau et al. (2016) occur in the northern hemisphere for AltiKa (error levels in our case tend to be slightly higher). This is likely to be related to the limited time period used in the previous work. In their case, Dufau et al. (2016) only used the first 7 months of the AltiKa mission in order to construct their diagnosis of both spectral slopes and error levels (as opposed to 24 months used in the present paper). Given that the lowest errors are observed during the summer months, the lack of the December-January-February months in their analysis led to an underestimation of the error levels in the northern hemisphere (bias toward NH summer months), and therefore, the amplitude of the average error levels would appear smaller than our estimations (Figure 3; Figure 7 in Dufau et al., 2016).

The seasonal changes in the SSH error levels strongly suggest a relation to local oceanic/atmospheric conditions such as significant wave height, rain cells, wind streaks, and ocean slicks (Bonnefond et al., 2018). In this regard, Dibarboure et al. (2014) showed that the inhomogeneities in the ocean surface, as well as...
atmospheric events, constructively contribute to increase the error level in the SSH signal for wavelengths below 100 km ("hump" artifact, cf. Dibarboure et al., 2014) and particularly in the low-resolution data (i.e., the 1-Hz data used in the present paper). In that work the authors also contrasted the impact of this type of error for different classes of altimeters, namely, between Jason-class altimeters and the Cryosat-2 SAR altimeter (analog to S3A). This hump error was nonexistent in the SAR altimeter and contributes to the important difference in the error levels between Jason-2/AltiKa versus Sentinel-3A (Figure 3).

3.2. Average Spectral Slope

Once the variable error levels have been subtracted from the spectra, we analyze the unbiased spectral slopes in the mesoscale wavelength range, using the variable wavelength technique introduced in section 2.3.

The global distribution of SSH spectral slope estimates using the variable mesoscale wavelength range (hereafter SSH spectral slope) is consistent for the three satellites analyzed (Figure 5). There is general agreement with the spatial distribution reported in Xu and Fu (2011, 2012) and Dufau et al. (2016), although the values obtained using the current methodology are higher than the previously published results in the tropics and high latitudes (cf. section 2.3).

The highest values of the average spectral slope are observed in the midlatitude western boundary current systems (Kuroshio, Gulf Stream, Agulhas current, and the Brazil-Malvinas current) where slopes higher than $k^{-11/3}$ are observed and in the Antarctic Circumpolar Current (reaching $k^{-5}$, Figure 5), in agreement with SQG and QG theoretical predictions. Previously reported spectral slopes observed in the western boundary regions were slightly weaker, less than $k^{-11/3}$ (Dufau et al., 2016; Xu & Fu, 2012). Note that even in the highly energetic Gulf Stream region, we observe a slight increase in the spectral slope computed using our variable wavelength range (Figure 2c, box 3). We also observe that J2 has a consistently lower spectral slope than AL and S3 in the middle to high latitudes. This could be related to the fact that the noise level of J2 hides ocean variability out to ~70 km in wavelength, which is close to the eddy length scale used to fit the spectral slope (see Figure A1). Any error in the noise removal procedure could add energy in a wavelength band close to the eddy length scale used to compute the spectral slope and would result in a shallower slope. This agrees with the observations presented in Figure 5.

In contrast to the middle-to-high latitudes, the lowest slope values are located in the intertropical band (20°S–20°N) with SSH slope values around $k^{-2}$, and in the eastern boundary current systems (slope around $k^{-3}$). With respect to the low spectral slope values observed in the tropics, recent modeling studies (e.g., Qiu et al., 2018) find that in these regions the KE levels related to the geostrophically balanced motions (i.e., mesoscale eddies) would be lower than the KE levels due to nonbalanced motions (i.e., internal waves) and therefore the latter would mask the energy levels associated with mesoscale eddies (Savage, Arbic, Richman, et al., 2017; Tchilibou et al., 2018). This would explain the rather shallow spectral slopes observed by satellite altimetry at these latitudes, which are very close to the $k^{-2}$ slope values predicted from the Garrett-Munk spectrum (Garrett & Munk, 1972). Our variable wavelength slope values (close to a $k^{-2}$ power law) are calculated over longer wavelength bands from 180 up to 500 or 800 km (see Figure 2c) and include most of the long-wavelength tropical mesoscale energy (Tchilibou et al., 2018), leading to higher slope values than previously reported for the fixed wavelength range at low-latitude regions (less than 1). Adjusting the wavelength range for the spectral slope fitting in the present paper contributes to minimizing the impact of unbalanced smaller-scale motions.
Part of the energy associated with nonbalanced motions in the tropics could come from the internal tide field (e.g., Dufau et al., 2016; Savage, Arbic, Richman, et al., 2017). The signal associated with the internal tide is only a few centimeters in amplitude in the SSH signal, and at spatial scales similar to the mesoscale structures, which makes them very difficult to extract from the along-track SSH measurements. Recently, Ray and Zaron (2016) proposed a phase-locked internal tide correction for the SSH signal, based on the dominant M2 tidal constituent, which could be applied to altimetry data. We have tested the impact of this new phase-locked correction on our spectral slope estimates. This SSH correction is computed following the methodology of Ray and Zaron (2016), and the main results of its application can be found in Zaron and Ray (2017).

Figure 6a illustrates the impact of the phase-locked internal tide correction on the spectral slope estimates for a region in the South Atlantic (spectral slope fitted in the wavelength range 110-330 km in Figure 6a). Here, energy peaks associated with the first and second modes of the internal tide signal appear to be located around 150- and 75-km wavelength, respectively (Figure 6a). Note that in the correction applied here, only the phase-locked internal tide is considered, and the weaker broad band remaining after applying the correction likely corresponds to non-phase-locked or incoherent internal tides.

Removing the phase-locked internal tide bump in this South Atlantic Region increases the slope from 1.8 to 2.5 for AL, and similar results are obtained for S3A (Figure 6a). Figures 6b and 6c show the geographical distribution of these slope changes, and we observe that the main effect concentrates in the midlatitudes of the Atlantic and Pacific Ocean, around the main internal tide generation and propagation sites (Zaron & Ray, 2017). Nevertheless, this result is only valid for the impact of phase-locked M2 internal tides on the SSH signal. There is a significant amount of SSH variability related to other tidal constituents, non-phase-locked internal tides, and the full IGW spectrum that is not accounted in the present comparison. These
unbalanced processes could have a similar impact on the spectral slope values as observed here (i.e., inducing shallow spectral slope values).

3.3. Spectral Slope Seasonality

Figures 7a and 7b show the global pattern of spectral slope values for summer and winter observed in the AltiKa and J2 SSH series, both exhibiting a similar spatial pattern, and Figure 7e shows a summary of the seasonal differences for AltiKa.

Figure 7. Seasonal sea surface height (SSH) spectral slope values for (a and b) AltiKa (AL) and (c and d) Jason-2 (J2), computed over the months June-July-August (JJA) and December-January-February (DJF). (e) Zonal average of the SSH spectral slope values over the Atlantic Ocean for AL. Slope values of $11/3$ (surface quasigeostrophic [SQG]) and $5$ (quasigeostrophic [QG]) are also plotted as reference values. Climatological mixed layer depth (MLD) values over the Atlantic Ocean for JJA (solid) and DJF (dashed) are also plotted (gray shading lines). Note the different ranges used to plot the MLD values from 0- to 200-m depth (top), and SSH spectral slope values from 1 to 5 (bottom).
In general, shallower spectral slope values are found during winter compared to summer. This difference is particularly strong in the highly energetic regions (western boundary currents and Antarctic Circumpolar current). The seasonal changes in the spectral slope values are in the order of 20% for the western boundary currents, 10% for the eastern boundary currents, and 15% for the ACC, always exhibiting steeper spectral slopes during summer in compared to winter.

We observe that there is a local regime change from summer to winter, which is particularly noticeable in the midlatitude western boundary currents (in both hemispheres). During summer months the spectral slope values are close to QG predictions ($k^2$ to $k^4$). On the other hand, the spectral slope values during winter months are close to a SQG-type regime ($k^4$ to $k^6$). This summer/winter spectral slope asymmetry is also evidenced in the zonally averaged analysis for the Atlantic Ocean (Figure 7e), despite the fact that contrasting dynamical current systems are being considered in this result (eastern-western boundary currents systems).

The seasonal variability in the spectral slope values observed here is consistent with the seasonal modulation of the ocean dynamics by the atmosphere and the impact of oceanic multiscale interactions at mesoscale and submesoscale, as reported, for example, in the Northern Pacific Ocean (Qiu et al., 2014; Sasaki et al., 2014), in Drake Passage (Rocha, Chereskin, et al., 2016), or in the Atlantic Ocean (Callies & Ferrari, 2013). Observational and modeling evidence suggests that such seasonal changes emerge essentially from the mixed layer depth seasonality. Figure 7e also indicates the climatological mixed layer depth values for summer and winter (de Boyer Montégut et al., 2004).

During summer, the presence of a thin mixed layer with a strong pycnocline at its base works to trap and enhance the surface unbalanced motions KE for wavelengths shorter than 100 km (Rocha, Chereskin, et al., 2016). Conversely, the deepening of the mixed layer that takes place during winter (closely related to atmospheric control) favors the development of mixed layer instabilities, exhibiting vigorous vertical motions with small scales and large amplitudes (Boccaletti et al., 2007; Sasaki et al., 2014). Furthermore, mixed layer instabilities would favor the development of frontal instabilities in the O(1-50 km) wavelength range (Stone, 1966) during the winter. It is unlikely we would observe these scales given the noise levels of the three altimeters used in this study. However, modeling shows that the KE growth that takes place at small wavelengths during winter feeds energy into the mesoscale wavelength range through an inverse energy cascade, starting the end of the winter (e.g., in the Northern Pacific 70% of KE flux at 200 km in winter is explained by the contributions of scales smaller than 100 km; see Sasaki et al., 2014). We could then expect that the energy levels of the balanced motions in the mesoscale wavelength range would overcome those of the unbalanced motions by the end of the winter. This interpretation is consistent with the SSH spectral slope values observed in Figure 7, with wintertime spectral slopes being flatter (more small-scale SSH variability) than those observed during summer for the three satellites, related to the increase in energy levels in the mesoscale wavelength range. Due to the lower noise levels of recent altimeters such as AltiKa, we are now capable of observing these small-scale instabilities, previously revealed in models.

4. Discussion and Conclusions

In this paper we have revisited the estimates of SSH spectral slope in the mesoscale wavelength range using observations from three different altimeters: Jason-2 and AltiKa (2013-2015) and the first 10 months of the Sentinel-3A mission. The first modification compared to previous works on the same subject (e.g., Xu and Fu (2012), Dufau et al. (2016)) is to no longer use a fixed “mesoscale” wavelength range across the ocean. Rather, we use a variable wavelength range based on dynamical (following Eden (2007)) and empirical considerations (as a function of the spectrum itself; cf. Appendix A) that have a local dependency. Indeed, the size of the mesoscale structures is highly dependent on the local Rossby radius of deformation and stratification (Jacobs et al., 2001; Le Traon et al., 1990), which will be reflected in the shape of local SSH spectra. The main benefit of this approach is that we generally obtain higher values of spectral slopes in the mesoscale wavelength range in comparison to previous studies, particularly in the energetic midlatitude regions, high latitudes, and the tropics.

Similarly to Dufau et al. (2016) and Xu and Fu (2011), we observe low spectral slope values in the intertropical band and the low-energy eastern basins. In these low-energy regions it is not possible to distinguish between the geostrophically balanced motions (viz., mesoscale turbulence) and the unbalanced motions (i.e., IGWs), which are in turn characterized by a relatively shallow slope (around $k^2$; Garrett and Munk...
(1972)). Note that the unbalanced motions have a $k^{-2}$ spectral slope in both SSH and KE. This issue becomes important where the energy due to the unbalanced motions is higher than that associated with geostrophic turbulence, as has been reported in the tropics (e.g., Qiu et al., 2018). So, even though the variable wavelengths resolved in this region are above the local eddy length scale and the local noise level (cf. Figure A1), we are still fitting a curve to a statistical combination of the signals of balanced and unbalanced motions, since the latter can extend out to wavelengths greater than 200 km in the tropics (Tchilibou et al., 2018). In contrast, as we approach regions with more energetic mesoscale structures (high latitudes and western boundary current systems), we observe spectral slopes closer to QG predictions ($k^4$ to $k^5$). Less energetic regions such as the eastern boundary current systems exhibit in turn spectral slopes smaller than $k^3$, with more influence from unbalanced motions (Qiu et al., 2018; Richman et al., 2012).

The zonal average across the midlatitudes is closer to SQG theory (Figure 5), but this is a computational result of averaging across $k^{-3}$ and $k^{-1}$ regions. As noted by Xu and Fu (2012), the geographical area with mean $k^{11/3}$ slopes is quite small at midlatitudes. Please note that the zonal averages depicted in Figure 5 as a reference for spectral slope values might encompass contrasting dynamical regions. Therefore, they must be interpreted with caution.

These multiyear mean slope values also mask the distinct seasonality of the spectral slope values observed here, which are consistent with the most recent interpretations of the dynamics in the mesoscale to submesoscale wavelength range (Qiu et al., 2017, 2018; Sasaki et al., 2014). However, due to the methodology adopted in the present paper, the amplitude of the seasonal cycle of spectral slope values could be underestimated. In the computation of the Rhines scale used to calculate the Eddy transition scale as defined by Eden (2007; cf. Appendix A), we use the time mean Eddy Kinetic Energy (EKE) field as a proxy for the currents variability, instead of a seasonally varying one. Although this could impact the value of Eddy length scale obtained, its effect would be in O(10 km), which is minor compared to the reported seasonality in the mesoscale to submesoscale transition scale (Qiu et al., 2018).

An additional source of uncertainties could come from our estimations of the altimeter noise level. In the present paper we use a similar methodology to previous studies (i.e., we assume a white noise between 15 and 30 km), and we use 1-Hz SSH measurements despite the fact that higher-resolution along-track SSH products are also available. Using the 1-Hz data allows us to directly compare our results with previous works that adopted a similar approach.

The J2 20-Hz spectra have a lower noise floor from 350-m to 7-km wavelength, and a spectral hump from 3- to 10-km wavelength related to surface conditions and the altimeter waveform processing. It is possible that using 20-Hz SSH measurements instead of 1 Hz would help to minimize the impact of the hump artifact on the observed spectral shape for wavelengths larger than 70 km, as reported by Dibarboure et al. (2014). However, these authors demonstrate that the hump PSD consistently exhibits a flat plateau between 10 and 50 km, when considering several along-track segments of at least 1,000-km length. This means that using a relatively long time series of long along-track segments would ensure that the error in considering the hump plateau as a flat spectrum is negligible, thus validating the methodology used in the present paper for this type of error.

The interpretation of the 1-Hz S3A data is more complicated. Although S3A has no hump artifact in its PSD, the SSH measurements from this mission are characterized by a red-colored noise below 70 km (Raynal et al., 2017). In denoising the S3A spectra, we have applied a red noise fit (i.e., not flat) calculated in the 15- to 30-km wavelength range, then extended this over wavelengths larger than 30 km. Due to the "red" characteristic of S3 noise level in the 15-30 km, the energy level removed from the SSH spectrum is not uniform across the entire wavelength range. This means that the energy level subtracted will be larger at small wave numbers (i.e., overestimation of the error level for small wave numbers).

Any overestimation of the instrument error, once subtracted, could potentially induce an underestimation of the spectral slope values. This straight line “red” slope also assumes no curvature in the spectrum. Despite this sensitivity, the spectral estimates obtained from 1-Hz S3A SSH along-track data are consistent with the other altimetric data sets (Figure 5), suggesting that S3 instrument slope error estimate is reasonable. In addition, the lower noise levels obtained for S3A in comparison to Jason-2 and AltiKa imply that we can observe more SSH variability in the shallow mesoscale wavelength range, which has been difficult.
using the current generation of altimeters. A reprocessing of the S3A data is being carried out by the French Space Agency (Boy et al., 2017), and tests show they may have solved the issue of the red-colored noise. In the future, this should allow us to exploit the full capabilities of the global SAR coverage provided by this mission.

This is directly related to one of the challenges for the future SWOT mission. As has been recently shown by observational (Qiu et al., 2017; Rocha, Chereskin, et al., 2016; Rocha, Gille, et al., 2016) and modeling studies (Qiu et al., 2018; Sasaki et al., 2014), the mesoscale to submesoscale spectral region is difficult to interpret from altimetry due to the inability to disentangle the geostrophically balanced motions from its unbalanced counterpart using high-resolution along-track data. SWOT will provide unique 2-D observations of their combined SSH signal over even smaller scales down to 15 to 30 km, depending on wave conditions (due to SWOT’s lower noise; Morrow et al., 2018). In the meantime, we can only document the mesoscale to submesoscale region of the spectrum using the current generation 1-D altimeters. The characterization of the variable mesoscale wavelength range and a distinct IGW spectral slope is part of our ongoing efforts using currently available SSH data.

Appendix A: Eddy Spatial Scales for Spectral Slope Estimations

Spectral slope values reported in the literature using altimetric SSH have been consistently lower than what is expected from QG and SQG theories. In the present paper we revisit the methodology used to compute the spectral slope values in order to tackle this discrepancy between observations and theory. Instead of using a constant “mesoscale wavelength range” from 70 to 250 km in wavelength to compute the spectral slopes across the global ocean (e.g., Dufau et al., 2016; Xu & Fu, 2011), we build our definition on a dynamical criteria related to the local ocean characteristics, and to the local SSH spectrum itself. The lower limit of the wavelength range used to compute the slopes is therefore defined by the local eddy length scale (Eden, 2007), whereas the upper limit is imposed by the change of the spectrum shape, that is, the change in slope itself. These limits are denoted by the black arrows at the bottom of Figure 1a and are determined for this particular region (Figure 1b).

The local eddy length scale is used as a proxy for the characteristic spatial scale of mesoscale turbulence and is estimated following Eden (2007) as the minimum value between the local first Rossby radius of deformation ($L_r$) and the local Rhines scale ($L_R$). The spatial distribution of the eddy length scale computed in this manner is presented in Figure A1a. We observe the highest values in the tropical band (15°S–15°N), related to the fact that the turbulent flow is characterized in this region as being zonally elongated (anisotropic),
while it becomes progressively isotropic toward the poles, hence the decrease in eddy length scale. Figure A1b shows the zonal average of the lower bounds of our variable wavelength range based on the local eddy length scale for AltiKa and Jason-2 (first full line from the left) and the upper bounds based on the change in spectral slope (second full line from the left). The effective resolution above the noise level (30 km) is also plotted (dashed line), illustrating the fact that the spectral slope fit falls outside of the region where the signal-to-noise ratio is less than one.

Please note that geostrophically balanced motions might exist at spatial scales smaller than the wavelength range defined using the present methodology (Qiu et al., 2017; Rocha, Chereskin, et al., 2016; Rocha, Gille, et al., 2016). Nevertheless, we decided to limit the wavelength range using the local eddy length scale in order to overcome the inherent difficulties of the observations used. SSH measurements from satellite altimetry contain a combination of both geostrophically balanced and unbalanced motions, which are, for the time being, impossible to disentangle using 1-D SSH data only. They also contain measurement noise affecting scales out to 30-70 km if uncorrected. In using the local eddy length scale as a proxy for the local size of the mesoscale turbulence, we aim to focus on the larger “balanced” part of the energy spectrum (i.e., the wavelength range that is dominated by mesoscale turbulence). Therefore, by using the eddy scale as the lower limit, we ensure that the spectral slope estimates are computed over a wavelength range that is essentially dominated by geostrophically balanced motions.

We follow a similar methodology as the one used in Eden (2007) to evaluate the skill of the eddy length scale as a metric for the local mesoscale turbulence spatial scale, obtaining analog results to what is reported in

![Figure A2](image_url)  
**Figure A2.** Eddy length scale (y axis) versus length scale ($L_0$) calculated from AltiKa along-track data, averaged over the global ocean (a), and for the Atlantic (b), Pacific (c), and Indian (d) basins. Time period corresponds to 2013-2015. Color shading denotes the point density (warm colors equals high point density). Units in kilometers. Solid black lines denote the regression of $L_0$ over the eddy length scale (regression coefficient $R^2$ is also indicated).
that work for the North Atlantic. One of the metrics often used to characterize the eddy length scales is the first zero crossing of the autocovariance function, $L_0$ (Stammer, 1997), which shows a rapid decay with increasing spatial lags. One disadvantage of this metric is that the result will depend on the altimeter measurement itself and therefore would be subject to the precision of the along-track data. Nevertheless, we have compared our estimations of eddy length scale to $L_0$ values observed by AltiKa, as a way of verifying the skill of the eddy length scale in representing the characteristic spatial scales of mesoscale turbulence. Figure A2 plots the dispersion diagrams of the local eddy length scale versus the spatial scale $L_0$ and shows a good agreement between the two metrics, suggesting that the eddy length scale can indeed be used as an independent metric that locally characterizes the spatial scale of mesoscale turbulence.
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