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ABSTRACT: Recent theoretical work has shown that, when the so-called nontraditional effects are taken into account, the

reflection of equatorially trapped waves (ETWs) off the seafloor generates strong vertical shear that results in bottom-

intensified mixing at the inertial latitude of the ETW via a mechanism of critical reflection. It has been estimated that this

process could play an important role in driving diapycnal upwelling in the abyssal meridional overturning circulation

(AMOC). However, these results were derived under an idealized configuration with a monochromatic ETW propagating

through a flat ocean at rest. To test the theory in a flow that is more representative of the ocean, we contrast a set of realistic

numerical simulations of the eastern equatorial Pacific run using either the hydrostatic or quasi-hydrostatic approximation,

the latter of which accounts for nontraditional effects. The simulations are nested into a Pacific-wide hydrostatic parent

solution forcedwith climatological data and realistic bathymetry, resulting in an ETWfield and a deep circulation consistent

with observations. Using these simulations, we observe enhanced abyssal mixing in the quasi-hydrostatic run, even over

smooth topography, that is absent in the hydrostatic run. Themixing is associated with inertial shear that has spatiotemporal

properties consistent with the critical reflection mechanism. The enhanced mixing results in a weakening of the abyssal

stratification and drives diapycnal upwelling in our simulation, in agreement with the predictions from the idealized sim-

ulations. The diapycnal upwelling is O(10) Sv (1 Sv [ 106m3 s21) and thus could play an important role in closing

the AMOC.

KEYWORDS: Tropics; Abyssal circulation; Diapycnal mixing; Waves, oceanic

1. Introduction

The abyssal meridional overturning circulation (AMOC) is

associated with production of abyssal waters through deep

convection around Antarctica. Consequently, mixing pro-

cesses are required to lift the abyssal waters back up and

eventually close the AMOC. Although the polar source re-

gions of abyssal waters have been identified, the energy sources

driving mixing and their spatiotemporal distribution are still a

subject of debate (Ferrari 2014). More than a decade ago, in-

verse calculations fromLumpkin and Speer (2007) showed that

much of the zonally integrated diapycnal upwelling that closes

the AMOC occurs in the tropical oceans, suggesting that in-

tense mixing takes place in these regions. However, we lack

both observational evidence and robust theories that could

support the inferences from these inverse models.

In a recent paper, Delorme and Thomas (2019, hereafter

DT19) showed that surface-generated equatorially trapped

waves (ETWs) can energize mixing in the abyss of the tropical

oceans upon reflection off the seafloor when the full Coriolis

force and so-called nontraditional (NT) effects are taken into

account. DT19 used an idealized model configuration where

the horizontal component of Earth’s rotation ~f is nonzero, al-

lowing for NT effects to be triggered. Their domain consists of

an equatorial channel with a flat bottom and periodic zonal

boundary conditions. At the surface, monochromatic downward-

propagating ETWs are generated in a 1-km-thick sponge

layer and propagate freely in the deep within an ocean at

rest. Once they reach the weakly stratified abyss, all types

of ETWs—from inertia–gravity waves (IGWs) to Rossby

waves—are modified by the NT effects, and they ultimately

undergo critical reflection at their inertial latitude where their

frequency equals the local inertial frequency f. The critical re-

flection mechanism is triggered by a change in the meridional

scale of the reflected waves: NT effects act to break the vertical

symmetry of downward-propagating ETWs, and, by so doing,

they yield amore complex bottom reflection that requires higher

meridional modes to satisfy the boundary conditions. These

higher meridional modes are governed by a two-dimensional

wave equation for IGWs with NT terms that predicts the oc-

currence of critical reflection at the inertial latitude of the wave

(Gerkema and Shrira 2005; Winters et al. 2011). This process

acts to locally enhance the shear, which drives mixing in DT19

simulations. Although the mixing is confined to the inertial lat-

itude, DT19 estimated that it could drive large-scale diapycnal

upwelling to the order of 10 Sv (1Sv [ 106m3 s21) and thus

significantly contribute to closing the AMOC.

However, DT19 prediction was derived from a highly ide-

alized configuration that has five potential limitations. First,

DT19 only considered single monochromatic waves, whereas

the equatorial ocean consists of a spectrum of waves. Second,
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the forcing mechanism in DT19 is zonally symmetric and

persistent in time, yielding persistent and zonally uniform

mixing. In the real ocean, downward-propagating ETWs are

generated at the surface through winds (Kessler andMcCreary

1993; Kelly et al. 1995; Durland and Farrar 2012) and through

upper-ocean instabilities associated with western boundary

currents, tropical instability waves (TIWs), or the equatorial

undercurrent (Kindle and Thompson 1989; Woodberry et al.

1989; Ascani et al. 2010). Such forcing mechanisms exhibit

zonal and meridional variations as well as temporal variability,

which ultimately manifest in the ETW field. For example,

TIWs occur predominantly on the eastern side of the ocean

basin with most of their energy confined primarily north of the

equator (Malardé et al. 1987), and they occur mostly between

August and December (Qiao and Weisberg 1995). Irregular

forcing patterns might lead to areas or periods where most of

the waves’ energy converges at depth, but also to ‘‘shadow

zones’’ where the waves’ energy is very weak or episodic.

Third, the stratification in DT19model is horizontally uniform.

Horizontal variations in the stratification in the real ocean

might have a strong influence on DT19 theory at depth since

NT effects are strongly dependent on the value of the bottom

stratification. Fourth, the wave in DT19 model propagates in

an ocean at rest, whereas the equatorial ocean is known for

having a very energetic circulation at depth with the presence

of the so-called equatorial deep jets (Cravatte et al. 2017;

Ménesguen et al. 2019). Fifth and last, the bathymetry in DT19

configuration is flat. The nonflat bathymetry in the real ocean

can affect the occurrence and intensity of critical reflection, an

effect that also needs to be investigated.

In this study, our primary goal is to address these potential

limitations by investigating how DT19 theory may manifest

itself in the real ocean.We would like to know where and when

critical reflection due to NT effects should be expected and

what its effects are on abyssal mixing and stratification in the

equatorial oceans. To answer these questions, we focus on the

eastern equatorial Pacific Ocean, using a set of two realistic,

high-resolution simulations with and without ~f . These simula-

tions are driven by climatological forcing and use a grid nesting

approach from a parent, basin-wide simulation of the Pacific

Ocean. A comparison of the simulations with and without ~f

allows us to investigate the influence of NT effects on the

properties of the abyssal equatorial ocean.

The remainder of this paper is organized as follows. The nu-

merical model and simulation setup are described in section 2. A

comparison of the simulations with and without ~f is presented in

section 3 to highlight the key differences that we observe in the

abyssal ocean with NT effects. These differences are interpreted

with the theory for critical reflection that has been predicted by

DT19 in section 4, and the implications for diapycnal transport in

the abyss are discussed. The article is concluded in section 5

with a discussion of the strengths and limitations of the theory

and potential topics for future research.

2. Model setup

In this section, we introduce the realistic simulations of the

Pacific Ocean run with two regional models based on the

Regional Oceanic Modeling System (ROMS; Shchepetkin

and McWilliams 2005, 2009b). ROMS solves the primitive

equations for the velocity, potential temperature, and salinity,

using a full equation of state for seawater (Shchepetkin and

McWilliams 2009a, 2011).

We used a one-way nesting procedure to go from a parent

grid covering most of the Pacific Ocean to a child grid centered

around the eastern equatorial Pacific. The two successive do-

mains are highlighted in Fig. 1a, which shows a snapshot of the

sea surface temperature (SST) from the model. One-way

nesting has been used with success in the past to obtain local

solutions at high resolution while preserving the regional-scale

circulation (Penven et al. 2006; Mason et al. 2010; Molemaker

et al. 2015; Gula et al. 2015). In this configuration, there is no

feedback from the child grid to the parent grid: the parent

simulation supplies only boundary and initial conditions to the

child simulation offline, and each simulation is run indepen-

dently. The boundary condition algorithm that we used con-

sists of a modified Flather-type scheme for the barotropic

mode (Mason et al. 2010) and an Orlanski-type scheme for the

baroclinic mode (Marchesiello et al. 2001).

In our study, the parent simulation was run with the

University of California, Los Angeles (UCLA), version of

the ROMS model, while the child simulation was run with the

Coastal and Regional Ocean Community model (CROCO)

version of the ROMS model [see Jullien et al. (2019, sec-

tion 16.3) for a thorough description of the different versions

of ROMS and their historical development]. We used the

CROCO version because it has been recently enhanced with

the addition of a quasi-hydrostatic (QH) option. The QH

equations do not include the vertical acceleration but do take

into account the NT terms [i.e., ~fw in the zonal momentum

equation and ~f u in the vertical momentum equation, the latter

of which modifies the hydrostatic pressure field, and where (u,

y, w) is the velocity vector]. The appendix describes the QH

implementation of CROCO in more detail, as well as the

motivation for developing it. Apart from the QH capabilities,

the two versions of ROMS are nearly identical for the purposes

of the work presented here.

The parent simulation was constructed similarly to the one

introduced in Lemarié et al. (2012) but with a much finer

horizontal resolution. It was used previously in Molemaker

et al. (2015). It has an orthogonal grid based on a transverse

Mercator projection with 18423 962 points, allowing a smooth

transition of the grid size from 12.5 km at the equator to 8.5 km

at high latitudes. The south and north extremes of the grid are

around 408S and 558N, respectively. The simulation is run for

approximately 10.5 years.

We used the last 6 years of the parent solution at 5-day in-

tervals to force the open boundary conditions of the child grid.

This grid covers most of the eastern equatorial Pacific region,

from 1658 to 1058W and between 6198N. Its location was

motivated by two criteria: 1) the presence of TIWs at the sur-

face, which flux energy downward in the water column (Ascani

et al. 2010), and 2) a smooth bathymetry over a large part of the

domain that limits other near-bottom processes that can gen-

erate turbulence such as lee waves (Fig. 1b). The child domain

has 11003 700 grid points with a horizontal resolution of 6 km.
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We ran the child simulation in both the QH and hydro-

static (H) mode.

For all simulations, the model bathymetry was interpolated

from the Shuttle Radar Topography Mission (SRTM30_

PLUS) dataset based on the 1-min Smith and Sandwell (1997)

global dataset, but higher-resolution data were used where

available (Becker et al. 2009). The preparation of the topog-

raphy in the model was split into two successive steps for each

simulation. First, a coarsening procedure with a Gaussian

smoothing kernel with a width 8 times that of the topographic

grid spacing was used to ensure that all the grid metrics are

smooth at the scale of the resolution. Second, a so-called log-

smoothing procedure was used to ensure that the depth dif-

ference between grid cells normalized by the depth (DH/H) did

not exceed 0.2. This criterion is based on computational re-

strictions for models formulated with a terrain-following co-

ordinate, such as ROMS (see Beckmann and Haidvogel 1993).

To avoid a discontinuity in the grids between the child and

parent simulations, the topography near the boundaries of the

nested domain was smoothly matched with the parent topog-

raphy over 32 grid points. The maximum depth for the child

grid was set to 6000m.

The same climatological datasets were used for forcing the

lateral boundaries of the parent simulation and the surface

forcing for all simulations. At the surface, the wind stress was

prepared following a two-step procedure that is described in

detail in Lemarié et al. (2012). First, the monthly climatology

of QuikSCAT-based Scatterometer Climatology of Ocean

Wind (SCOW; Risien and Chelton 2008) was adjusted toward

the Tropical Atmosphere Ocean (TAO) buoy data that are

available in the equatorial Pacific to prevent a recurring bias

that can occur in modeled equatorial currents with SCOW

forcing. Then, daily winds from the CERSAT (French ERS

Processing and Archiving Facility) Mean Wind Fields (MWF)

FIG. 1. (a) Instantaneous sea surface temperature in the Pacific basin at the beginning of

December as simulated by ROMS. The parent domain covers most of the Pacific Ocean while

the child domain is delineated by the thick gray lines (between 1658 and 1058W and 6198N).

The SST plotted inside each of the domains is computed using data at their corresponding

resolutions. In the eastern part of the basin, the surface signature of TIWs is clearly visible.

(b) Seafloor bathymetry in the eastern equatorial Pacific taken from the SRTM30_PLUS

dataset and used for the simulations. The bathymetry overmost of the child domain is relatively

smooth.
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blended product were added to the final wind stress. We ob-

tained heat fluxes from the Common Ocean-Ice Reference

Experiment monthly climatology (CORE; Large and Yeager

2009), and incorporated a weak feedback with the modeled

SST (Barnier et al. 1995). Surface evaporation and precipita-

tion were taken from the Hamburg Ocean Atmosphere

Parameters and Fluxes from Satellite dataset (HOAPS-38;

Andersson et al. 2010) with an additional restoring tendency

toward climatological monthly surface salinity from theWorld

Ocean Atlas (WOA; Conkright et al. 2002) to prevent

surface salinity from drifting away from climatological

values. Initial and boundary conditions for temperature,

salinity, surface elevation, and the horizontal velocity for

the parent domain were taken from the monthly averaged

Simple Ocean Data Assimilation (SODA) ocean clima-

tology (Carton and Giese 2008).

In the vertical, the parent simulation has 50 terrain-following

s levels that are stretched toward the surface, while the child

simulation has 80 vertical levels that are stretched toward both

the surface and the bottom. The formulation for the vertical

coordinate is described in Shchepetkin and McWilliams [2009a,

their Eqs. (2.2) and (2.4)]. In this work, hc 5 250m for both the

parent and the child simulations (hc represents the depth of the

transition between flat z levels and terrain-following s levels).

The parameter controlling the bottom refinement of the grid is

ub 5 1.5 in the parent simulation and ub 5 4.5 in the child sim-

ulation. At the surface, we used us 5 6.5 for both simulations.

Since the objective of this paper is to investigate where and

when NT effects may occur in the equatorial Pacific, a free-slip

boundary condition was used at the bottom with no bottom drag,

allowing us to avoid the generation of high shear through friction.

This makes the generation of shear through the critical reflection

of ETWs modified by NT effects more distinguishable. However,

we have also run simulationswith bottomdrag inwhichNTeffects

are evident. These will be discussed more fully in section 4.

Vertical mixing of tracers andmomentumwas accomplished

using the K-profile parameterization (KPP; Large et al. 1994).

This parameterization has both boundary layer and interior

mixing schemes as described in Large et al. (1994). The interior

mixing scheme estimates the mixing coefficients by combining

the effects of three mechanisms: shear instability, convective

instability and internal wave breaking. Internal wave gener-

ated mixing serves to induce a background diffusivity, which

was set to the default value of 1 3 1024m2 s21 for momentum

and 1 3 1025m2 s21 for tracers. The convective component

used values of 0.1m2 s21 for both diffusivity and viscosity for

unresolved convective cells when N2 , 0, where N is the

Brunt–Väisälä frequency. When N2 . 0, interior diffusivities

and viscosities due to shear instability were calculated using a

gradient Richardson number formulation as

n
s
5

8><>:
n
0

if Ri, 0,

n
0
[12 (Ri/Ric)

2
]3 if 0,Ri,Ric ,

0 if Ric ,Ri,

(1)

where n0 5 5 3 1023m2 s21 was the maximum interior mixing

coefficient due to shear instability. Ri is the gradient Richardson

number defined as

Ri5N2

���
›u

›z

�2

1

�
›y

›z

�2�
. (2)

The value of the critical gradient Richardson number below

which turbulent mixing occurs, Ric, was set to the default value

of 0.7, as suggested in Large et al. (1994).

Analyses of the abyssal stratification in the parent simula-

tion showed that its values were unrealistically larger thanwhat

has been observed in the equatorial Pacific. DT19 showed that

weak stratification of the water column is a crucial criterion for

NT effects to be effective, that is, the key nondimensional

parameter controlling the strength of the NT effects is

G5N2/ef 2 . (3)

When G 5 O(1) or smaller, NT effects are important (see

DT19). To have a realistic stratification in the abyss, we

modified the stratification profile in the initial and boundary

conditions of the child simulation tomake it consistent with the

observations. To do this, we modified the temperature T and

salinity S fields at each horizontal location following

T
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ij
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ij
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ij
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where i and j denote the horizontal indices of the grid in the

initial and boundary conditions, zij denotes the vertical coor-

dinate at location (i, j), Hij is the depth of the water column at

location (i, j), and M is a mask that modulates the correction.

The mask M consists of a hyperbolic tangent function that is

zero in the upper water column and approaches one smoothly

in the abyssal ocean,

M
ij
5

1

2

�
12 tanh

�
z
ij
2 (H

ij
1 h)

100

��
, (6)

where h denotes the width of the bottom boundary layer where

the stratification is reduced. In the simulations, we set h 5
300m based on observed stratification profiles. The first year of

simulation for the child runs was used as a spinup to allow the

system to adjust to these modifications, and we used the re-

maining 5 years of simulation for the analyses presented in the

next sections. An example of the stratification profile in both

the parent and child simulations at 1108W between 628N,

along with profiles from observations, illustrates that N2 in the

child simulation reaches values that are closer to ~f 2 at this lo-

cation compared to the parent simulation, more in line with the

observations (Fig. 2).

3. Results

a. Equatorial dynamics

A comprehensive model validation of the circulation is be-

yond the scope of this paper, which is devoted to the NT ef-

fects. Lemarié et al. (2012) has already conducted a detailed

validation of a simulation similar to the parent simulation that

we used for this work [our parent simulation has a higher

spatial resolution than the one from Lemarié et al. (2012), but
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it uses the same numerical algorithms, bathymetry, surface

forcing, and boundary conditions]. They showed that the

model reproduces the key features of the observed circulation

in the equatorial Pacific. In this section, we instead focus on the

extent to which NT effects have an effect on the properties of

the equatorial Pacific that are the most relevant to the problem

at hand, namely, the structure of the mean circulation and the

ETW field.

1) MEAN CIRCULATION

We contrast the mean zonal currents averaged over 1208–
1608W in the H and QH simulation (Fig. 3). The mean equa-

torial current system is composed of the eastward flowing North

Equatorial Countercurrent, the Equatorial Undercurrent, the

South and North Subsurface Countercurrent, the westward-

flowing South and North Equatorial Currents, and the

Equatorial Intermediate Current. All of these currents are

found in both the H and QH simulations with similar spatial

structures and amplitudes, and are consistent with observa-

tions [see Cravatte et al. (2017) for a similar calculation from

the Argo float dataset]. The low-latitude subsurface counter-

currents highlighted in Ménesguen et al. (2019) are also visible

in both simulations on each side of the equator.

2) EQUATORIAL WAVE FIELD

Farrar (2008) derived the wavenumber-frequency power

spectrum of sea surface height from altimetry data between 78S
and 78N to examine the dispersion relation of wavelike vari-

ability with periods of about 20–200 days in the equatorial

Pacific Ocean (see his Fig. 2). Following up on these results,

Farrar and Durland (2012) used the surface dynamic height

relative to 500 dbar from the TAO/TRITON moorings be-

tween 58S and 58N to derive a wavenumber-frequency power

spectrum focusing on wavelike variability with periods of

about 3–15 days in the equatorial Pacific Ocean (see their

Fig. 5). These two studies provided a quantification of the

full ETW spectrum from observations in the equatorial

Pacific Ocean. Using a similar approach, we calculated the

wavenumber-frequency power spectrum of the surface me-

ridional velocity field averaged over a range of latitudes and

longitudes corresponding to the limits of the domain of the

child simulations (Fig. 4). In the equatorial regions, merid-

ional velocities are a good proxy for ETWs since the zonal

velocity is dominated by the strong zonal flows. However,

using the meridional velocity inherently removes the Kelvin

wave part of the spectrum from our analysis. Given our

model’s spatial and temporal resolution, we were able to

resolve wavelike variability with periods from 2 days to a

year, and zonal wavelengths exceeding 20 km.

The power spectral density of the meridional velocity in the

H simulation is very similar to that in the QH simulation. It has

spectral peaks that lie at similar locations on the analytical

dispersion curves of the first and second baroclinic modes in a

resting ocean (white lines in Fig. 3), showing that NT effects do

not affect the dispersion of the waves as described in DT19. In

addition, the spectral amplitude of each wave is also very

similar between the H and QH simulations. Note that because

of the Doppler shift induced by the mean zonal currents on the

waves, some maxima in the power spectrum may lie close to

but not entirely on the theoretical curves (McPhaden and

Knox 1979).

Overall, the model’s spectra have similar spectral peaks as

the ones calculated by Farrar (2008) and Farrar and Durland

(2012) from observations (excluding the Kelvin wave part of

the spectrum). The highest peak occurs near 33 days and is

associated with the first baroclinic mode Rossby wave. The

second largest peak occurs near 17 days and is associated with

the westward-propagating Yanai wave. Both of these waves

have also been seen in subsurface observations (Lyman et al.

2007), and are thought to be triggered by the TIWs that are

clearly visible in the SST field in Fig. 1. At lower frequencies,

there is significant energy around 60 days that corresponds to

the second baroclinic mode Rossby wave. The Yanai wave

dispersion curves for the first and second baroclinic modes

FIG. 2. Meridionally averaged profiles of the stratification N2 at

1108W between 628 measured by Holmes et al. (2016) (orange

line) and taken from the parent simulation (blue line) and the child

simulations after a 1-yr spinup (theQH case is shown in purple, and

the H case is shown in red). The stratification from all the in-

dependent casts available between 1098 and 1118W and 628 in
the World Ocean Database 2013 is also shown (green line). The

black dotted line represents the value of ~f 2 at the equator. As

shown in DT19, NT effects are expected to be stronger when

G5N2/~f 2 5O(1) or lower.

JUNE 2021 DELORME ET AL . 1899

Unauthenticated | Downloaded 05/02/23 07:59 AM UTC



have other peaks at 23, 14, and 10 days that have also been

reported in observations (Farrar and Durland 2012; Shinoda

2012). At higher frequencies, we see many elevated spectral

peaks at low zonal wavenumbers. The peak around 6 days has

also been found by Farrar and Durland (2012), who associated

it to the second baroclinic mode of an eastward-propagating

IGW. The elevated signal around 5 days was observed by

Wunsch and Gill (1976), and is associated with the variability

of the meridional winds. According to Farrar and Durland

(2012), it would correspond to a double resonance of both the

first baroclinic mode, first meridional mode IGW and the

second baroclinic mode, second meridional mode IGW.

The model allows us to investigate the ETW spectrum near

the bottom as well. Using the same approach as in the previous

paragraph, we calculated the wavenumber-frequency power

spectrum of the meridional velocity field averaged over the

bottom s layer in the child simulations. The results are shown

in Fig. 5 for the H simulation but, as with the surface calcula-

tion, they are qualitatively similar to those from the QH run.

Spectral peaks similar to the surface peaks were found, sug-

gesting that most waves propagate from the surface to the

bottom in our simulations. Note that the energy content of the

waves at the bottom is lower than that at the surface. This

decrease in energy is expected since, under realistic stratifica-

tion, themagnitude of the horizontal velocity eigenfunction for

the first baroclinic mode is much greater at the surface than it is

at the bottom for all waves (this is also true to a lesser extent

for the second baroclinic mode). Dissipation of energy as the

FIG. 3. Mean zonal currents averaged between 1208 and 1608W (U) in the (left) H and (right) QH simulations.

The averaged has been taken over the last 5 years of simulation.

FIG. 4. Wavenumber–frequency power spectrum of the meridional velocity in the (left) H and (right) QH

simulations averaged over the surface s layer on the whole numerical domain of the child simulation and over the

five years of simulation. Solid and dashed white lines are the theoretical dispersion curves for baroclinic modes 1

and 2, respectively, and are based on gravity wave speeds of 2.7 and 1.7m s21, respectively.
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waves are propagating down in the water column might also be

at play. In addition, the relative magnitude of each peak is dif-

ferent, suggesting that some waves have either been dampened

more than others as they propagate down, or that some waves

have left or entered the domain of the simulation through the

lateral boundaries at depth. For example, the 17-dayYanai wave

is weaker than the 20-day Yanai wave in the abyss but stronger

at the surface. Rossby and Yanai waves with relatively large

zonal wavenumbers are present in the bottom spectrum yet

absent near the surface. This enhancement of energy at

shorter scales might be due to the presence of the bottom

topography, which can lead to scattering and thus generate

higher wavenumbers.

Overall, these results show that our simulations reproduce

well the ETW field seen in the observations. In addition, these

waves propagate down into the deep ocean, hence providing a

realistic forcing mechanism for assessing the presence or lack

thereof of critical reflection induced byNT effects, as predicted

by DT19.

b. Abyssal mixing

Wealso contrasted the turbulent diffusivity in theH andQH

simulations averaged over the bottom 1000m of the water

column and over the 5 years of simulation (Fig. 6).

In the H case, the diffusivity is enhanced between628where
the currents are the strongest and in areas of rough topography.

The diffusivities are particularly large in the western part of the

domain because of the presence of rough topography (see

Fig. 1b). In the QH case, however, elevated diffusivities are

also found outside of the 628 equatorial band, with enhanced

values extending from 88S to 148N. Most of the high diffusivity

values are found between 1208 and 1558Win theQH run. In the

eastern part of the domain, the QH and H simulations look

very similar.

Locations with higher diffusivities are associated with en-

hanced bottom shear in the simulations (Fig. 7). While most of

the vertical shear is confined to 628 or over rough topography

in the H case, large values of the shear are seen over smooth

topography and outside the equatorial band in the QH case. In

some of these areas, the vertical shear in the QH simulation is

more than 100 times greater than that in the H simulation. The

locations of enhanced shear and subsequent mixing in the QH

run match notably areas where G # 1 (shown within the con-

tour line in Figs. 6 and 7), consistent with the theory described

in DT19.

To highlight the vertical extent of the mixing (Fig. 8) and the

corresponding shear (Fig. 9), we focus on a section along the

1308W longitude line. The diffusivities are enhanced in a bot-

tom boundary layer in the QH case comparable to the surface

boundary layer, and extend for up to 300m off the bottom. This

bottom boundary layer is completely absent in the H simula-

tion. Enhanced diffusivities are also found higher in the water

column in the628 equatorial band but this is the case for both

the H and QH simulations. As highlighted in Fig. 9, the dif-

fusivities near the bottom in the QH case are associated with

higher vertical shear. In the H case, the shear is confined to the

surface and in the628 equatorial band in the abyss. The ratio of
the shear in the QH and H simulations (bottom panel) shows

more clearly the vertical extent of the enhanced shear in the

QH simulation. Overall, enhanced values in the QH case can

reach up to 1000m off the bottom.

To understand better the properties of the shear that is

generated in the QH simulation, we have calculated the fre-

quency spectrum of the vertical shear in the bottom 500m of

the water column as a function of latitude at 1308W (Fig. 10).

In the H simulation, there is enhanced energy at only low

frequencies and close to the equator, whereas in the QH

simulation, enhanced energy is seen at all latitudes. In the

latter case, the spectrum peaks around the inertial frequency,

showing that the shear that is generated in theQH simulation is

near inertial. Within the near-inertial band, some frequencies

are more energetic than others and correspond to specific in-

ertial latitudes. These frequencies correspond to the frequen-

cies of particular ETWs that we found in the deep in our

simulations (see Fig. 5), suggesting that the ETWs are re-

sponsible for the enhanced mixing in the QH run. A major

peak, for example, occurs at a frequency of around 0.19 day21

and corresponds to an IGW with an inertial latitude of 5.58. In
addition, it can be seen that the enhanced energy in theH run is

mostly superinertial whereas it extends a bit in the subinertial

region in the QH case, consistent with the subinertial propa-

gation of IGWs allowed when the NT effects are active.

FIG. 5. As in Fig. 4, but for the meridional velocity averaged over

the bottom s layer. The inertial latitude associated with each fre-

quency is shown on the right y axis. The horizontal dotted lines

highlight the frequency and inertial latitudes of the waves that

contribute the most to the enhanced shear in the QH run shown

in Fig. 10.

JUNE 2021 DELORME ET AL . 1901

Unauthenticated | Downloaded 05/02/23 07:59 AM UTC



To better visualize the spatial and temporal variability of the

shear, Hovmöller diagrams of the vertical shear of the merid-

ional velocity as a function of latitude at 1308W are shown in

Fig. 11. In the QH case, shear outside of the 628 equatorial
band forms stacked bands that oscillate near the local inertial

frequency. The shear bands have a nonzero meridional wave-

number, with an equatorward phase velocity. However, the

wave beams that are associated with these shear bands prop-

agate poleward, away from their generation location. We

highlight the vertical structure of the shear on the 5.58S line

(which corresponds to the inertial latitude of the 5-day wave) in

Fig. 12. In particular, there is one high-shear event occurring

between 15 December and 15 January with a downward phase

propagation.

4. Discussion

In the previous section, we showed the diffusivities in the

abyss were enhanced in a large part of the domain in the QH

simulation compared to that in the H simulation. We further

showed that the enhanced diffusivities were associated with

inertial vertical shear that develops when ~f 6¼ 0. Our hypothesis

is that the vertical shear is generated through themechanism of

critical reflection when ETWs reflect off the bottom, as pre-

dicted by DT19 theory.

It is possible to understand the theory better by looking at

the governing equation for inviscid, zonally invariant, linear

IGWs over an f plane,

(N2 1 ~f 2)c
yy
1 2~f fc

yz
1 ( f 2 2v2)c

zz
5 0, (7)

where v is the frequency of the wave, and c is the stream-

function (i.e., y 5 ›c/›z and w 5 2›c/›z).

Equation (7) admits wavelike solutions where it is hyper-

bolic, i.e., where B2 2 AC . 0 with A5N2 1 ~f 2, B5 ~f f , and

C 5 f 2 2 v2. This constraint gives a lower bound for the fre-

quency of the wave:

v
min

5 jf j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12

~f 2

N2 1 ~f 2

s
5 jf j

ffiffiffiffiffiffiffiffiffiffiffi
G

11G

r
. (8)

Note that, when ~f 5 0, we found the usual lower bound for IGWs

under the traditional approximation: vmin 5 jfj. With ~f 6¼ 0 and

G# 1, values ofv that are significantly lower than jfj are possible.
The characteristic curves of (7) represent rays along which

wave energy propagates. The slope of these rays is equal to

m6 5
B6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 2AC

p

A
. (9)

To get the direction of energy propagation, we derive a dispersion

relation using a plane wave solution c(y, z) ; ei(ly1mz) in (7):

v2 5 f 2 1 2~f f
l

m
1 (N2 1 ~f 2)

l2

m2
. (10)

This is the dispersion relation for 2D inertia–gravity waves

over an NT f plane. Note that m6 5 2l/m.

Taking the gradient of (10) with respect to the wave vector

yields the group velocity of the wave:

(cyg, c
z
g)5

l(N2 1 ~f 2)1mf ~f

m2v

�
1,2

l

m

�
, (11)

which gives the direction and speed of energy propagation, and

constrains the characteristics along which the incoming and

reflected waves propagate.

At the inertial latitude, m6
v5f 5 0 when ~f 5 0. However,

m1
v5f 5 2f /~f (11G)21 in the NT case when ~f 6¼ 0. If G is low

FIG. 6. The turbulent diffusivity averaged over the bottom 1000m of the water column and

over the 5 years of simulation in the (top) H and (bottom)QH runs. The black contour line in

the bottom panel shows where G5N/~f 5 1 at the bottom of the ocean over the bottom

s layer; G , 1 within the contour lines where enhanced turbulent diffusivity is found.
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enough, m1
v5f is significant, allowing for vertical propagation of

energy at the inertial latitude along the steep characteristic.

Since m2
v5f 5 0, the second characteristic is flat and therefore

ray tubes becomes compressed to an infinitesimally small layer

when reflecting off a flat bottom, resulting in critical reflection.

This mechanism is illustrated in Fig. 13. It requires three key

elements to occur: a downward flux of ETW energy along the

steep characteristic, G # 1 such that m1
v5f is significant, and a

bottom slope low enough such that ray tubes are compressed

enough to amplify the reflected wave.

In the next subsections, we discuss whether the conditions

are met for critical reflection to occur. Then, we look at the

properties of the shear that develops in the QH simulation to

examine whether our hypothesis is consistent with the mech-

anism of critical reflection described above. Finally, we discuss

the implications of the enhanced diffusivities for the abyssal

stratification and diapycnal upwelling.

a. Vertical propagation of equatorial waves

To investigate whether ETWs can flux energy on the steep

characteristics near the bottom where enhanced vertical shear

is found, we selected six spectral peaks from Figs. 4 and 5 to

track their vertical propagation of energy: the 33-day Rossby

wave, the 23-dayYanai wave, the 17-dayYanai wave, the 6-day

IGW, the 5-day IGW, and the 3-day IGW.

The location where these waves are generated at the surface

can be identified by calculating the variance of the meridional

velocity filtered around the frequency for each of the six waves

(Fig. 14). Depending on the type of wave, maxima in the var-

iance are found in different locations. The 3-day IGW is mostly

generated near 1258–1408W to the north of the equator, while

the 5-day IGW has a peak around 1308–1458W on the south

side of the equator. The 6-day IGW is more spread out, with a

stronger signal on the southern side of the equator between

1108 and 1508W. Both Yanai waves have peaks centered at the

equator in the eastern side of our domain, between 1108 and
1308W. The 33-day Rossby wave is mostly generated in the

Northern Hemisphere, between 1208 and 1408W.

In Figs. 4 and 5, we have shown that the six waves considered

here lie on the theoretical dispersion curves for baroclinic

modes 1 and 2. The dispersion relation for such waves was

derived by Cox (1980):

FIG. 7. As in Fig. 6, but for the vertical shear squared, Sh2 5 (›u/›z)2 1 (›y/›z)2. The ratio

between the QH and H case is shown in the bottom panel. The white contour line in the

bottom panel shows where G5N/~f 5 1 at the bottom of the ocean over the bottom s layer;

G , 1 within the contour lines where enhanced vertical shear is found in the QH case.
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c5
2b(2n1 1)6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2(2n1 1)

2 1 4(k2 1bkv21)v2

q
2(k2 1bkv21)

, (12)

where c denotes the phase speed for the nth baroclinic mode

Kelvin wave; k and v are the zonal wavenumber and frequency

of the wave, respectively; and b 5 2V/RE is the meridional

gradient of the vertical component of the Coriolis parameter at

the equator (V is Earth’s angular velocity and RE is Earth’s

radius). The effects of variable stratification are manifest in the

local wavenumber,

m(z)5N(z)/c . (13)

From Eqs. (12) and (13), it is possible to derive the expressions

for the zonal group velocity cxg and the vertical group veloc-

ity czg:

cxg 5
c2(2k1bv21)

2v1bkc2v22
, (14)

czg 52
v2 1bkc2v21 1k2c2

N(2vc21 1bkcv22)
. (15)

We used Eqs. (14) and (15) to quantify the pathways of prop-

agation for the six waves we have considered. For each wave,

we randomly generated a range of frequencies and zonal

wavenumbers that are appropriate for the wave of interest. We

used the map of the variance of the meridional velocity at the

surface for each wave (Fig. 14) to construct a probability dis-

tribution for the starting point of the rays, with higher proba-

bilities in regions where the variance is larger. We used the

stratification profile measured by Holmes et al. (2016) in the

eastern equatorial Pacific and shown in Fig. 2 to trace the rays.

For each wave, we launched 20 rays (Fig. 15). Our results

show that the Rossby and IGW rays are nearly vertical while

the Yanai waves propagate away from their generation longi-

tude to the east. In our calculation, most of the IGW and

Rossby wave rays reach the bottom between 1258 and 1458W,

which is the area where we see the largest diffusivities in the

QH run. The IGWs are in particular confined to this longitude

band, which potentially explains the enhanced diffusivities that

develop at higher latitudes since their inertial latitudes lie

further away from the equator. The Yanai waves propagate

eastward, and most of them reach the seafloor out of our do-

main. Note that depending on the type of wave, the travel time

from the surface to the bottom varies greatly: while the IGW

reach the seafloor within a few days, it can take several months

for the Yanai and Rossby waves to hit the bottom.

b. Bottom slope and the slope of the steep characteristic

The two other key ingredients needed for critical reflection

are linked to the slope of the seafloor and the slope of the steep

characteristic at the inertial latitude of the wave, m1
v5f .

If the steep characteristic has a slope that is too low, the

compression of ray tubes will be limited, weakening amplifi-

cation by the critical reflection mechanism. Similarly, if the

slope of the seafloor is too high, the compression of ray tubes

upon reflection is reduced and the critical reflection mecha-

nism is not as effective. Therefore, a key metric for the effec-

tiveness of the critical reflection mechanism is the ratio of m1
v5f

to the slope of the seafloor, which we plot in Fig. 16. Over most

of the domain, the ratio is large, suggesting that the mechanism

of critical reflection is efficient there. The ratio is small over

rough topography as expected. However, it is also small at the

equator. To understand why, consider the limit when G � 1,

FIG. 8. Turbulent diffusivity from the (top) H and (bottom) QH simulations at 1308W av-

eraged over the five years of simulation.
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which is the case in most parts of the domain at the bottom. In

this limit, the slope of the steep characteristics becomes

m1
v5f 5 2f /~f . Close to the equator, this expression is approxi-

mately to m1
v5f ’ 2f, where f is the latitude. Therefore, close

to the equator, the mechanism of critical reflection is expected

to be less effective than away from the equator. This was ob-

served in the idealized simulations of DT19 where it was seen

that the longer the period of the ETW and hence the lower the

inertial latitude, the weaker the critical reflection. We appear

to see this effect in our realistic simulations as well. For ex-

ample, the ratio of the vertical shear squared in the QH to the

H simulation increases with latitude (Fig. 7). In addition, we

see that the higher frequency ETW result in stronger shears.

For example, the most visible beams of shear seen in Fig. 11

originate from 5.58 and 88, which correspond to the inertial

latitudes of the 3- and 5-day IGW that we see at the surface and

at the bottom in our simulations (Figs. 4 and 5).

We should note, however, that beyond a certain latitude

(around 108 in the Northern Hemisphere and 88 in the

SouthernHemisphere), the ratio of the vertical shear decreases

again. It also exhibits an asymmetry in the east–west direction,

suggesting that factors other than latitude come into play. In

particular, m1
v5f depends on G which is a function of both

the stratification and ~f . While ~f decreases with latitudes, the

abyssal stratification can vary laterally. These two factors can

lead to areas where G . 1 at the bottom. We highlight these

regions in Figs. 6 and 7, where they are delineated with the G5
1 contour. As predicted by the theory, the enhanced vertical

shear andmixing occur over areas whereG, 1. In the Southern

Hemisphere, this area extends down to 108S. In the Northern

Hemisphere however, G remains below one past 108N. In the

simulation featured in this paper, the domain is not big enough

to determine the meridional limit where G # 1. However, we

have run a lower-resolution simulation that extends to 6208N
and that suggests that values of G , 1 are found up to 188N in

the eastern equatorial Pacific.

c. Properties of the vertical shear

The analyses described above suggest that the key elements

needed for critical reflection are met in theQH run and coincide

with the areas where shear is enhanced. To rigorously associate

the enhanced shear with DT19 theory, however, we still need to

demonstrate that the properties of the shear that develops in our

simulation are consistent with the ones predicted by DT19.

First, as shown in Fig. 10, the vertical shears in the QH sim-

ulationwith themost energy have near-inertial frequencies. This

is consistent with DT19 theory since critical reflection prefer-

entially amplifies shear at the inertial latitude. As evident in

FIG. 9. As in Fig. 8, but for the vertical shear squared, Sh2 5 (›u/›z)2 1 (›y/›z)2. The ratio

between the QH and H case is shown in the bottom panel.
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Fig. 11, these inertial waves have a nonzero horizontal wave-

number. Although this is not permitted for traditional IGWs, it

is allowed when ~f 6¼ 0. From (10), v 5 f when l 5 0, or when

l/m522f ~f /(N2 1 ~f 2), which yields a meridional wavelength,

ly 5lzN
2 1 ~f 2/2jf j~f , where lz is the vertical wavelength of the

wave. From Fig. 12, we observe that for the first beam lz5 500m.

Using the value of the stratification, jfj and ~f at the latitude of the

beam, the factor (N2 1 ~f 2)/(2jf j~f ) is equal to ;4 3 102, which

would yield a meridional wavelength of ly ; 20km (;0.28). This
value is similar to the lateralwavelengthof thebeamseen inFig. 11.

Apart from oscillating at frequencies near f, the shear has a

very particular phase propagation. As illustrated in Fig. 11,

near 58S for example, phase propagates equatorward while

energy propagates poleward (i.e., the direction of beam prop-

agation). This apparent opposition of the phase and group

velocity in the meridional direction is consistent with the the-

ory for IGWs when NT effects are taken into account.

A schematic of the wave characteristics with their corre-

sponding group and phase velocity vectors for ~f 6¼ 0 in the

superinertial (v . f), inertial (v 5 f), and subinertial limits

(v, f) illustrates this point (Fig. 17). Note that this schematic

is for IGWs in the Northern Hemisphere. We first focus on

the subinertial limit since the beams propagate poleward of

their inertial latitude and hence become subinertial, which is

allowed when NT effects are taken into account. The be-

havior of these waves is very different than IGWs under the

traditional approximation, that is, the phase and group ve-

locity take the same sign in the vertical and the opposite sign

in themeridional on the shallow characteristic (their behavior

on the steep characteristic is similar to that of traditional

IGWs). As described in DT19 (see their Fig. 5), after critical

reflection, IGWs propagate away from the inertial latitude pole-

ward andupward along the shallowcharacteristic (blue line).Once

the wave reaches the separatrix where the wave equation transi-

tions from hyperbolic to elliptic, it reflects back down on the steep

characteristic until it reaches the seafloor and reflects back up on

the shallow characteristic, and soon.Therefore,while thedirection

of energy propagation changes every time the wave switches from

one characteristic to the other, the meridional phase propagation

always points toward the equator. In the superinertial regime, the

reflected wave propagates upward and equatorward along the

shallow characteristic. In this case, we have also an equatorward

phase propagation, potentially explaining why all the beams that

we see in Fig. 11 have an equatorward phase propagation.

Note also that the vertical phase propagation of the first

beam event in Fig. 12 is downward. We can see (Fig. 11) that

the latitude chosen to plot the vertical section in Fig. 12 is slightly

equatorward of the first beam event. Therefore, we are at the

border of the superinertial regime for this beam event. In the

superinertial regime, where the reflected wave propagates up-

ward along the shallow characteristic, the phase propagation is

downward (Fig. 17), consistentwithwhatwe see in the simulation.

d. Implication for abyssal stratification and upwelling

The enhanced diffusivities in the abyss associated with NT

effects have twomain consequences: weakening the stratification

FIG. 10. Spectrum of the vertical shear in the bottom 500m of the water column from the (left) H and (right) QH

simulations at 1308Was a function of latitude. The spectrum has been calculated over the 5 years of simulation. The

plain white lines correspond to the inertial frequency. The horizontal dotted lines highlight the frequency of the

peaks in the spectrum of the shear in the QH run. The vertical magenta line indicates the latitude 5.58S along which

significant beams are found in Fig. 11.
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and driving diapycnal motions. To quantify the differences in

stratification cause by NT effects, we calculated histograms of

the buoyancy frequency in the bottom 1000m of the water

column and contrasted the distributions in the H and QH runs

(Fig. 18). The histograms have been calculated across the en-

tire domain.We can see that while themean andmedian values

of the distributions are similar in the H and QH runs, the 10th

percentile is much lower in the QH case (about two orders of

FIG. 12. Hovmöller diagram of depth vs time of the vertical shear of themeridional velocity

at 1308Wand 5.58S (corresponding to the black dotted line in the right panel of Fig. 11) for the
last 3 months of the (top) H and (bottom) QH simulations. The pink lines emphasize the

vertical tilt in the phase of the beams.

FIG. 11. Hovmöller diagram of time vs latitude of the vertical shear of the meridional velocity at 1308W for the

three last months of the (left) H and (right) QH simulations at the bottom of the water column. The black dotted

line shows the latitude 5.58S along which the vertical profiles in Fig. 12 were made. The pink arrows indicate the

energy propagation of the beams.

JUNE 2021 DELORME ET AL . 1907

Unauthenticated | Downloaded 05/02/23 07:59 AM UTC



magnitude lower in some regions), suggesting that NT effects

act to skew the distribution toward low values in areas where

there are enhanced diffusivities.

To assess the impact that the enhanced diffusivities that

develop in the abyss may have on the diapycnal transport of

water masses, we calculate the diabatic vertical velocity, de-

fined as

w
dia

5

�
›k

›z
N2 1k

›N2

›z

��
N2 . (16)

FIG. 14. Variance of the surface meridional velocity bandpass filtered around the frequency of six ETWs seen in

Figs. 4 and 5: the 33-day Rossby wave, the 23-day Yanai wave, the 17-day Yanai wave, the 6-day IGW, the 5-day

IGW, and the 3-day IGW.

FIG. 13. Schematic of the critical reflection mechanism. A downward-propagating ETW

transmits energy on the steep characteristic, which has a slopem1
v5f . At a flat boundary, ray tubes

are compressed to an infinitesimally small layer resulting in an amplification of the reflected IGW

at the inertial latitude of thewave. The blue and red contours are depicting the phase of thewave.
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Histograms of the diapycnal vertical velocity in the bottom

1000m of the water column for the H and QH runs are con-

trasted in Fig. 19. It can be seen that while most values are near

zero in the H case (except near the equator where there is a

nearly symmetric distribution of positive and negative diapycnal

velocities), the distribution is skewed toward positive values in

theQH case in areas where there is enhancedmixing. This effect

ismore clear when looking at themean of the distribution, which

is very close to zero in the H run except right at the equator

where it is slightly positive, while it is skewed to positive values in

the QH run in areas where enhanced diffusivities have been

found.While the diffusivities are bottom-intensified, they induce

diapycnal upwelling not downwelling because the stratification

increases with height off the bottom (e.g., Fig. 2) and the second

term in (16) dominates over the first.

We have integrated the diapycnal vertical velocity across the

entire numerical domain of the child grid to calculate a vertical

volume transport quantity Cdia as

C
dia

5

ðð
w

dia
dx dy , (17)

which is expressed in units of Sverdrups (Sv). We found

CH
dia 5 2:5 Sv and CQH

dia 5 23 Sv, suggesting that the process

could contribute substantially to the AMOC.

e. Impact of the bottom drag

To investigate whether our results hold in the presence of

bottom drag, we have run the same H and QH simulations as

before except that we allowed for bottom stress which was

parameterized using a quadratic drag law. Bottom drag

FIG. 16. Ratio of the slope of the steep characteristic at the inertial latitude,m1
v5f (as defined

in Fig. 13), to the slope of the seafloor in the meridional direction, s 5 ›h/›y, where h is the

depth of the water column. When this ratio is large, the critical reflection mechanism due to

NT effects is more efficient.

FIG. 15. Ray paths of the six ETW types in Fig. 14. For each wave, 20 rays are fired from the

surface. The frequency and zonal wavenumber of the waves are chosen randomly within a

range corresponding to each wave type. Similarly, the starting longitude of the wave is chosen

randomly within an area corresponding to enhanced surface velocity variance for each wave

(shown in Fig. 14). The number in parentheses next to the name of the wave corresponds to

the average time in days it takes for the wave to reach the bottom from the surface.
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enhances the vertical shear, making it more difficult to distin-

guish the shear generated by critical reflection. However, there

is a distinguishable difference in diffusivities between the QH

and H simulations even in the presence of drag. We illustrate

this using the turbulent diffusivity averaged over the bottom

1000m of the water column, over all longitudes, and over the 5

years of simulation (Fig. 20). It can be seen that the enhance-

ment in diffusivities in the QH simulations relative to the H

simulations is similar with or without drag, showing that NT

effects are evident even when bottom drag is active.

5. Conclusions

By contrasting realistic numerical simulations of the eastern

equatorial Pacific Ocean run with the hydrostatic and quasi-

hydrostatic approximations and theory, we have shown that

NT effects modify the dynamics of ETWs in the deep. In the

weakly stratified abyss, the reflection of ETWs off the bottom

are modified by the NT effects, and the waves undergo critical

reflection at their inertial latitude. As a consequence, strong

inertial vertical shear is generated and drives mixing that is

enhanced primarily between 1208–1508W and 88S–148N.

There are still some questions that remain to be answered.

In particular, the presence of enhanced shear and subse-

quent mixing at relatively high latitudes (between 38–88S
and 38–148N) suggests that IGW with higher frequencies are

found near the bottom in these areas. Whether these waves

are generated by surface forcing or correspond to higher

harmonics of the dominant ETWs formed by nonlinear

wave–wave interactions as was seen by DT19 remains to be

investigated.

Overall, these results show that NT effects could contribute

significantly to the diapycnal upwelling of the abyssal

equatorial circulation inferred by inverse models. Our study

is however limited by the Richardson number–dependent

mixing scheme that we used, which parameterizes the

strength of the turbulent diffusivity. Further work will focus

on using turbulence-resolving simulations to study mixing

driven by critical reflection and to parameterize its effects.

In addition, because the shape of the stratification profile in

FIG. 18. Histogram of the buoyancy frequency in the bottom 1000m of the water column with the mean (plain white line), median

(dashed white line), and 10th percentile (dotted white line) of the distribution plotted as a function of (left) latitude and (right) longitude

for the (top) H and (bottom) QH runs. The pink line represents the value of ~f 2.

FIG. 17. Characteristic curves j6 5 m6 y2 z (in blue and red), phase velocity vectors (in green) and group velocity vectors (in orange)

for an inertia–gravity wave propagating over an f plane with constant stratification in the NT case in the (left) superinertial (v . f),

(center) inertial (v 5 f), and (right) subinertial (v , f) regimes (where v the frequency of the wave).

1910 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 51

Unauthenticated | Downloaded 05/02/23 07:59 AM UTC



the abyss is crucial for the resulting upwelling, it is also nec-

essary to investigate whether the feature shown in Fig. 2 is

ubiquitous in the oceans. It would also be interesting to extend

these results to other equatorial basins and provide a quanti-

tative estimate of the potential contribution of the NT effects

to closing deep cell of the MOC globally.

Finally, we hope that these results will motivate further

observational studies in the abyssal equatorial ocean. To our

knowledge, the only full-depth cross-equatorial microstructure

profiles that have been made in the eastern equatorial Pacific

were documented in Holmes et al. (2016), which are a main

motivation for this study. We have investigated other micro-

structure profiles available in the Microstructure Database

(https://microstructure.ucsd.edu/). Unfortunately, none of the

profiles available in this database can be used to test the find-

ings from this paper since the only profiles that were made over

the full depth of the water column are either too far from the

equator (i.e., more than 208 away from the equator) or were

obtained over rough topography. The only exception are the

observations made in the Atlantic between 108 and 258S during

the Brazil Basin Tracer Release Experiment. These results are

described in Polzin et al. (1997) and point to weak mixing rates

over smooth topography. We have estimated the abyssal

stratification from the data obtained during this experiment

and found that its values are much higher than the ones mea-

sured by Holmes et al. (2016) in the eastern Pacific, making

G � 1 at the bottom of the ocean, which would imply that

mixing due to NT effects would not be expected in this region.

In addition, the equatorial wave field is weaker in the Atlantic

versus the Pacific (Ascani et al. 2010). These facts all point to

the Pacific being favored over the Atlantic for diapycnal up-

welling in the deep branch of the MOC associated with NT

effects. This hypothesis is consistent with the findings of

Lumpkin and Speer (2007), that most of the abyssal return flow

that closes the AMOC is occurring in the Pacific Ocean.

Clearly, more observational efforts are needed to evaluate the

mechanism described here in the abyssal equatorial ocean and

the Eastern Pacific is the most relevant area of study for that.

FIG. 19. Histogramof the diapycnal vertical velocity in the bottom 1000m of thewater columnwith themean of the distribution (pink line)

plotted as a function of (left) latitude and (right) longitude for the (top) H and (bottom) QH runs.

FIG. 20. The turbulent diffusivity averaged over the bottom 1000m of the water column,

over all longitudes and over the 5 years of simulation in the H (dotted lines) and QH (plain

lines) runs with (orange) and without (blue) bottom drag.
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APPENDIX

Quasi-Hydrostatic Version of CROCO (CROCO_QH)

By default, CROCO solves the free-surface primitive equa-

tions using a robust and efficient time-splitting implementa-

tion (Shchepetkin and McWilliams 2005; Debreu et al. 2012).

The primitive equations can be extended to form the quasi-

hydrostatic (QH) equations, relaxing the hypothesis of weak

horizontal Coriolis force (White and Bromley 1995; Marshall

et al. 1997), thus adding a nonhydrostatic pressure component

that is solved diagnostically.

In geophysical fluid dynamics, the traditional approximation

(TA) takes the Coriolis force only partially into account by

neglecting its components proportional to the cosine of lati-

tude: ~f 5 2V cosu [see Gerkema et al. (2008) for a review]. The

justification for the TA lies in the hypothesis that the depth of

the oceans is very thin compared to the radius of Earth. The

vertical motions must then bemuchweaker than the horizontal

ones, rendering the nontraditional (NT) Coriolis terms (i.e.,

associated with ~f ) insignificant compared to the traditional

terms (i.e., associated with f) and rendering the pressure field

nearly hydrostatic. Similarly, strong vertical stratification in

density, which suppresses vertical motions, also diminishes the

role of NT terms. However, as shown in Delorme and Thomas

(2019), this argument becomes weak near the equator since
~f � f , or in areas where the stratification is weak. In addition,

the QH momentum equations are shown to be more dynami-

cally consistent than the primitive hydrostatic equations and to

correctly imply conservation laws for energy, angular momen-

tum, and potential vorticity (White and Bromley 1995).

a. Equations in Cartesian coordinate

The momentum balance in the zonal and meridional direc-

tions (x, y) is extended to include ~f terms (zonal u component):

›u

›t
52= � (uv)1 f y2 ~fw

z}|{NTx

2
›f

›x
1F

u
1D

u
(A1)

›y

›t
52$. (yv)2 fu2

›f

›y
1F

y
1D

y
. (A2)

The QH balance is used for the vertical momentum equation,

where the zonal flow partially balances the pressure gradient:

›f

›z
52

rg

r
0

1 ~f u
z}|{NTz

. (A3)

The variables used are

d D u, D y : diffusive terms,
d F u, F y : forcing terms,
d f(x, y): traditional Coriolis parameter 2Vsinu,
d ~f (x, y): nontraditional Coriolis parameter 2Vcosu,
d g: acceleration of gravity,
d f(x, y, z, t): dynamic pressure f 5 P/r0, with P the total

pressure,
d r0 1 r(x, y, z, t): total in situ density, and
d u, y, w: the (x, y, z) components of vector velocity v.

b CROCO_QH implementation

CROCO is implemented in a generalized stretched vertical

coordinate system and orthogonal coordinate transformation

in the horizontal that allows laterally variable grid resolution

and orientation. In this case, NT terms for both horizontal

momentum components are needed:

NT
x
52~fw cosa (A4)

NT
y
51~fw sina (A5)

where a is the angle between north and the y grid axis. The

nontraditional term NTz 5 ~f u in the quasi-hydrostatic equa-

tion is introduced as a correction to density:

›f

›z
52

(r1 dr)

r
0

g , (A6)

with

dr52
r
0

g
~f (u cosa2 y sina) . (A7)

CROCO_QH has been validated on standard QH test cases

using the full nonhydrostatic equations that had similar solu-

tions. Obviously, the QH version is much faster than the fully

nonhydrostatic model and, therefore, a better choice for our

problem.
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