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A B S T R A C T

Saturn is permanently surrounded by 6 discrete proton radiation belts that are rigidly separated by the orbits
of its inner moons and dense rings. These radiation belts are ideal environments to study the details of radial
diffusion and the CRAND source process, yet progress has been hindered by the fact that the energy spectra are
not known with certainty: Reanalysis of the response functions of the LEMMS instrument on-board the Cassini
orbiter has shown that measurements of ≲ 10 MeV protons may be easily contaminated by ≳ 10 MeV protons
and that many available measurements characterize a very broad energy range, so that the calculation of an
energy-resolved spectrum is not as straightforward as previously assumed. Here we use forward modeling of
the measurements based on the instrument response and combine this technique where useful with numerical
modeling of the proton belt physics in order to determine Saturn’s spectra with higher certainty. We find
significant proton intensities up to ≈ 1 GeV. While earlier studies reported on proton spectra roughly following
a power law with exponent ≈ −2, our more advanced analysis shows harder spectra with exponent ≈ −1.
The observed spectra provide independent confirmation that Saturn’s proton belts are sourced by CRAND
and are consistent with the provided protons being subsequently cooled in the tenuous gas originating from
Saturn or Enceladus. The intensities at Saturn are found to be lower than at Jupiter and Earth, which is
also consistent with the source of Saturn being exclusively CRAND, while the other planets can draw from
additional processes. Our new spectra can be used in the future to further our understanding of Saturn’s proton
belts and the respective physical processes that occur at other magnetized planets in general. Also, the spectra
have applications for several topics of planetary science, such as space weathering of Saturn’s moons and rings,
and can be useful to constrain properties of the main rings through their production of secondary particles.
1. Introduction

Magnetized planets accumulate radiation belts deep in their mag-
netospheres. The Earth is surrounded by a single permanent belt of
energetic protons, which has a variable outer boundary and can in prin-
ciple exchange particles with the rest of the magnetosphere (Lorentzen
et al., 2002; Selesnick and Albert, 2019). Different to that, Saturn
has 6 permanent radiation belts of energetic protons (black curve in
Fig. 1, McDonald et al. (1980), Buratti et al. (2019), Roussos et al.
(2018b)) that are strictly separated by physical obstacles, namely the
orbits of major moons, rings, and Saturn’s atmosphere. The concrete
obstacles are Saturn itself, the C-A rings, the F ring, Janus, Mimas,
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Enceladus, and Tethys. They absorb protons that otherwise would be
transported radially (Roussos and Kollmann, 2021). There were only a
few cases observed where protons populated the orbit of Tethys (Rous-
sos et al., 2018a), otherwise the belts remained unchanged even at
times of enhanced magnetospheric dynamics (Roussos et al., 2008).

The absence of coupling of the radiation belts to each other or to
the rest of the magnetosphere rules out that they are populated by
inward transport of magnetospheric particles. Measurements of protons
in the tens of keV energy range show near-zero counts (blue curve
in Fig. 1, Krupp et al. (2018a)). Their near-absence suggests that
the proton belts cannot originate from locally accelerated low energy
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Fig. 1. Solid curves show mission-averaged intensity of energetic protons in Saturn’s magnetosphere over 𝐿-shell distance. Dashed curves show averages plus/minus the standard
deviation, which is a measure of the orbit-to-orbit variability. The lower dashed curve is for most cases below the horizontal axis and not visible. Vertical lines indicate the orbits
of moons. Gray shading marks regions of dense rings, which absorb radiation, green shading marks tenuous rings, which can coexist with energetic protons. Regions studied in
detail below are marked through yellow areas (Fig. 7). Black curve: Integral intensity 𝐼 of ≳ 25 MeV protons measured by the P8 channel of the MIMI/LEMMS instrument. We
assume here that this channel measures > 25 MeV protons from all directions with a geometry factor of ⟨𝐺⟩ = 0.05 cm2sr. A proper calibration will be part of Section 3. The
permanent proton radiation belts discussed in this paper are at 1.02 ≤ 𝐿 ≤ 1.22 and 2.27 ≤ 𝐿 ≤ 4.88. Measurements at 𝐿 ≳ 5 are dominated by galactic cosmic rays (Kotova et al.,
2019). Non-zero measurements in the main rings are from transient cosmic ray secondaries (Cooper et al., 2018). Blue curve: Differential intensity 𝑗 of 42 keV protons measured
by MIMI/CHEMS (Krimigis et al., 2004) through triple-coincidence event data (Vandegriff et al., 2018). Zero measurements are artificially shown as symbols on the 𝑥-axis. It can
be seen that there are no tens of keV protons counted in the radiation belt region. The shown measurements are linear averages of measurements with 50◦ − 90◦ equatorial pitch

◦
angle and 0 − 20 latitude. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
plasma. These findings made it clear that a local source needs to be
responsible to form and sustain the belts. This process is thought to
be cosmic ray albedo neutron decay (CRAND) (Cooper et al., 2018;
Cooper and Sturner, 2018), as it is also found at the Earth (Singer,
1958; Hess et al., 1959; Goldhagen et al., 2002; Selesnick et al., 2013).
During this process, galactic cosmic rays (GCRs), which are mostly
protons at >GeV energies (Usoskin et al., 2005) that are energetic
enough to avoid deflection by the planetary magnetic field (Sauer,
1980; Kotova et al., 2019), impact a planet’s atmosphere or rings. The
subsequent nuclear reactions create a variety of secondary particles,
including neutrons. Neutrons escape the production site due to their
small interaction with the target material and magnetic fields. Even
GCR protons impacting hydrogen, the main constituent of Saturn’s
atmosphere, can yield neutrons (e.g. Glass et al. (1977)). Neutrons
decay into protons with energies that can be magnetically trapped and
accumulate in the radiation belts.

Slow radial diffusion is able to explain the smooth shape of the
belts and why their phase space density is smoothly decreasing toward
the edge of the moon and ring absorption regions instead of only
dropping where absorption occurs (Cooper, 1983; Kollmann et al.,
2013). Ionization of Saturn’s exosphere and subsequent cooling of the
protons is able to explain the pitch angle distribution of protons in
the innermost radiation belt without involving other processes (Koll-
mann et al., 2018a). Overall, Saturn’s proton belts promise to be very
well-controlled laboratories, where the limited number of relevant
processes makes it relatively straightforward to test theories with little
ambiguities that would result from a mixture with other processes.

However, in recent years it became increasingly clear that the
quality of the available calibrated data is insufficient and a bottleneck
to further progress on understanding the physics of these belts. The
most comprehensive currently existing energetic proton data set is from
Cassini’s MIMI/LEMMS instrument (Krimigis et al., 2004) that orbited
Saturn for over a decade. Calibrated measurements have been available
since early in the mission (Krimigis et al., 2005) even though detailed
calibration values evolved over time (Krupp et al., 2009, 2018b). The
traditional calibration has been successful in quantifying measurements
2

outward of Saturn’s radiation belts. Measurements inside radiation belts
on the other hand face the challenge that particle species or energy are
easily misidentified by an instrument when there are enough particles
with sufficient energy to reach its detectors by penetrating through
the shielding instead of following the expected trajectories through its
apertures. Data products (called ‘‘channels’’) and time periods that are
dominated by misidentified particles were found by testing the data for
self-consistency, for example by studying the responses to energy and
species dependent signatures of moon absorption (micro and macrosig-
natures) and to obscuration by the instrument’s calibration shield and
spacecraft parts (Roussos et al., 2007, 2011). Such poor quality data
was removed from analysis. However, evidence was accumulating that
such filtering was not sufficient.

Firstly we found that even when organizing the data with L-shell
and equatorial pitch angle that there is a dependence on latitude,
which should not be the case according to Liouville’s theorem. This
dependence is found for all permanent radiation belts, even though
it is subtle outside of the main rings (Roussos et al., 2011) and did
not appear to be critical. That changed with the discovery of Saturn’s
innermost radiation belt, where the latitude dependence turned out to
be a major parameter to organize the raw data (Roussos et al., 2018b).
Another key property of the innermost radiation belt is that its loss cone
is larger than the instrument aperture. When the loss cone is resolved,
it is possible to immediately identify non-zero measurements in the loss
cone as contamination, which is the case in the innermost belt. It was
then realized that the apparent latitude dependence was a direct result
of the traditional calibration not properly accounting for particles with
energies well beyond the original design range of the instrument. Such
very energetic particles do not necessarily enter through the instrument
apertures but can penetrate the shielding from any direction, which
is why pitch angle does not organize the data well. The penetrating
particles were most abundant in the equatorial plane, which is why
the count rates changed with latitude.

Spectra for the innermost radiation belt were retrieved with an
updated calibration and a more complex analysis method than tradi-
tionally used (discussed in Sec. 2.2). The spectra were found to be
harder than what the traditional calibration was suggesting for the

radiation belts outward of the rings (Kollmann et al., 2011, 2013). This
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difference was plausible given that the physics of these belts differed
(losses mainly to the exosphere, (Kollmann et al., 2018a) vs. mainly due
to diffusion to the moons, (Kollmann et al., 2013)). Then new spectra
for the CRAND process were published (Cooper et al., 2018; Cooper
and Sturner, 2018) that, different to earlier work at Saturn (Cooper,
1983; Blake et al., 1983), now extended to low enough energies to be
compared with the measured proton spectra. The new CRAND spectra
resembled the innermost belt but not the outer belts, even though
all belts are thought to be sourced by CRAND. This was the second
indication that the traditional calibration is insufficient for all proton
belts.

Even if penetrators are less important at the outer belts, one issue
that the traditional calibration is facing is that the available channels
respond to very broad energy ranges. Such channels can be used to
estimate the average intensity for each respective energy range. How-
ever, combining such values does not construct spectra with reliable
shapes (Selesnick and Blake, 2000), even though that had been common
practice (e.g. Armstrong et al. (2009)), also for similar instruments
(e.g. Krimigis and Armstrong (1982)).

Evidently it is time to apply the same calibration and methods to the
measurements of the radiation belts outward of the main rings than we
did inward of the rings and by this provide a basis for further analysis
of the physical processes involved.

2. Data and calibration

2.1. Data set

Cassini’s orbit was continuously evolving (Krupp et al., 2009) and
not every orbit was sampling the proton belts. The belts between
A- and F-ring and Janus were barely covered, which is why we are
not considering them here. Saturn’s proton belts show a time depen-
dence that is strongest for the outermost belt between Enceladus and
Tethys (Kollmann and Roussos et al., 2017), which is why we are also
not including this belt.

For the remaining three belts between Saturn and the C-ring, as
well as between Janus, Mimas, and Enceladus, we select 𝐿-shell ranges
near their intensity peaks: 1.060 ≤ 𝐿 ≤ 1.065, 2.62 ≤ 𝐿 ≤ 2.68, and
3.27 ≤ 𝐿 ≤ 3.31. These are highlighted as yellow shading in Fig. 1. Even
though at least the latter belt shows some time variation (Kollmann and
Roussos et al., 2017), its amplitude is marginal and will turn out to be
smaller compared to the uncertainty in the flux levels of the spectra
that we will derive. Different times sample different latitudes and pitch
angles. In order to not confuse latitude and pitch angle dependence
with time dependence, we filter the data outward of the main rings for
the periods of 2015–2017. The innermost belt was only sampled during
2017, where we use all available measurements.

We organize these data for the radiation belts outward of the main
ings with 𝐿-shell and magnetic latitude calculated from a simple offset
ipole as we have earlier (Roussos et al., 2011; Kollmann and Roussos
t al., 2017).

Such a dipole model is insufficient for the innermost radiation
elt. Instead we use a third-order multipole model that we already
sed earlier (Roussos et al., 2018b; Kollmann et al., 2018a; Roussos
t al., 2018c). This model is optimized to trace the magnetic field from
assini’s locations to ring features that leave signatures in the particle
ata. Such mapping is critical for this analysis and the reason why we
re not using models that aim to fit the global field (Dougherty et al.,
018).

We calculate in the chosen field model the radial distance where
assini’s respective field line crosses the magnetic equator. Because
he bulk of our analysis will be based on L-shell, we will refer to
he equivalent quantity in the innermost belt also as L-shell, even
hough other names such as M-shell have been used (e.g. Allegrini
t al. (2020), Kollmann et al. (2021)). For the innermost belt we also
alculate an effective latitude, which is the latitude measured from the
3

magnetic equatorial plane in a dipole field that has the same 𝐿-shell
and ratio between local and equatorial magnetic field as our third-order
multipole model. The effective latitude is by definition identical to the
magnetic latitude of a dipole.

Within these 𝐿 and time ranges, we bin the measurements in
latitude and equatorial pitch angle. A set of bins for each belt is shown
in Fig. 2. For each belt we will enumerate the bins in pitch angle and
latitude of all used channels with a running index 𝑖 that will be used in
the following section.

2.2. Forward model

A ‘‘channel’’ of a particle instrument counts particles within certain
ranges of energy, direction, and mass that are detected over a certain
time, which yields a count rate 𝑅 of counts per time interval. Tradi-
tional calibration directly inverts 𝑅 into an intensity 𝑗 by dividing it
with an effective energy range 𝛥𝐸 over which the channel is sensitive
nd an effective geometry factor ⟨𝐺⟩ for this range:

≈ 𝑅
⟨𝐺⟩ 𝛥𝐸

(1)

Such an approach is only good when the differential geometry factor
𝑔𝑑 , which accounts for the energy and direction dependence of the
nstrument response (Eq. (19)), and 𝑗 do not change much over 𝛥𝐸

(e.g. Kronberg and Daly (2013)). This is not the case for the channels
we use in Saturn’s radiation belts, which is why we use a forward
modeling technique instead.

Forward modeling, which we will describe below, can be applied
in principle to instantaneous measurements that are taken over broad
energy ranges as long as the bulk of the particles enter through the
nominal aperture of the instrument (Kollmann et al., 2018b). However,
processing is much more complex than the traditional calibration,
which is why it is not practical to make it a standard technique. With
instantaneous measurements it may be possible to identify the species
and energy of penetrating particles (e.g. Kollmann et al. (2021)). A
full characterization of the particle population, including the pitch
angle distribution of the penetrators, however requires to combine
measurements at different latitudes (Roussos et al., 2018b; Kollmann
et al., 2018a), no matter the analysis technique.

Instead of going directly back from the measured count rate 𝑅 to
𝑗, ‘‘forward modeling’’ goes forward, from an assumed 𝑗 to a count
rate. We assume 𝑗, calculate the expected count rate 𝑅𝑓 (Eq. (2)),
determine the difference 𝛥 (Eq. (3) below) to the measured 𝑅, and then
optimize the assumed 𝑗 until 𝛥 reaches a minimum. We also check if the
minimum 𝛥 is reasonably small and if the optimal parameters are at the
edge of their respectively allowed range. Both tests were useful during
development but are no issue for the distributions presented here. We
optimize 𝑗 by parameterizing it with different spectral shapes that we
discuss in Section 3. The optimization of the parameters is implemented
through the CONSTRAINED_MIN procedure of the software Interactive
Data Language (Harris Geospatial Solutions, 2009).

𝑅𝑖
𝑓

(

⟨𝛼⟩𝑖, 𝜆𝑖
)

= ∫

𝜋

0
d𝜃 ∫

2𝜋

0
d𝜑∫

∞

0
d𝐸 𝑗(𝐸, 𝛼, 𝜆𝑖) 𝑔𝑑 (𝐸, 𝜃, 𝜑) sin(𝜃) (2)

𝑔𝑑 is the differential geometry factor, sometimes also called response
unction, which depends on particle species and scales with both energy
nd incidence direction. Differential geometry factors for several of
he used channels are shown in Fig. 3. The figure caption explains
ifferent behaviors that a response function can have. Particularly we
ant to point out the area of the nominal response, which is what the
ifferent channels were designed to measure. The nominal response is
imited by the size of the aperture and covers a well defined energy
ange. In contrast to that we have the response to high energy and
enetrating particles that can dominate over the nominal response
hen the environment has enough of these particles. In Appendix A we

how how 𝑔𝑑 can be derived from Monte Carlo simulations of particles
assing an instrument.
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tude. Different panels in each column show the measurements
7 otherwise. Small symbols show the measurements in native
assumed intensity spectral shape from Section 3.5. The brown

this article.)
Fig. 2. Count rates at 1.060 ≤ 𝐿 ≤ 1.065 (left column), 2.62 ≤ 𝐿 ≤ 2.68 (middle column), and 3.27 ≤ 𝐿 ≤ 3.31 (right column) as a function of equatorial pitch angle and lati
by different channels that respond to different energy ranges. We use data throughout 2017 for the left column and data from the beginning of 2015 to the beginning 201
resolution, large diamonds the binned measurements. Large plus symbols show the count rates retrieved from forward modeling using the method from Section 2.2 and the
vertical line indicates the nominal location of the loss cone. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
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⟨𝛼⟩ is the pitch angle in which the instrument is pointing relative
o the magnetic field. 𝛼 is the equivalent angle in which the particle
s moving. For penetrating particles these two angles are unrelated
espite their similar names. 𝜃 and 𝜑 characterize the particle velocity

relative to the instrument. The relation between these angles that is
needed to evaluate Eq. (2) is provided in Appendix B together with
their exact definition.

The indices 𝑖 enumerate measurements of the used bins at the
current 𝐿-shell in ⟨𝛼⟩𝑖, 𝜆𝑖, and channel. (𝑖 therefore also runs from
channel to channel.) We show an example set of modeled 𝑅𝑖

𝑓 and
espectively measured 𝑅𝑖 values in Fig. 2.

The difference between modeled and measured rate is quantified via
he root-mean-square error 𝛥.

𝛥 =

√

√

√

√

𝐼
∑

𝑖
(𝛿𝑖)2

/

𝐼 (3)

with 𝛿𝑖 = log𝑅𝑖 − log𝑅𝑖
𝑓 , where 𝑖 runs over all 𝐼 bins at the current

𝐿-shell. In our case 𝐼 is between 28 and 36, depending on the pitch
angle and latitude coverage of the respective radiation belt.

3. Physical and phenomenological models

Using a forward modeling technique (Section 2.2) to calibrate the
data relies on assuming a functional shape in energy and pitch an-
gles. In this section we discuss different shapes. We start out with
flexible functions that are found to phenomenologically fit the raw
measurements well (Section 3.1–3.3). Then, instead of adding more
free parameters, we calculate shapes that are expected based on some
simple physical models that we then directly feed into the forward
modeling used to calibrate the data (Section 3.4–3.5).

Overall we assume that 𝑗 can be factorized, meaning that it can be
described through a function in energy that does not depend on pitch
angle and a function in pitch angle that does not depend on energy:

𝑗(𝛼𝑒𝑞 , 𝐸) = 𝑗(𝐸)𝐽 (𝛼𝑒𝑞) (4)

𝑗 are differential intensities and 𝐽 is a dimensionless quantity.
This assumption is reasonable because the shapes of pitch angle

istributions commonly stay similar for wide energy ranges (Roussos
t al., 2011; Clark et al., 2014) and because Saturn’s CRAND source,
hen modeling the rings as a slab of material, only shows weak
nisotropy (Cooper, 1983). This simplification is useful to get the anal-
sis started. As it yields reasonable fits (as already hinted in Fig. 2 and
iscussed below), there is no immediate need to relax the assumption
t this stage. Further studies of the pitch angle dependence and how it
hanges with energy may be subject of future refinements.

.1. Pitch angle distribution

The pitch angle distribution (PAD) of the innermost radiation belt
ith its enormous loss cone has been successfully described through
physical model based on interaction with the exosphere and D-

ing (Kollmann et al., 2018a). As we are here mostly interested in the
elts outward of the rings where the loss cone is barely resolved, we
ill use simpler, phenomenological PAD instead.

For the shape 𝐽 of the PAD we assume a Sine-function to the power
f �̃� , which is a common description of PADs (Rymer et al., 2008; Clark
t al., 2014) that was already applied earlier to this data (Roussos et al.,
018b; Kollmann et al., 2018a). We found that �̃� easily varies over

two orders of magnitude between radiation belts (Section 4.2), which
is why we replace �̃� with 10𝑁 to make the forward model optimization
converge faster. The PAD cuts off at the loss cone angle 𝐶. The full
expression we use is

𝐽 (𝛼𝑒𝑞) =
1 + exp

(

(𝐶 − 𝛼0)∕𝑘𝑡
)

10𝑁

sin10
𝑁
(𝛼𝑒𝑞)

( ) (5)
5

sin 𝛼0 1 + exp (𝐶 − 𝛼𝑒𝑞)∕𝑘𝑡
0 = 90◦ is chosen without loss of generality. We use 𝑘𝑡 = 0.18◦ that
eads to a steep drop at the loss cone.

The geometric loss cone 𝐶 is the largest equatorial pitch angle
here charged particles reach Saturn’s 1-bar surface at latitude 𝜆𝑠 and
agnetically mirror from there. It is calculated based on conservation

f the first adiabatic invariant during the bounce motion (Roederer,
970).

= arcsin

√

√

√

√

𝐵
(

𝐿, 𝜆 = 0
)

𝐵
(

𝐿, 𝜆 = 𝜆𝑠
) (6)

𝐵 is the magnetic field. The exact value is not critical outside of
the main rings because the loss cone is much narrower than the
LEMMS apertures. We assume in this region a dipole field where 𝜆𝑠 =
arccos

√

1∕𝐿. Inward of the rings we calculate 𝜆𝑠 through tracing in our
magnetic field model to the poles.

Example curves for the shape of the assumed pitch angle distribu-
tion will be shown together with the final results in the right panel of
Fig. 7.

3.2. Power law model

Given that energetic particle spectra commonly form power-law-like
spectra we initially assume such a shape:

𝑗 = 10𝑗0

1 + exp
(

(𝐸 − 10𝐸𝑐 )∕𝐸𝑠
)

(

𝐸
𝐸0

)𝛾
(7)

The power law exponent is 𝛾. The overall amplitude of the function
is optimized through changing the parameter 𝑗0 that relates to the
logarithm of the intensity at a reference energy that we chose as 𝐸0 =
38550 keV.

We know that a magnetic field is only able to trap particles up to a
certain energy. We therefore cut the spectrum off at energy 𝐸𝑐 = 10𝐸𝑐 .

he steepness of the cutoff is fixed to 𝐸𝑠 = 104 keV.
We estimate the cutoff energy at Saturn through the following

nalytic expression (Appendix C):

�̃� =

√

(𝑚 𝑐2)2 +
(

𝑐 𝜂
𝑞𝐵𝑠𝑅𝑠

3𝐿2

)2
− (𝑚 𝑐2) (8)

𝑚 is the proton rest mass, 𝑐 the speed of light, 𝜂 = 1∕8 (Thomas
and Doherty, 1971; Cooper et al., 2018), 𝑞 the charge of the parti-
cle, 𝐵𝑠 and 𝑅𝑠 Saturn’s equatorial surface magnetic field and radius,
respectively. Numerical particle tracing discussed in Section 3.3.3 will
show that this value should be considered as an upper limit. While we
initially consider a fixed value of 𝐸𝑐 we treat it as a free parameter in
Section 3.3.3.

3.2.1. Channel selection
After selecting the assumed functional shape, we need to decide on a

set of measurement channels to base the analysis on. Naively one could
simply use all available channels but there are several reasons against
this. Firstly, several channels that were designed to measure protons
also measure other species such as electrons. As we do not want to
solve simultaneously for an electron distribution at this stage, we need
to exclude such channels. The electron issue is discussed more below
in this section.

Secondly, there are channels that in the radiation belts respond
mostly to penetrating particles. Because such channels often share a
similar penetrator response, considering too many of such channels
may bias the spectrum to fit mostly penetrator energies instead of the
full energy range. The bias issue is discussed more in Section 3.3.1.

We will use three sets of channels throughout this paper.

• Set 1: A5, A6, A7, P2, P3, P5, P6, P7, P8
• Set 2: P2, P5, P7, P8

• Set 3: P2, P5, P7, P8, E7
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Fig. 3. Differential geometry factor for the detection of protons for several LEMMS channels used in our analysis as a function of energy and incidence angle 𝜃. Angles ≤ 7.5◦ refer
to incidence into the low energy telescope (LET), angles ≥ 165◦ to incidence through the wider high energy telescope (HET). Penetrating particles may enter through any other
direction. ‘‘A’’ channels (such as the shown A5 and A7 channels) respond to ≲ 100.7 MeV protons within a narrow energy range that enter through the LET. ‘‘P’’ channels respond
to protons entering through the HET over a wider energy range. When a response starts at some energy but does not have an upper bound, is referred to as an integral response.
The A channels and P2 have a strong response to sideways penetrators entering from angles around 90◦, while most other channels typically show a more omnidirectional response
to penetrators. Numerical values are provided in the online Supplementary Material. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
‘‘A’’ channels that are included in set 1 are based on coincidence or
anti-coincidence measurements by 2 detectors in LEMMS’ low energy
telescope (LET). The A channels used here nominally cover the proton
energy range from 510 keV to 4.0 MeV but also respond to ≳ 100 MeV
(Fig. 3). In contrast, the ‘‘P’’ and ‘‘E’’ channels are based on up to 4
detectors in the high energy telescope (HET) with up to three detectors
for positive coincidence (Krimigis et al., 2004). The P channels used
here nominally respond to 2.3 MeV to 39 MeV protons, and E7 nomi-
nally responds to 7 to 20 MeV electrons. These channels also respond
to ≳ 100 MeV protons (Fig. 3).

Set 1 is what we used earlier to determine proton belt spectra
(middle panel in Fig. 4, Kollmann et al. (2013)). These channels were
selected because their net response to electrons was found to be negli-
gible (Roussos et al., 2011). ‘‘Net’’ response means that while some of
the used channels have in principle a sensitivity to electrons, that the
electron count rate contribution is insignificant compared to the proton
count rate. The electron contribution can be tested by checking the
radial distributions of channels throughout the radiation belts. ≲ 6 MeV
electrons are unaffected by absorption through the moons and the G-
ring (Kollmann et al., 2011). Channels with significant intensities in the
respective absorption regions therefore have to respond to electrons.
This is not the case for the used set of channels, which show deep
separations between the proton belts, as illustrated for few of these
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channels in Fig. 1, Armstrong et al. (2009), and Kollmann et al. (2013)
and discussed for the full set in Roussos et al. (2011).

The best fitting spectrum when using set 1 is shown in the left panel
of Fig. 4. It has a slope of 𝛾 = −0.3, which is unusually hard, and an
average difference for each bin of data and model of 𝛥 ≈ 0.02.

The high number of coincidences in the ‘‘P’’ channels means that
these channels are more likely to properly identify a particle, different
to the ‘‘A’’ channels. This is why we introduced set 2 that only uses
‘‘P’’ channels. As another improvement, set 2 only uses channels with
notable anisotropies, which are an indication (though not proof) that a
measurement has a contribution from particles that enter through the
aperture, as the instrument design expected. The best fit based on set
2 is also shown in the left panel of Fig. 4 and has a slope of 𝛾 = −0.8,
which is steeper and harder, and has an average error of 𝛥 ≈ 0.01,
which is about half of set 1.

The different sets of channels are sensitive to different energy
ranges. The larger error of the larger set of channels therefore may be
an artifact of trying to fit a larger energy range with the same power
law. We investigate this in the next section.
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Fig. 4. Compilation of different considered proton spectra for the belts located between Mimas and Enceladus (left and middle panels) and the belt inward of the main rings
(right panel). The best spectra will be presented in Fig. 7. Solid curves mark the energy range that is constrained by the measurements (see Section 3.3.2), the dashed curves are
assumed shapes that cannot be constrained. Left panel: Different results when using sets 1 and 2 of measurement channels (black vs. green, Section 3.2.1) and when assuming
different spectral shapes (green vs. red). The smallest error 𝛥 is found for using channel set 2. Comparing the red and green curves and their respective errors shows that the
measurements are not sensitive to the low energies nominally measured by the A channels. Middle panel: Different spectral shapes (discussed in Section 3.2–3.5) used in the
forward model using channel set 2 (blue, green, red). We compare with results from the traditional calibration (black, Kollmann et al. (2013)). Traditional and new calibration
only agree at ≈ 40 MeV. Right panel: Different spectral shapes (discussed in Section 3.4) using channel set 3. The smallest error is found for CRAND mostly occurring in 1 cm
ring grains. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
3.3. Double cutoff power law

We now construct a function that follows a power law with expo-
nent 𝛾1 below energy 𝐸𝐾 and a power law with exponent 𝛾2 above. Like
before, we cut off the spectrum at 10𝐸𝑐 .

𝑗 = 10𝑗0

1 + exp
(

(𝐸 − 10𝐸𝑐 )∕𝐸𝑠
)

(

𝐸𝐾
𝐸0

)𝛾2 ( 𝐸
𝐸𝐾

)𝛾1
for 𝐸 ≤ 𝐸𝐾 (9)

𝑗 = 10𝑗0

1 + exp
(

(𝐸 − 10𝐸𝑐 )∕𝐸𝑠
)

(

𝐸
𝐸0

)𝛾2
for 𝐸 > 𝐸𝐾 (10)

3.3.1. Channel selection, continued
We set 𝛾1 = +10 so that 𝐸𝐾 effectively becomes a low energy

cutoff. We set 𝛾2 = −0.3, which is the optimum value determined
for the A channels (Section 3.2), and set the lower cutoff to 𝐸𝐾 =
103.7 keV, which is just above the nominal energy range of the A
channels (highlighted in the upper right panel of Fig. 3). Assuming such
a spectrum, which does not include particles within the nominal energy
range of the A channels, does fit the measurements of set 1 as well as
assuming a power law that continues to lower energies. The respective
spectra and their errors are illustrated in left panel of Fig. 4.

The A channels therefore do not constrain the lower energies, which
would be the main reason to include them in the analysis. Their
nominal, low-energy response does not provide significant count rates.
Instead, their count rates are dominated by penetrators. This can be
understood qualitatively by comparing in Fig. 3 the small red area at
low energies for the nominal response with the large green and orange
areas at high energies for the penetrator response. If there are enough
particles at high energies, which is the case in the proton belts, the
largest response area dominates the count rates.

The discrepancy in optimal spectra when including channels that
are dominated by penetrators suggests that our instrument response to
penetrators is not entirely accurate, which is not unexpected because
details of the instrument shielding are nowadays difficult to reconstruct
7

with certainty (Appendix A).
In the following, we will therefore not use set 1 anymore. Instead,
we will only use sets 2 or 3 that only include channels with a significant
anisotropy, which suggests that they are not dominated by penetrating
particles. (We will later find that even some anisotropic channels such
as ‘‘P2’’ are still dominated by penetrators, see Section 4.2. This is
acceptable because we are able to reproduce this response.) For the
same reason, we chose to exclude measurements of the innermost
radiation belt that are deep in the loss cone, which are dominated by
penetrators.

The difference between sets 2 and 3 is the inclusion of channel E7.
This channel was designed to measure energetic electrons and therefore
cannot be used outward of the main rings, where MeV electron inten-
sities are high. However, channel E7 also does respond to protons, a
fact that we confirmed in Earth’s inner radiation belt (Roussos et al.,
2018b). Inward of Saturn’s main rings we did not find notable electron
intensities (Roussos et al., 2018b) so that we can make use of the proton
response of this channel. Adding E7 is beneficial because it allows to
identify spectral features around 300 MeV, where it starts responding
to protons (Fig. 3).

3.3.2. Constrainable energy range
After finding that the nominal energy range of the involved channels

is unrelated to the energy range that we are able to constrain within the
radiation belts, we systematically check what the constrainable energy
range is. To do this, we gradually change the values of the lower cutoff
𝐸𝐾 , while otherwise maintaining the spectral shape. It can be seen in
the left panel of Fig. 5 that the error 𝛥 is rising when 𝐸𝐾 cuts into the
spectrum beyond 𝐸 ≳ 20 MeV. That means that our measurements are
not sensitive below 20 MeV.

3.3.3. Protons have up to ≈ 1 GeV energies
Fig. 3 shows that we have channels available that change their

response at energies as high as ≈ 10 GeV, which means that we may

resolve spectra roughly until this energy.
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Fig. 5. Left panel: Investigation over which energy range the available measurements are sensitive to (see Section 3.3.2). We assume a spectrum (Section 3.3), change the lower
cutoff energy (x-axis), and observe the data-model discrepancy 𝛥 (y axis). It can be seen that the presence of ≳ 20 MeV intensities does make a difference for the modeled count
rates, showing that the measured count rates are sensitive to ≳ 20 MeV. Right panel: Effect of the upper energy cutoff on 𝛥 (see Section 3.3.3). It can be seen that the best fit for
all radiation belts (different colors) is at 1-2GeV. Vertical lines are estimates of the trapping limit, which is an upper limit (Section 3.3.3). (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
We now change the assumed upper cutoff energy 𝐸𝑐 systematically.
Outward of the rings, we use channel set 2. Inward of the rings we
can use set 3 and do so. Results are shown in the right panel of Fig. 5.
Different to Section 3.3.2, where 𝛥 did not change below a threshold,
here we find a clear minimum at ≈ 1 − 2 GeV. A minimum indicates
that we are able to find a spectral structure, namely the cutoff, at the
respective energy.

For the belts outward of the main rings (red and green curves) the
determined cutoff is close to what is expected for the trapping limit (see
Eq. (10)). For the innermost belt it is an order of magnitude below.

Besides the trapping limit that we determine through the magnetic
field gradient (Appendix C), we need to consider if the particles can
gyrate without hitting the planet. The gyroradius of a 1GeV proton at
𝐿 = 1.06 is 𝑟𝑔 = 0.005𝑅𝑆 , which is an order of magnitude lower than
the equatorial distance to the planet. This means that the gyroradius is
not able to explain the relatively low cutoff in the innermost belt.

In order to confirm the analytic estimates of the trapping limit in the
inner belt we numerically traced particles in an offset dipole field. The
tracing uses a modified leapfrog technique (Vay, 2008) that we already
used before (Kotova et al., 2019) and that works best for relativistic
particles moving on large scales, as is the case here. Results are shown
in Fig. 6 and support that 1GeV proton can gyrate between planet and
the main rings. ≳ 5 GeV protons, on the other hand, are not able to
maintain a stable gyro and bounce motion around the planet, since
their gyroradius in this region is comparable with the curvature of the
magnetic field lines they suppose to follow.

We therefore conclude that our analytic calculation of the trapping
limit only provided an upper limit and that the actual value is around
5GeV. The inferred cutoff is with a few GeV at slightly lower energies,
a discrepancy that is insignificant given the broad energy response of
the measurement channels we are using. Based on the similarity of the
measured and predicted cutoff, we conclude that it likely results from
the magnetic field geometry, not any other loss process.

3.4. CRAND source

While cutoff power laws fit the data reasonably well, they do not
provide immediate understanding on the source and loss processes that
cause such a spectrum. In the following sections, we will therefore use
spectral shapes that are based on physical theories. The amplitude of
the spectra will remain a free parameter that we determine based on
the measurements.

To date, the best explanation for the existence of proton belts
inward of the moon and ring orbits is that they are locally produced by
CRAND (Section 1, Roussos and Kollmann (2021)). During the CRAND
8

process, galactic cosmic rays impact Saturn’s main rings and/or the
atmosphere, and create secondary neutrons, some of which decay back
into protons and sustain the radiation belts.

We calculated CRAND spectra earlier (Cooper et al., 2018; Cooper
and Sturner, 2018), Appendix D and now use the spectral shapes as
input to our forward model. CRAND spectra differ, depending if the
neutrons are produced in the atmosphere or the rings, and depending
on the grain size within the rings. The available CRAND spectra are
hardest and softest when assuming that the rings consist only of 1 cm
or 1 m grains, respectively.

The used CRAND models (Cooper et al., 2018) represent the rings
as optically thin collections of spherical grains of a certain size, similar
as it has been done earlier (Blake et al., 1983). It is therefore grain size
that scales our CRAND spectra, not ring density.

Depending on location, Saturn’s magnetic field only lets cosmic rays
above a certain energy enter. We chose cosmic rays that are able to
reach 𝐿 = 2.1 (region of the A ring) and 𝐿 = 1.09 (the inner edge of
the D ring). Similarly we chose cosmic rays impacting the atmosphere
at latitudes that trace to 1.3 < 𝐿 < 4. The right panel in Fig. 4 shows
the respective spectra as well as the error 𝛥. It can be seen that the best
fits are found when assuming emission from 1 cm grains in the A ring.

The small value of 𝛥 when reproducing the measurements when
assuming CRAND-shaped spectra provides further support that CRAND
is the dominating source process. The importance of CRAND has been
suggested for a long time (Section 1) based on spectra that we now
know were unreliable. This was possible because the earlier conclusion
was based on the radial distribution of the proton belt phase space
density (Kollmann et al., 2013) that suggested a local source.

3.5. Proton cooling

In Section 3.4 we assumed that the radiation belt spectrum is
identical to the CRAND source spectrum. Generally, CRAND cannot be
the only process acting in the proton belts, otherwise their intensity
would accumulate until infinity. The main process that balances the
source outside of the main rings is thought to be radial diffusion to the
moon orbits, where the protons are absorbed (Cooper, 1983; Kollmann
et al., 2013; Kollmann and Roussos et al., 2017). If this diffusion is
energy independent, it will not change the spectral shape and therefore
be irrelevant for our purposes. Generally, radial diffusion can be energy
dependent based on what exactly is driving it. Such dependence typi-
cally relates on how the power spectrum of field fluctuations changes
with the particle drift frequency (Lejosne and Kollmann, 2020). How-
ever, previous radiation belt modeling did not require to introduce a

notable energy dependence in the diffusion coefficient (Kollmann et al.,
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Fig. 6. Trajectories of very high energy protons in Saturn’s magnetic field.
Fig. 7. Best fits for the three proton belts considered here: between Saturn and the D-ring (blue), Janus and Mimas (green), Mimas and Enceladus (red). All shown forward
model results (Eq. (2)) can be considered to be consistent with raw measurements from channel set 2. Data-model discrepancies can only be shown as count rates (as in Fig. 2).
We represent them here through the values of 𝛥 given in the labels. The underlying models assume different spectral shapes: Black curves are spectra assuming a spectral shape
identical to the CRAND source (Section 3.4). The envelopes arise from also assuming either a power law shape or CRAND plus cooling. Left: energy spectra at pitch angle 90◦.
Other pitch angles show by definition a different overall intensity but the same spectral shape. Right: Pitch angle distributions at 39 MeV. Other energies show a different overall
intensity but the same shape in pitch angle. The measurements only constrain the spectra shown as solid curves and strong colors. Numerical values are provided in the online
Supplementary Material. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
2013). Otherwise determined diffusion coefficients scatter by orders of
magnitude (e.g. Van Allen (1984)) and there exist currently no strong
constraints on the energy dependence of the proton coefficients.

Therefore we consider another process to balance the source that
changes the spectral shape in a well-constrained way. This process is
cooling, sometimes also called energy loss or energy friction. Protons
passing material gradually lose energy, which shifts their spectrum to
lower energies until they are eventually absorbed. Materials that may
play a role for the proton belts include Saturn’s hydrogen corona (Koll-
mann et al., 2017) and plume (Shemansky et al., 2009), and/or the
outskirts of the Enceladus neutral gas torus. Particularly the hydrogen
9

component of the torus is difficult to constrain through numerical
models that are used to interpret the available remote and in-situ
data (Jurac and Richardson, 2005; Fleshman et al., 2012; Dialynas
et al., 2013).

The evolution of the proton phase space density 𝑓 is described
through a differential equation for 𝜕𝑓∕𝜕𝑡. The contribution 𝜕𝑓∕𝜕𝑡|𝐸 of
cooling is (Schulz and Lanzerotti, 1974; Kollmann et al., 2013)

𝜕𝑓 |

|

|

= − 𝑣 𝜕 (

𝑝2𝑓 𝑑𝐸 )

(11)

𝜕𝑡

|𝐸 𝑝2 𝜕𝐸 𝑑𝑥
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𝑑𝐸∕𝑑𝑥 is the differential energy loss per distance in material. 𝑣 is the
proton speed and 𝑝 its momentum.

CRAND contributes as another term to 𝜕𝑓∕𝜕𝑡:
𝜕𝑓
𝜕𝑡

|

|

|

|𝑆
= 𝑠0𝑠(𝐸) (12)

Here we split CRAND into an amplitude 𝑠0 and a functional shape 𝑠(𝐸).
Now we assume a steady state, which is a very good approximation

or Saturn’s protons belts (Kollmann and Roussos et al., 2017). We
urther assume that the gains through CRAND (Eq. (12)) exactly equal
he losses through cooling (Eq. (11)). This is a good approximation
or the innermost radiation belt, where cooling is thought to be the
ominant loss process. For the outer belts, this assumption will provide
lower limit for the intensities. We also define 𝑓 = 𝐹0 𝐹 (𝐸). Energy loss

𝑑𝐸∕𝑑𝑥 in material of density 𝜌 is often tabulated as values 𝜖 that are
ormalized to a reference mass density 𝜌0, so we write 𝑑𝐸∕𝑑𝑥 = 𝜖𝜌∕𝜌0.

With all this we get for 𝐹 (𝐸):

0 = − 𝑣
𝑝2

𝜕
𝜕𝐸

(

𝑝2
𝜌𝐹0
𝑠0

𝐹 (𝐸)
𝜖(𝐸)
𝜌0

)

+ 𝑠(𝐸) (13)

It is apparent from Eq. (13) that the ratio of the material density 𝜌 to
the amplitude of the CRAND source 𝑠0 is scaling the amplitude 𝐹0 of
he proton phase space density but not the shape 𝐹 (𝐸).

In our forward modeling approach, we assume a value of 𝜌∕𝑠0,
solve numerically for 𝐹0𝐹 (𝐸) as described in Appendix E, calculate the
expected count rates, and then iterate on the assumption of 𝜌∕𝑠0. In
principle, the forward modeling method is the same as used before, just
that now we are not using analytical functions to describe the spectral
shape but a numerical solution of a differential equation.

Results are included in Fig. 4. It can be seen that energy friction
modifies the spectrum mostly in the < MeV energy range, which our
measurements are not able to constrain.

Overall we find that the CRAND process alone is providing a suf-
ficient explanation for the spectral shape from ≈ 20 MeV, the lowest
energy we can constrain with LEMMS, to ≈ 1 GeV. The overall am-
plitude of the spectra is likely determined by radial diffusion for the
outer belts and cooling for the innermost belt (Section 1). Besides these
processes we currently have no indication for the importance of other
processes relevant in this energy range.

4. Proton belts compared

4.1. Energy spectra

We now calculate spectra for Saturn’s three considered radiation
belts. To ensure that the results are comparable we use channel set 2
for all belts even though for the innermost belt we could use set 3. The
results are shown in Fig. 7, where it can be seen that the spectra of
all belts are approximately similar over the constrainable energy range
even when assuming different functional forms such as a power law,
the CRAND shape, or CRAND plus cooling.

That similarity may also apply to the permanent proton belts we
did not studied here (Section 2.1). More sophisticated filtering and
binning of the respective measurements together with an otherwise
similar analysis as done here will be required to constrain differences.

All reasonable spectra determined here can be approximated
through a power law with exponent 𝛾 ≈ −1. The newly determined
spectra are therefore much harder/flatter than what was published
earlier. Earlier analysis based on a very similar data set of the Cassini/
LEMMS instrument that we use here showed an exponent of 𝛾 ≈
−2 (black curve in middle panel of Fig. 4, Kollmann et al. (2013)).
Measurements by the similar Voyager/LECP instrument (Krimigis et al.,
1977) suggested an even softer spectrum with 𝛾 ≈ −4 (Krimigis and
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Armstrong, 1982).
4.2. Pitch angle distributions

Besides the energy spectra, Fig. 7 also shows the respective pitch
angle distributions in the right panel.

It can seen that all radiation belts are equatorially trapped for all en-
ergies. This fact may be surprising given that we include measurements
from channels such as P2, where count rates suggest a field aligned
distribution (shown as color coding in the upper panels of Fig. 2 and
as line plots in Roussos et al. (2011)). The reason for this behavior
is counter-intuitively not the actual pitch angle distribution but an
artifact from the instrument response: Several channels are especially
sensitive to high-energy protons when they enter perpendicular to the
pointing direction of the instrument (see ‘‘sideways penetrators’’ in
Fig. 3). Penetrators with 𝛼 = 90◦ lead to the highest count rates of these
channels when the instrument points into ⟨𝛼⟩ = 0. We note that while
anisotropic measurements may suggest that penetrators are likely not
playing a major role for that measurement, that this can sometimes be
wrong, as demonstrated by channels such as P2.

Fig. 7 shows that the closer the radiation belt is to Saturn and the
larger the loss cone becomes, the steeper the distributions become even
outside of the loss cone. Without a physical model of the pitch angle
distributions we cannot tell if these shapes are a result of cooling and
absorption in the atmosphere, the CRAND injection process, or pitch
angle diffusion.

4.3. Comparison with Earth and Jupiter

The discrepancy between earlier spectra of Saturn’s proton belts
and what we find here is reminiscent on how the understanding of the
Earth’s inner radiation belt evolved. This belt was the first discovery of
the space age (Van Allen and Frank, 1959) but the supposed presence of
MeV electrons in this region (e.g. Lyons and Thorne (1973), Johnston
et al. (2015)) was never understood (e.g. Kim and Shprits (2012)). Only
recent studies showed that most of the detected MeV electrons were ac-
tually misidentified MeV protons (Li et al., 2015; Fennell et al., 2015).
Also at Saturn it was MeV protons that contaminated the measurements
but in this case they were mostly misidentified as hundreds of keV
protons.

A comparison of proton spectra from Saturn, Jupiter, and the Earth
is shown in Fig. 8. There is no single spectrum that can represent one
planet. We chose spectra with high intensities at the highest available
energies. For Saturn we picked the spectrum at 𝐿 = 2.7 that we
determined here and has the highest intensity from the belts studied
in this work.

Earth’s spectrum (Selesnick et al., 2017) is taken at 𝐿 = 1.4, which
is about the distance where the proton intensities in the hundreds of
MeV range peak (Selesnick and Albert, 2019). (If we would search for
high intensities in the MeV or tens of MeV range, we would pick spectra
near 𝐿 = 2 or 𝐿 = 3, respectively (Johnston et al., 2015).)

At Jupiter there are little reliable proton data for 𝐿 < 6 near the
equatorial plane (e.g. Kollmann et al. (2020)). We select a spectrum at
𝐿 = 9 (Kollmann et al., 2021), which is at least near a local intensity
peak (Kollmann et al., 2017). There are currently no directly measured
proton intensities beyond 30 MeV available at Jupiter (e.g. Nénon et al.
(2018)). Physical models (Nénon et al., 2018) and measurements of
heavier ions with significant intensities until at least 10MeV/nuc (Rous-
sos et al., 2020a; Kollmann et al., 2021) suggest that proton spectra
reach to higher energies, but this is not known to date.

Our comparison shows that > 10 MeV intensities at the Earth are
more similar to Saturn than to Jupiter. This is expected because both
Earth and Saturn form their proton belts through CRAND.

Intensities at the Earth are an order of magnitude higher than Saturn
in the tens of MeV range. This may be related to the fact that Earth’s
inner belt is also populated through solar protons, solar proton albedo
neutron decay, and radial diffusion from the magnetosphere (e.g. Se-

lesnick et al. (2007)), all processes that are unimportant at Saturn.
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Fig. 8. Comparison of proton intensities at different planets. Orange: Saturn’s proton
belt between Janus and Mimas at 2.62 ≤ 𝐿 ≤ 2.68 and 𝛼 = 90◦, as shown in Fig. 7.
Error bars represent uncertainty of the forward model. Gray: Jupiter’s proton belt
between Io and Europa at 8 ≤ 𝐿 ≤ 10 and 𝛼 < 10◦ measured at high latitudes by
Juno/JEDI (Kollmann et al., 2021). Error bars represent the time variability. Blue:
Earth’s inner proton belt at 𝐿 = 1.5 and 𝛼 = 70◦ in 2015 measured by Van Allen
Probes/REPT (Selesnick et al., 2017). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Earth’s spectrum changes slope and begins to cut off around 0.1GeV
while Saturn’s spectrum only rolls over at about 1GeV, a difference that
can be attributed to the difference in local magnetic fields.

The intensities at Jupiter around 10 MeV appear to be several orders
of magnitude larger than for Earth and Saturn. (4 orders compared to
the shown Saturn spectrum, 1 order when comparing with an Earth
spectrum at 𝐿 = 1.9, (Selesnick et al., 2017).) The difference between
Saturn and Jupiter is not surprising given that Jupiter does not have
to rely on CRAND to produce its ion belts (e.g. Roussos and Kollmann
(2021)).

The difference between Jupiter and Earth is more difficult to ex-
plain. Even though Jupiter is known for its strong internal plasma
sources that are driven by geologically active moons, the maximum
plasma densities throughout the magnetospheres of Earth and Jupiter
are not that different (Bagenal et al., 2016; Zhelavskaya et al., 2021).
Also, intensities at the Earth dominate over Jupiter at and below MeV
energies (Mauk, 2014). A difference in the reservoir of particles that
can be accelerated therefore cannot be the explanation. The difference
therefore likely lies in the acceleration and loss processes. Jupiter’s gi-
ant magnetosphere easily accelerates particles: Even when only relying
on adiabatic transport (e.g. Roussos and Kollmann (2021)) from the
dayside magnetopause to the planet, it can increase energies by 4 orders
of magnitude (Becker et al., 2021). Also, Jupiter’s radiation intensities
are relatively stable and vary by only an order of magnitude at 𝐿 ≲ 10
(e.g. Kollmann et al. (2020)). Earth on the other hand occasionally
almost loses its radiation belts at 𝐿 ≳ 2 and intensities drop by several
orders of magnitude (e.g. Selesnick et al. (2010), Reeves et al. (2016)),
which interrupts a potential accumulation to Jupiter-like intensities.

Only very few works have investigated how properties of a plan-
etary system scale its radiation belts. A detailed discussion or quanti-
tative analysis is outside the scope of this paper but warrants further
investigation.
11
5. Summary

Proton intensities in Saturn’s radiation belts have been highly uncer-
tain. We use measurements by the MIMI/LEMMS instrument of Cassini
that were originally intended to characterize protons in the hundreds
of keV to tens of MeV energy range but that in Saturn’s proton belts are
dominated by penetrating radiation of higher energies. We use detailed
knowledge of the instrument response function and a forward model-
ing technique, where appropriate combined with numerical modeling
results, to retrieve proton distributions beyond 20 MeV in 3 of Saturn’s
proton belts that are peaking between 1 and 4𝑅𝑆 . Our findings are:

• Saturn has significant proton intensities until 1 GeV (Fig. 5),
which is about the energy until which protons near Saturn can
be stably trapped (Fig. 6).

• The newly retrieved proton spectra can be approximated as power
laws of intensity over energy with exponents of ≈ −1. All studied
belts show similar shapes (Fig. 7). Earlier studies suggested softer
spectra with exponents ≲ −2.

• Pitch angle distributions become steeper closer to Saturn (Fig. 7).
• We find further support that Saturn’s proton belts are sourced

through the CRAND process. While the overall amplitude of the
radiation belt spectra is likely determined by radial diffusion (out-
ward of the rings) or cooling (inward) we did not find evidence
of additional processes affecting the spectral shape in the 20 MeV
to 1 GeV range.

• Saturn’s proton intensities in the tens of MeV energy range are
weaker than at Earth and Jupiter (Fig. 8), possibly because these
other belts are not solely sourced by CRAND.
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Appendix A. Calibration accounting for penetrators

In this section we describe the simulations of the LEMMS geometry
factors that are used in the forward model discussed in Section 2.2.

A.1. LEMMS model

We constructed a 3D-model of LEMMS using the Geometry Descrip-
tion Markup Language (GDML) based on hard copies of mechanical
drawings of the instrument. Because no digital Computer Aided Design
(CAD) model of the instrument could be retrieved for direct conver-
sion into GDML, all elements of LEMMS were created using basic
volumes of mostly cylindrical, rectangular and hexagonal shapes, as
well as their boolean intersections and/or subtractions. Inspection of
a structural model of LEMMS was also an important part of the model
design process. This procedure came with uncertainties: the mass of
our GDML model is only 95% of the actual mass of LEMMS (6.72 kg).
Additional details of the modeling procedure are provided in Roussos

et al. (2018b).

https://pds.nasa.gov/
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The spacecraft was not included in the model.
An improvement of the LEMMS model used here compared to

the earlier version from Roussos et al. (2018b) is that we have also
introduced the static magnetic field generated by permanent magnets
on LEMMS’s LET side. After setting up the geometry, we then simulate
the LEMMS response to energetic charged particles using the GEANT4
Radiation Analysis for Space (GRAS) software (Agostinelli et al., 2003;
Santin et al., 2005).

A.2. From GEANT results to response functions

This section elaborates on how the output of these simulations is
used to calculate the differential geometry factors shown in Fig. 3
and Roussos et al. (2018b).

First we calculate the intensity 𝑗0 used in our simulation from
the number of simulated particles. The differential intensity 𝑗0 is the
number d𝑁𝑖 of protons per area d𝐴, solid angle d𝛺, energy interval d𝐸,
and time d𝑇 . We inject protons from a spherical surface of radius 𝑟 =
17 cm surrounding the instrument. The injected intensity is isotropic
and therefore at a constant value 𝑗0 independent on look direction,
especially independent on 𝛩, the co-latitude relative to every normal
on the source surface. The different angles we are using are sketched
in Fig. 9. To implement an isotropic distribution in our simulation, we
set each area on the source sphere to a emit number of protons d𝑁𝑖 per
solid angle, energy interval, and time:

d𝑁𝑖 = (𝑗0d⃗𝐴)(d𝛺)(d𝐸 d𝑇 ) = (𝑗0 d𝐴 cos𝛩)(sin𝛩 d𝛩 d𝜙)(d𝐸 d𝑇 ) (14)

The quantity d𝐴 cos𝛩 is the effective area visible from locations
described by the angle 𝛩. This makes d𝑁𝑖 depend on 𝛩 even though
𝑗0 is isotropic.

d𝑁𝑖 is linked to the physical quantity 𝑗0 via the total number 𝑁𝐼 of
particles injected over the energy interval 𝛥𝐸 and over the time period
𝛥𝑇 .

𝑁𝐼 = ∫ d𝑁𝑖 =

(

4𝜋𝑟2 ∫

𝜋∕2

0
d𝛩 cos𝛩 sin𝛩 ∫

2𝜋

0
d𝜙

)

(

𝑗0 ∫ d𝐸 ∫ d𝑇
)

= (4𝜋2𝑟2)(𝑗0𝛥𝐸 𝛥𝑇 ) (15)

Because we did not launch particles outward of the sphere, the 𝛩
integral in 𝑁𝐼 only goes up to 𝜋∕2. For each proton event we record
the ionizing energy losses on the various LEMMS SSDs and apply the
coincidence logic between SSDs that LEMMS uses to identify particle
species and energy (Krimigis et al., 2004). We then count the number
of particles fulfilling the logic irrespective of incidence angle. We call
this number 𝑁𝐶 , while the number of particles counted in a 𝜃-interval
is 𝑁𝑐 . We define 𝜃 as the co-latitude relative to the boresight pointing
along the axis of LEMMS. LEMMS is a double-sided telescope consisting
of a LET and a HET side. The angle for particles entering the LET along
the boresight is 𝜃 = 0◦ and 180◦ for the direction of the HET. Note that
this angle is different to 𝛩 measured from the source sphere normal.

With the quantities above, we can express the intensity 𝑗0 in our
simulation using the angle-averaged geometry factor 𝐺 and the counted
particles 𝑁𝐶 :

𝑗0 =
𝑁𝐶

𝐺 𝛥𝐸 𝛥𝑇
, (16)

which can be reformed using Eq. (15), yielding the geometry factor

𝐺 =
𝑁𝐶

𝑗0 𝛥𝐸 𝛥𝑇
= 4𝜋2𝑟2

𝑁𝐶
𝑁𝐼

(17)

Eq. (17) can also be found in Yando et al. (2011), their Eq. A7.
We also define the geometry factor 𝑔 within an interval of 𝜃, which

will turn out to be useful.

𝑔 =
𝑁𝑐

𝑗0 𝛥𝐸 𝛥𝑇
(18)
12
Fig. 9. Sketch illustrating the various angles used in the calculation of geometry factors
and intensity inversions. The velocity vector of a particle injected in the GEANT4/GRAS
simulation or measured in Saturn’s radiation belts is called 𝑣. The instrument boresight
axis following the center of the LEMMS LET follows the vector 𝑎. We use this vector
to set up a coordinate system relative to the instrument. In this system, 𝑎 takes the
place of the polar axis in spherical coordinates and defines the co-latitude 𝜃 between 𝑣
and 𝑎, as well as the longitude 𝜑. The normal of the source sphere is called 𝑛, relative
to which we define a co-latitude 𝛩. The respective longitude angle 𝜙 is not shown for
clarity. The local magnetic field follows the vector �⃗�, with 𝛼 the pitch angle between
the particle velocity 𝑣 and the field �⃗�. ⟨𝛼⟩ is the pitch angle between the instrument
boresight 𝑎 and the field �⃗�.

To simplify our forward model, we replace all 𝜃 >90◦ values with
180◦-𝜃, so that 𝑔 becomes the total geometry factor of HET and LET
combined. Separating particle access from the LET and HET is not
necessary here since we are analyzing trapped radiation, for which the
flux at conjugate pitch angles is the same.

The value of 𝑔 alone is not meaningful without knowledge of the 𝜃
range it is associated with. We therefore define a differential geometry
factor, 𝑔𝑑 , as

𝑔𝑑 =
𝑔
𝛥𝛺

= 𝜋𝑟2

(cos 𝜃1 − cos 𝜃2)
𝑁𝑐
𝑁𝐼

(19)

where 𝛥𝛺 is the solid angle over the interval 𝜃1 to 𝜃2 and over all
𝜑. It is given as

𝛥𝛺 = 2∫

𝜃2

𝜃1
d𝜃 sin 𝜃 ∫

2𝜋

0
d𝜑 = 4𝜋(cos 𝜃1 − cos 𝜃2) (20)

The angle 𝜑 is the longitude relative to the instrument boresight axis.
The factor 2 is necessary because we defined 𝑔 as the addition of LET
and HET. The division with this 𝛥𝛺 turns 𝑔𝑑 into the average of LET
and HET with 𝑔𝑑 (𝜃) = 𝑔𝑑 (180◦ − 𝜃).

Values for 𝑔𝑑 are shown in Fig. 3. An equivalent expression to
Eq. (19) can be found in Selesnick et al. (2017), their Eq. (2) without
derivation.

A.3. Average responses

The differential geometry factor 𝑔𝑑 used here is related to the
commonly used angular-averaged geometry factor 𝐺 as

𝐺 = 2∫ d𝛺 𝑔𝑑 = 2∫

2𝜋

0
d𝜑∫

𝜋∕2

0
d𝜃 𝑔𝑑 sin 𝜃 (21)

𝐺 is still energy dependent. If an instrument channel has a well
defined nominal response over a narrow energy range 𝛥𝐸 it can be
useful to calculate the effective geometry factor

⟨𝐺⟩ =
∫ 𝐸2
𝐸1

𝐺 d𝐸
(22)
𝛥𝐸
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and use it to approximate the intensity via 𝑗 ≈ 𝑅∕(𝛥𝐸 ⟨𝐺⟩) (Eq. (1)).
Sometimes it can be useful to calculate an integral intensity 𝐼 , the

number of particles coming from all directions beyond a threshold
energy 𝐸0.

𝐼 = ∫

𝜋

0
d𝛼 ∫

∞

𝐸0

d𝐸 𝑗(𝐸, 𝛼) (23)

can be estimated from instrument channels that are integral and
espond to all energies above a certain energy 𝐸0. For such channels
e can calculate ⟨𝐺⟩ as the average value of 𝐺 beyond 𝐸0 and ap-
roximate 𝐼 ≈ 𝑅∕⟨𝐺⟩. We have shown such an estimated integral
ntensity in Fig. 1 to get a first overview of the data in roughly
nstrument-independent units.

.4. Discussion

We find that the nominal response of channels that show a nominal
esponse to a narrow energy range (e.g. P1–P6) that is consistent
ith previously used values for 𝐺 (Armstrong et al., 2009), as al-

eady discussed earlier (Roussos et al., 2018b). Several other channels
e.g. P7–P9, E7) were found to not respond to the nominal range they
ere designed for. Their response was checked for consistency with
easurements of Earth’s radiation belts.

The inclusion of the static magnetic field in the LET assembly al-
owed us to reasonably extend the energy range of instrument response
own to 10 keV, where the magnet has a strong influence. We find that
he response of the A channels (used in channel set 1) and C channels
not used in this work) shows 𝐺 values that are consistent with what
as been used before. The new values are 1.5–3 times smaller, which
e attribute to the lower fidelity modeling done earlier.

Generally, the magnet may also have an effect on higher energies
ue to its effect on the secondary particles produced within the instru-
ent. However, our simulations indicate that for the energy range of

nterest the effect of the permanent magnets is small nevertheless. The
trongest effect is seen in a slightly stronger penetrator response of LET
t energies > 5 GeV (e.g. channels P7, P8, E7 in Fig. 3), presumably
ecause primary protons with such high energies have a large yield
f creating lower energy secondaries at different passive shielding
lements of LEMMS which the LET magnetic field subsequently focuses
n the SSDs.

For these highest energy protons considered here (≈ 1 GeV), a com-
arison of LEMMS GCR measurements with precision GCR spectra by
errestrial observatories indicate an underestimation of the omnidirec-
ional LEMMS geometric factors values by factors less than 5 (e.g. 3–4
or channel E7) (Roussos et al., 2020b, 2019), which may introduce a
mall systematic overestimation of the absolute fluxes estimated around
hose energies, but not in a different spectral shape.

We currently neglect the spacecraft when calculating the LEMMS
esponse. We anticipate that the spacecraft may lower 𝑔𝑑 at each
nergy by a maximum factor of 2 for penetrating protons. This can
appen because Cassini may stop penetrating ions and their secon-
aries from about half of the sky and the respective 𝜑-values before
hey reach LEMMS. LEMMS itself has roughly cylindrical symmetry
except for particles responding to its magnetic field). Any residual
symmetry should cause a weaker 𝜑-dependence of its response than
he maximum modification by the spacecraft. We ignore any such small
ariability here because we use geometry factors that average over 𝜑
e.g. Eq. (20)).

ppendix B. Forward modeling details

With Eq. (2) we provided a relation between the expected count
ate 𝑅𝑖

𝑓 based on an assumed spectrum 𝑗(𝐸, 𝛼, 𝜆𝑖). We reproduce this
quation here for easier reference and number it as Eq. (24).

𝑖
(

⟨𝛼⟩𝑖, 𝜆𝑖
)

=
𝜋
d𝜃

2𝜋
d𝜑

∞
d𝐸 𝑗(𝐸, 𝛼, 𝜆𝑖) 𝑔𝑑 (𝐸, 𝜃, 𝜑) sin(𝜃) (24)
13

𝑓 ∫0 ∫0 ∫0
Originally we describe the spectrum as 𝑗(𝛼𝑒𝑞 , 𝐸) (Eq. (4)). In order
o evaluate Eq. (24), we therefore need to know how 𝛼𝑒𝑞 relates to the
ngles 𝛼, 𝜃, and 𝜑. This will be described in this section.

Most straightforward is the relation between equatorial and local
itch angle of the particle, which follows from the conservation of the
irst adiabatic invariant.

𝑒𝑞

(

𝛼, 𝜆
)

= arcsin
⎛

⎜

⎜

⎝

√

𝐵𝑒𝑞

𝐵(𝜆)
sin 𝛼

⎞

⎟

⎟

⎠

(25)

Eq. (24) integrates over 𝜃 and 𝜑, which describe the direction of
the particle locally and near the instrument, relative to the instrument
boresight, as sketched in Fig. 9. We therefore need to relate every
combination of 𝜃 and 𝜑 to ⟨𝛼⟩, the local pitch angle into which the
instrument boresight is pointing to. The relation can be derived from
the cosine law on a sphere, as for example given in Li et al. (2013),
their Eq. (4).

𝛼(𝜃, 𝜑, ⟨𝛼⟩) = arccos[cos⟨𝛼⟩ cos 𝜃 + sin⟨𝛼⟩ sin 𝜃 cos𝜑], (26)

When doing these calculations it is important to keep in mind that
he two pitch angles 𝛼 (describing the particle) and ⟨𝛼⟩ (describing the
nstrument) are generally not the same. They are arbitrarily different
hen the particle enters through the shielding. When the particle enters

hrough the center of the nominal opening of the telescope, they are
irrored around 90◦ or identical, when only considering the 0 to 90◦

ange. However, most particles will not enter through the center. So
hile at a given time we keep ⟨𝛼⟩ fixed, we still need to scan over a

ange of 𝛼 values (and equivalent 𝜃 and 𝜑 angles).
What is left is relating the local pitch angle of the instrument to the

espective equatorial pitch angle, which works formally the same way
s for the pitch angle of the particle:

𝛼⟩
(

⟨𝛼𝑒𝑞⟩, 𝜆
)

= arcsin

(√

𝐵(𝜆)
𝐵𝑒𝑞

sin⟨𝛼𝑒𝑞⟩

)

(27)

ppendix C. Trapping limit

Magnetic trapping breaks down if the magnetic field changes signif-
cantly over a nominal gyromotion.

The gyroradius 𝑟𝑔 in a constant field is

𝑔 =
𝑝 sin(𝛼)
𝑞𝐵

(28)

with the momentum 𝑝, the local pitch angle 𝛼, the charge 𝑞 of the
particle, and the absolute magnetic field 𝐵.

The gyroradius needs to be compared a scale length 𝑙 of the change
of the total magnetic field, which is defined as

𝑙 = 𝐵
|∇⃗𝐵|

(29)

We assume that magnetic trapping breaks down for (Thomas and
Doherty, 1971; Cooper et al., 2018)

𝜂 =
𝑟𝑔
𝑙

= 1
8

(30)

We calculate |∇⃗𝐵| in a dipole field. A dipole magnetic field in
spherical coordinates with coordinates in radius 𝑟, co-latitude from the
north pole 𝜃, and longitude 𝜙 is (Walt, 1994)

�⃗� =

(

−2𝐵𝑠𝑅3
𝑠 cos 𝜃
𝑟3

,
−𝐵𝑠𝑅3

𝑠 sin 𝜃
𝑟3

, 0

)

(31)

𝐵𝑠 and 𝑅𝑠 are the surface magnetic field and radius at the equator of
the respective planet.

The absolute value of the dipole field is

𝐵 = 𝐵𝑠

(

𝑅𝑠
)3

𝑇 (32)

𝑟
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with 𝑇 =
√

3(cos 𝜃)2 + 1. Note that 𝑟 is still the radial distance, not the
𝐿-shell.

Now we first calculate the gradient vector of the absolute value of
𝐵. (The gradient of the vector �⃗� is zero for all fields.)

⃗𝐵 =
(

𝜕𝐵
𝜕𝑟

, 1
𝑟
𝜕𝐵
𝜕𝜃

, 1
𝑟 sin 𝜃

𝜕𝐵
𝜕𝜙

)

=

(

3𝐵𝑠𝑅3
𝑠𝑇

𝑟4
,
3𝐵𝑠𝑅3

𝑠 cos 𝜃 sin 𝜃
𝑟4𝑇

, 0

)

(33)

With this we can calculate the absolute value of the gradient.

|∇⃗𝐵| =
3𝐵𝑠𝑅3

𝑠

𝑟4

√

𝑇 2 +
(cos 𝜃)2(sin 𝜃)2

𝑇 2
(34)

1
𝑙
=

|∇⃗𝐵|
𝐵

= 3
𝑟

√

1 +
(cos 𝜃)2(sin 𝜃)2

𝑇 4
≈ 3

𝑟
(35)

he approximation is justified because the value of the square root is
etween 1 and 1.03 for all 𝜃.

Combining Eqs. (28) and (35), and using the relation 𝑟 = 𝐿 𝑅𝑠
sin 𝜃)2 for a dipole field, yields

= 𝜂
𝑞𝐵𝑠𝑅𝑠

3𝐿2 sin(𝛼)

√

1 + 3 cos2(𝜃)
sin4(𝜃)

(36)

where 𝑝 is now the maximum momentum that can be trapped at the
given pitch angle and co-latitude. The smallest trapping values at a
given pitch angle are found in the equatorial plane for 𝜃 = 90◦. While
igher momenta could be temporarily trapped at higher latitudes, their
rapping will not be stable when the particles pass the equatorial plane.

e can therefore set 𝜃 = 90◦ to calculate the trapping limit in Eq. (36).
Generally, non-equatorial pitch angles can be trapped up to higher

omenta than equatorial ones. The momentum 𝑝𝑐 until which it is
ossible to trap particles of all pitch angles can be calculated from
q. (36) by setting 𝛼 = 90◦.

𝑐 = 𝜂
𝑞𝐵𝑠𝑅𝑠

3𝐿2
(37)

This momentum can be converted to the trapping energy 𝐸𝑐 that we
use in Eq. (10).

𝐸𝑐 =
√

(𝑚 𝑐2)2 + (𝑐 𝑝)2 − (𝑚 𝑐2) (38)

where 𝑚 is the particle rest mass and 𝑐 the speed of light.
This analytic estimate of the trapping limit only considers the

gradient of a magnetic dipole field. Curvature of the dipole can also
be an issue, as well as non-dipolar field components, which is why 𝐸𝑐
should be considered as an upper limit.

Appendix D. Assumed exosphere

Most details of the spectral shape resulting from CRAND have been
provided earlier (Cooper et al., 2018; Cooper and Sturner, 2018). What
has not been discussed are details on the assumed atmosphere, which
are provided here.

We model the high altitude atmosphere above the 1-bar level until
1.17𝑅𝑆 . The atmosphere was represented through 24 slabs of gas with
60Mm width and different thicknesses. The model accounts for the
exosphere and an assumed corona. The density of the respective slabs is
based on what was assumed for planning the final phase of the Cassini
mission (Strobel, 2015; Kollmann et al., 2018a). The dense atmosphere
is accounted for by a single, dense slab at the bottom. The overall
density profile of the slabs is shown in Fig. 10. The composition is
hydrogen with a helium fraction of 6% at the bottom that decreases
to zero at an altitude of 4000 km.
14
Fig. 10. Exospheric density profile assumed for the calculation of the CRAND pro-
duction in the atmosphere. The altitude scale is linear below 100 km and logarithmic
otherwise. Error bars along the 𝑥-axis demarcate the thickness of the slabs.

ppendix E. Numerical calculation of the physical model

The physical model of Saturn’s proton belts introduced in Sec-
ion 3.5 describes the phase space density 𝑓 of protons as a simple
D function depending on energy 𝐸. We assume that the protons are
rovided by the CRAND source 𝑆(𝐸) (Section 3.4), after which they
xperience cooling (Section 3.5). The respective energy loss is charac-
erized with the energy loss per distance in material 𝑑𝐸∕𝑑𝑥, which is
vailable as tabulated values (e.g. Zieger and Hansen (2008), Berger
t al. (2005)) that can be scaled to the density of the respective gas.
𝐸∕𝑑𝑥 describes a loss of energy and therefore is always negative. For
ompleteness, we initially also assume here that particles are also lost
ith a lifetime 𝜏. We formally carry this term within this appendix but
ill not use it when evaluating the results to get the spectra discussed

n Section 3.5. The differential equation that compiles these processes
s then (Schulz and Lanzerotti, 1974; Kollmann et al., 2013).
𝜕𝑓
𝜕𝑡

= − 𝑣
𝑝2

𝜕
𝜕𝐸

(

𝑝2𝑓 𝑑𝐸
𝑑𝑥

)

+ 𝑆 −
𝑓
𝜏

(39)

= − 𝑣
𝑝2

(

𝑝2 𝑑𝐸
𝑑𝑥

)

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
𝐶

𝜕𝑓
𝜕𝐸

+
(

− 𝑣
𝑝2

𝜕
𝜕𝐸

(

𝑝2 𝑑𝐸
𝑑𝑥

)

− 1
𝜏

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐷

𝑓 (40)

𝑝 is the proton momentum. Eq. (40) is a first order partial differential
equation, which will require one boundary condition to be solved.
As a boundary we will set 𝑓 at the highest energy as zero, which is
approximately true for the observed spectra that fall with increasing
energy. Here we will aim for a steady state solution, which means that
there is no need to assume an initial condition.

Numerically we will describe the function 𝑓 (𝐸) as a vector with
discrete energy steps numbered with 𝑒: 𝑓 = (..., 𝑓𝑒, 𝑓𝑒+1,…). We will
solve 𝑓 for 1 ≤ 𝑒 ≤ 𝜖, where 𝜖 is the number of energy steps that will
be solved. For clarity we will only spell out two components, 𝑒 and
𝑒 + 1 from now on. We will write matrices as 𝐴. By using vectors and
matrices we will eventually turn the solution of Eq. (40) into a matrix
inversion problem, which can be solved through standard methods. The
spacing of the discrete energy steps can be energy dependent itself and
shall be 𝛥𝐸𝑒. For our model, we chose logarithmically spaced energy
steps. The energy derivative is then

𝜕𝑓 |

|

|

=
𝑓𝑒+1 − 𝑓𝑒 (41)
𝜕𝐸
|𝑒 𝛥𝐸𝑒
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One element of Eq. (40) can then be written as
𝜕𝑓
𝜕𝑡

|

|

|

|𝑒
=

𝐶𝑒+1 + 𝐶𝑒
2

𝑓𝑒+1 − 𝑓𝑒
𝛥𝐸𝑒

+𝐷𝑒𝑓𝑒 + 𝑆𝑒 (42)

= 𝛼𝑒𝑓𝑒 + 𝛽𝑒𝑓𝑒+1 + 𝑆𝑒 (43)

The equivalent vector expression is

(

𝜕𝑓∕𝜕𝑡|𝑒
𝜕𝑓∕𝜕𝑡|𝑒+1

)

=
(

𝛼𝑒 𝛽𝑒 0
0 𝛼𝑒+1 𝛽𝑒+1

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐴𝑓

⎛

⎜

⎜

⎝

𝑓𝑒
𝑓𝑒+1
𝐵

⎞

⎟

⎟

⎠

⏟⏟⏟
𝑓𝑓+�⃗�𝑓

+
(

𝑆𝑒
𝑆𝑒+1

)

⏟⏞⏟⏞⏟
𝑆𝑒

(44)

=
(

𝛼𝑒𝑓𝑒 + 𝛽𝑒𝑓𝑒+1 + 𝑆𝑒
𝛼𝑒+1𝑓𝑒+1 + 𝛽𝑒+1𝐵 + 𝑆𝑒+1

)

=
(

𝛼𝑒 𝛽𝑒
0 𝛼𝑒+1

)

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
𝐴𝑠

(

𝑓𝑒
𝑓𝑒+1

)

⏟⏞⏟⏞⏟
𝑓𝑠

+
(

0
𝛽𝑒+1𝐵

)

⏟⏞⏞⏟⏞⏞⏟
𝐴𝑓 �⃗�𝑓

+
(

𝑆𝑒
𝑆𝑒+1

)

⏟⏞⏟⏞⏟
𝑆𝑠

(45)

e define 𝐵 = 𝑓𝜖+1 as the boundary condition, which we will chose as
= 0. The index 𝑓 indicates that an array has the ‘‘full’’ (𝜖 + 1) × 𝜖

lements and a vector has 𝜖 + 1 elements. In contrast the index 𝑠
ill refer to ‘‘square’’ matrices with 𝜖 × 𝜖 elements and respective
ectors with 𝜖 elements. Involving square matrices is important because
ventually we will invert this matrix, which is not possible otherwise.

When assuming a steady state, 𝜕𝑓∕𝜕𝑡 = 0, we can convert Eq. (45)
nto

�⃗� = 𝐴−1
𝑠

(

−𝐴𝑓 �⃗�𝑓 − 𝑆𝑠

)

(46)

q. (46) turns solving the differential Eq. (40) into inverting the square
atrix 𝐴𝑠 into 𝐴−1

𝑠 and applying it to a few defined vectors. We invert
the matrix using the LA_INVERT procedure of the software Interactive
Data Language (Harris Geospatial Solutions, 2009) that makes use of
several LAPACK routines (Anderson et al., 1999). A result is shown as
the red curve in the middle panel of Fig. 7.

Appendix F. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.icarus.2021.114795.
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