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Abstract A simplified analytical model is developed to describe the baroclinic and barotropic ocean
response to moving tropical cyclones (TCs) and their associated pycnocline erosions. The model builds on
classical mixed‐layer (ML) models and linear models of ocean response to transient events. As suggested,
disturbances of the upper ocean stratification caused by the ML development shall not strongly impact the
dynamics of baroclinic modes. Accordingly, the baroclinic response can be estimated using the prestorm
ocean stratification condition. To the contrary, the ML is strongly coupled with these interior motions,
through the TC‐induced upwelling response that affects the entrainment velocity. The ML temperature is
then strongly dependent on the local temperature gradient in the upper layer. The model is represented by a
set of analytical relationships providing rapid calculations for the ocean response to TC, given a prescribed
wind velocity field traveling over an ocean with arbitrary stratification. Compared to satellite observations,
simulations demonstrate the model ability to quantitatively reproduce the observed shape and magnitudes
of the sea surface height and the sea surface temperature (SST) anomalies. Remarkably, the model is robust
and efficient for a wide range of variability of TC characteristics (max wind speed, radius, shape of wind
profile, and translation velocity), parameters of the ocean stratification, and Coriolis parameter. Simulations
provide solid evidences about the key role of TC‐induced upwelling in the ML cooling and formation of SST
wake. Cross‐track advection by wind‐driven currents, though small compared with TC translation velocity,
can significantly contribute to broaden the shape and offset of the SST wake. Given its effectiveness and low
computational burden, the proposed model can be introduced as a computational module into atmospheric
numerical models of TC‐coupled evolution with the ocean, through the resulting local changes of surface
enthalpy fluxes.

1. Introduction

A complete description of upper ocean responses to tropical cyclone (TC) transient and extremewind forcing
remains a difficult problem. Crucial to quantify both the momentum increase of surface currents and the
efficiency of vertical mixing in cooling the ocean surface, the parameterization of the wind forcing under
extreme conditions is indeed still poorly known. Moreover, besides the combining effects of the TC intensity
and translation speed, upper ocean precyclone stratification can also strongly mitigate or exacerbate TC‐
induced cooling amplitude (Lloyd & Vecchi, 2011; Schade, 2000). The intensity‐wake relationship can then
be strongly modulated with evolving air‐sea fluxes associated to sea surface temperature (SST) changes over
the TC path (Cione & Uhlhorn, 2003). Passage over freshwater plumes has also been reported to cause
strengthening of hurricanes, due to the presence of a barrier layer effect (e.g., Balaguru et al., 2012; Reul
et al., 2014).

To assess the sensitivity of the parameterization of wind forcing at high winds and/or the impact of precy-
clone upper ocean stratification (Yablonsky & Ginis, 2013; Zedler et al., 2009; Zedler et al., 2012), advanced
numerical ocean models are generally implemented to simulate the ocean response. These three‐
dimensional and time‐dependent models (e.g., Price et al., 1994; Sanford et al., 2007) consistently solve
the momentum, heat, and salt budget equations. Numerical outputs then provide detailed descriptions of
ocean response to moving TC, including description of wind‐driven current field, ML cooling, its evolution,
and the space‐time variability of the pycnocline caused by TC‐induced baroclinic motions. However, these
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advanced models require significant computer resources and simulations are time‐consuming. This may
appear as major hurdles to develop fully coupled ocean‐atmosphere models and/or try to best sample the
whole uncertainty space to apply inverse approaches, and more particularly to test and infer wind forcing
parameterization.

In the latter context, different methods have been proposed. Sraj et al. (2013) proposed polynomial chaos
expansions to construct a faithful surrogate of the response of upper ocean model simulations. For the same
purpose, Zedler et al. (2013) adopt a numerical approach in an inverse problem setup, using the oceanmodel
and its adjoint. Data can thus be assimilated and the drag coefficient adjusted, to help correspond to the
minimum of a model minus data misfit or cost function.

To possibly serve these inverse approaches, as well as to derive a simplified framework to rapidly interpret
satellite observations (e.g., Kudryavtsev et al., companion paper), it is tempting to circumvent the computa-
tional burden of advanced numerical simulations. This is the main purpose of the present paper. The goal is
to develop a simplified analytical model to assess, on quantitatively correct levels, ocean responses to
moving TCs.

As proposed, model derivations can essentially build on classical 1D mixed‐layer models (e.g., Niiler,
1975; Zilitinkevich et al., 1979) and previously suggested analytical models for the barotropic and barocli-
nic responses (e.g., Geisler, 1970; Orlanski & Polinsky, 1983). To rapidly outline the proposed develop-
ments, it is recalled that wind‐driven currents, generated by a TC wind stress field, are localized in the
mixed layer (ML). In the open ocean, the ML depth, h, is typically much smaller than the depth, H, of
the quiet interior layer, h < < H. The ML layer is highly turbulent. The interior layer is not. Consequently,
the TC‐induced deepening of the ML shall lead to marked discontinuities in density and current velocity
profile at the base of the ML, separating the highly turbulent upper ocean from the nonturbulent interior
layer (Price, 1981). Caused by the vorticity of the TC surface wind stress, wind‐driven currents in the ML
are divergent, further leading to lift the interior layer, triggering inertia‐gravity internal waves and
associated baroclinic wake (e.g., Gill, 1982; Ginis, 2002). A barotropic response of the ocean to the wind
stress vorticity action is also expected. Ginis and Sutyrin (1995) argued that barotropic and baroclinic
modes do not interact and can thus independently be considered. Finally, feedbacks between ML and
baroclinic motions can also encompass the impact of the thermocline upwelling on the ML cooling.
Indeed, both numerical simulations and experimental observations (Yablonsky & Ginis, 2009) provide
solid evidences about the key role of TC‐induced upwelling to control the ML cooling, especially for
slowly translating TCs.

The paper is organized as the following. In section 6 we introduce the governing equations for the
upper ML (sections 6.1 and 2.2) and the interior layer (section 6.3). Simplification of the governing
equations and analytical solutions describing baroclinic and barotropic responses to moving TC, and
the SST anomalies is given in section 3. Section 4 presents some results of model simulations, demon-
strating general properties of the model. Model simulations are applied to compare with satellite
observations of the SST and the surface height anomalies, reported in the companion paper, and are
presented in section 5. Conclusion section outlines suggested model and discusses its
possible applications.

2. Governing Equations

Considering an integrated description, within the upper highly turbulent ML of depth h, the density, ρm,
temperature, θm, salinity, sm, and current velocity, u, are constant. Below the ML, the interior is nonturbu-
lent and continuously stratified, ρ = ρ(z). The ML being highly turbulent, sharp density/temperature jumps
must develop, with associated current velocity changes at its base, to express a marked separation from the
nonturbulent interior layer.

In coordinate system traveling with the moving TC, stationary solutions are further considered. The TC
moves opposite to x1 direction with translation velocity −V (V is positive value), and the TC eye coin-
cides with (x1, x2)‐coordinate origin. As such, partial time derivatives in all equations below are
equivalent to
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∂=∂t ¼ V∂=∂x1

2.1. Upper Mixed Layer

Integrated over the ML depth, h, momentum and heat conservation equations read

h ∂uα=∂t þ uβ∂uα=∂xβ þ εαβfuβ
� �

¼ −gh∂ζ s=∂xα þ τsα−τ
−hþ0
α (1)

h ∂θm=∂t þ uβ∂θm=∂xβ
� � ¼ −qs þ q−hþ0 (2)

where α,β= 1,2 are the indexes, ζs is the ocean surface displacement, f is the Coriolis parameter, τsα and qs are
the surface wind stress (scaled by water density) and kinematic heat fluxes, respectively, τ−hþ0

α and q−h+0 are
the turbulent stress and heat flux at the ML base, εαβ is the unit antisymmetric tensor (εαβ = 0 if α = β and
ε12 = − 1,ε21 = 1), and x3 axis is directed upward. The water density is defined by a known sea state law
in the form ρ = ρ0(1+αθ+βs), where α and β are thermal and haline expansion coefficients. As heat and salt
balance equations are very similar, we solely consider the heat conservation equation, a corresponding equa-
tion for salinity being derived by replacing θ by s and surface heat flux by overall resultant flux of the fresh
water mass (precipitation minus evaporation). Turbulent stress and heat flux at the ML bottom, x3 = − h+0,
are defined as

τ−hþ0
α ¼ uαwe

q−hþ0 ¼ −Δθwe

(3)

where Δθ = θm − θ−h − 0 is the sharp temperature change at the ML base, θ−h − 0 is the ocean temperature
θ(x3) below the ML at x3 = − h − 0, and we is the entrainment velocity defined as

we ¼ ∂h=∂t þ ∂Mw
β =∂xβ (4)

where ∂Mw
β =∂xβ stands for the divergence of the total wind‐driven transport,Mw

β ¼ huβ. Definition 4 applies
as long as the ML is deepening/developing, that is, when ∂h=∂t þ ∂Mw

β =∂xβ>0. In all other cases, we = 0.
Solely considering the linearized problem, use of equation (4) leads to the following momentum and heat
balance equations:

∂Mw
α=∂t þ εαβfMw

β ¼ −gh∂ζ s=∂xα þ τsα (5)

∂θm=∂t ¼ −1=2Γwe−qs=h (6)

where

Γ ¼ 2=h2
� �

∫
h

0zΓdz (7)

stands for the background (prestorm) temperature gradient averaged over the ML depth.

2.2. ML Depth

A review and developments of ML depth models can be found in Niiler (1975) and Zilitinkevich et al. (1979).
Here we follow the assumption that ML deepens as to maintain a bulk Richardson number constant, that is,
a critical Ric assumption. Considering the ML thickness, h, and sharp changes of buoyancy, Δρ, and current
velocity, |Δu|, at the ML base, the critical, Ric is defined as

Ric ¼ g −Δρ=ρ0ð Þh
Δuj j2 (8)

Parametrization 8 had been widely used as to define the closure scheme for subgrid processes in numerical
models simulating ocean response to TC passage, starting from the pioneering work by Price (1981) and
further refined in Price et al. (1986). A sharp buoyancy jump at the ML base, gΔρ/ρ0 = g(αΔθ+βΔs), follows
from the heat and salt balances within the ML. Ignoring effects of heat and salt surface fluxes, it comes
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g Δρ=ρ0ð Þ ¼ −
1
2
hN2 (9)

where N2 is the background (prestorm) Brunt‐Väisälä frequency, N2, averaged over the ML depth:

N2 ¼ 2=h2
� �

∫
0

−hzN
2dz (10)

Velocity sharp change, |Δu| in 8, is associated to wind‐driven velocities, u, in the ML. Considering the mag-
nitude of the volume wind‐driven transport, |M| = h|u|, the following relationship for the ML depth can
be derived:

h4 ¼ 2Ric
Mj j2
N2

(11)

Scaling |M| as Mj j∝u210=f , a classical relation for the ML depth in the stratified ocean is recovered, h∝u10=ffiffiffiffiffiffi
fN

p
, (Pollard et al., 1972). For TC applications, the volume transport in equation (11) can be considered

as a pure wind‐driven transport, defined as solution of momentum balance equation (5) written in the rigid
lid approximation:

M x1; x2ð Þ ¼ f −1∫
x1
x01
τs x1; x2ð Þ exp −ik0 x1−x

′

1

� �� �
d k0x

′

1

� �
(12)

where M = M1+iM2 is the complex volume wind‐driven transport, k0 = f/V is the wave number of inertial
oscillations, with boundary x01; x2

� �
far ahead of the TC eye, where wind‐driven currents induced by TC van-

ish, M = 0.

2.3. Interior Layer

To treat the interior layer and its coupling withML, we follow the model suggested by Orlanski and Polinsky
(1983; see their section 2 for the details). The governing equation to describe the interior layer dynamics,
x3 < − h, is the equation for vertical velocity, w. In the Fourier space, it reads

Ω2−f 2
� �bw′′−k2 Ω2−N2

� �bw ¼ 0 (13)

where hat over any quantity denotes Fourier transform, Ω = k1V is the frequency, kα is the wave number
components, and, k ¼ k21 þ k22

� �1=2
, double prime indicates second derivative over the depth. This equation

must be coupled with vertical velocity in the ML. Transforming the momentum balance (5), the coupling
reads

Ω2−f 2
� � bws−bwhð Þ−ghk2bws ¼ bF (14)

where subscripts “s” and “h” for bw denote vertical velocity at the surface and at the ML base, respectively,
and F is the wind stress forcing term

F ¼ f ⋅Rot τð Þ−V∂=∂x1 Div τð Þ½ � (15)

combining vorticity, Rot(τ), and divergence, Div(τ), of surface wind stress field. Among these terms, only the
vorticity term is capable to produce a steady state response in the ocean (Orlanski & Polinsky, 1983).
Hereinafter, the second term in (15) is therefore ignored, and Fsolely governed by the wind stress vorticity.
Note that wh in equation (14) equals the divergence of the volume transport,wh ¼ ∂Mw

β =∂xβ, and defines the
entrainment velocity (4).

At x3 = − h equations (13) and (14) are coupled through the kinematic, bwjx3¼−h ¼ bwh , and the dynamic,

Ω2−f 2
� �bw′		x3¼−h ¼ gk2 bws þ Δρ=ρð Þbwh½ � , boundary conditions, where prime indicates derivative over the

depth. At the bottom, x3 = − H, solutions must satisfy the boundary condition bwjx3¼−H ¼ 0.
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3. Simplification of Governing Equations

Considering open ocean conditions, the ML depth is O(10–100 m), small compared to both the ocean depth
and the pycnocline depth, D, O(1,000 m). Developing ML preserves mass, and the density jump at the ML
base is also small, O(h/D), compared to the total density difference over the pycnocline. Consequently, the
ML somehow appears as a small perturbation of the vertical ocean stratification, localized in a thin layer
beneath the ocean surface. This significantly simplifies the problem in the following way.

As a first iteration, we can indeed decouple the interior layer dynamic from the ML. A baroclinic
response can be readily estimated using the prestorm stratification condition, that is, without accounting
for the small perturbations caused by the ML development and associated pycnocline erosion. At
variance, the ML, and first of all its temperature, is strongly coupled with the interior layer through
the entrainment velocity (4) affected by the upwelling velocity below the ML base. Thus, once the
vertical velocity in the interior layer is determined, the system of ML heat balance equations, (6), (7),
(4), and (11), is closed.

3.1. Baroclinic Response
3.1.1. Three‐Layer Approximation of Interior Layer
To derive a practical analytical solution describing the baroclinic response, the vertical stratification in the
interior layer is approximated by a three‐layer model with constant N in each of the layers: the seasonal,
x3 > − d, and the main, −D < x3 < − d, pycnoclines with N1 and N2, respectively, and abyssal, x3 < − D,
with N3 = 0 (see Figure 9 in Kudryavtsev et al., companion paper). As tested, a three‐layer approximation
well fits general properties of the ocean vertical stratification, at least with a sufficient accuracy to ade-
quately estimate TC‐baroclinic responses. In addition, we assume that seasonal and main thermocline
Brunt‐Väisälä frequencies are much larger than the Coriolis parameter, (N1,N2) > > f. As TC‐baroclinic
responses are represented by near‐inertial internal waves with Ω ≈ f, it also implies Ω < < (N1,N2).
3.1.2. Solutions
Solution of equation (13) for a three‐layer approximation of the interior layer stratification, coupled with ver-
tical velocity in the ML, equation (14), through boundary conditions, is detailed in equations (A.1) to (A.3).
For typical ocean conditions, theML depth is O(10–100m), and Brunt‐Väisälä frequency in the seasonal pyc-
nocline,N1, is aboutN1∝ 10−21/s or less. In this case, parameterN1h/C, where C is the phase velocity of long
surface waves (C is about 2 to 3 m/s), is small, N1h/c = 3 × (10−2 to 10−1). Solutions A.1 to A.3 with accuracy
to small parameter 1/2(N1h/c)

2 < < 1 can be simplified to relations (A.6)–(A.7), not explicitly dependent on
the ML parameters. This fact suggests that while entirely driven by divergence of wind currents in the ML,
the vertical structure of baroclinic motions is not strongly affected by small perturbations of the ocean stra-
tification associated with the ML. Accordingly, the baroclinic response can effectively be calculated using
prestorm stratification conditions.

The vertical velocity of baroclinic motions of the n mode in the seasonal and the main pycnocline can be
written as (see section b in Appendix for details)

wn x; zð Þ ¼ a1nWn xð Þ sin N1x3=Cn½ �; at−d<x3<0

a2nWn xð Þ sin N2 Dþ x3ð Þ=Cn þ φn½ �; at−D<x3<−d



(16)

and in the abyssal, −H < x3 < − D, it linearly varies with depth, as

wn x; zð Þ ¼ wn x;Dð Þ H þ x3ð Þ= H−Dð Þ (17)

In these relations, subscript “n” for any quantity indicates the mode number, Cn is the phase velocity of long
internal waves of the n mode defined from the dispersion relationship:

sin
N1d
Cn

þ N2 D−dð Þ
Cn

þ φn

� �
−

N1−N2

N1 þ N2
sin

N1d
Cn

−
N2 D−dð Þ

Cn
−φn

� �
¼ 0 (18)

with sinφn ¼ N2 H−Dð Þ=Cn½ �=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ N2 H−Dð Þ=Cn½ �2

q
(for the deep ocean φ = π/2), a1n and a2n are dimen-

sionless vertical velocity amplitudes defined by A.13, and Wn(x) is a function defining 2D field of vertical
velocity for n mode:
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Wn x1; x2ð Þ ¼ 1

4π2C2
n

∬
bF k1; k2ð Þ

V2=C2
n−1

� �
k21−k

2
2−κ2

eikβxβdk1dk2 (19)

where κ = f/Cn is the inverse baroclinic radius of deformation. If the TC‐translation velocity is large enough
to satisfy V > Cn, relation (19) exhibits a singularity around a resonant curve in the wave number space: k21
V2=C2

n−1
� �

−k22−κ
2 ¼ 0.

An analytical solution for this case is given by Geisler (1970, his equation (30)). For our purpose, a slightly
different form of the solution is suggested to be numerically estimated using fast Fourier transform. This
solution reads (see section b in Appendix for details):

Wn x1; x2ð Þ ¼ 1

2π V2−C2
n

� � ∫x−∞dx
0
1∫

∞
−∞
bF x

0
1; k2

� � sin k01 x1−x
0
1

� �� �
k01

eik2x2dk2 (20)

where bF x
0
1; k2

� �
is the k2 Fourier transform of wind stress source for a given x

0
1, and k01 is the resonant wave

number defined by A.17. For slow TC, V < Cn, relationship (19) does not possess any singularity, and the
vertical velocity is found directly as Fourier transform.

Solution 20 for fast TC, V > Cn, and solution 19 for slow TC, V < Cn, together with 16 to 18 provide a full
description of the TC‐baroclinic vertical motions. Given vertical velocities, displacements of the water
masses at a given depth, ζ(x, x3), are then straightforwardly determined as the integral of vertical velocity
over the horizontal space:

ζn x; x3ð Þ ¼ V−1∫
x1
−∞wn x; x3ð Þdx1 (21)

Correspondingly, total displacement is to be found as superposition of the different modes.

3.2. Surface Height Anomalies Induced by TC

Ginis and Sutyrin (1995) argued that barotropic and baroclinic modes do not interact and can thus indepen-
dently be considered. The TC‐induced total sea surface height (SSH) anomalies, ζs, thus writes as a sum of

baroclinic, ζ bcs , and barotropic, ζ bts , components: ζ s ¼ ζ bcs þ ζ bts . To second order of the small parameter
N1h/Cn, the surface vertical velocity associated to the nmode of the baroclinic motions follows from bound-
ary conditions and reads as

wbc
sn xð Þ ¼ C2

n=g
� �

w
0
n

		
x3¼0 ¼ a1n N1Cn=gð ÞWn xð Þ (22)

The corresponding SSH anomalies, ζs, follow from 21 with 22.

The barotropic component of the surface vertical velocity is taken into account in the governing equa-
tions (13) and (14). The barotropic mode is not sensitive to the ocean stratification, attenuates linearly with

the depth, and the maximum of vertical velocity occurs at the surface. Evaluating w
0
h, as bw0

h ¼ bwh= H−hð Þ,
expressing then bwh via bws, and substituting it to (14), we arrive at equation

bwbt
s V2=C2

b−1
� �

k21−k
2
2−f

2=C2
b

� � ¼ bF=C2
b (23)

which is similar to A.14, except that Cb corresponds to the phase velocity of long surface waves: C2
b ¼ gH .

Since Cb > > V, barotropic vertical velocity can be directly found from 23 as inverse Fourier transform:

wbt
s x1; x2ð Þ ¼ −1= 4π2gH

� �
∬bF= k2 þ κ2bt

� �
eikβxβdk1dk2 (24)

where we ignored V, very small compared to Cb, and κbt = f/Cb is the inverse barotropic radius of deforma-
tion. Correspondingly, the SSH anomalies caused by the barotropic mode can be calculated using 21 with 24.

3.3. Heat Balance in the Upper Mixed Layer

As considered, the three‐layer model has been introduced to derive tractable analytical solutions for the bar-
oclinic motions. Deviations of the real stratification from a three‐layer approximation should not
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quantitatively impact the main characteristics of the baroclinic modes. At
variance, the ML heat balance, equation (6), and its depth, equation (11),
drastically depend on the stratification in the upper ocean. Thus, to simu-
late the ML and the SST wake, realistic ocean stratification must be con-
sidered. As discussed in section 6.2, the ML evolves so that

Ri ¼ 1=2ð Þh4N2=M2
m (25)

keeps a critical value, Ri = Ricr, see equation (11). This may only be valid
for deepening and/or stationary conditions. The ML deepening is an irre-
versible process. Therefore, the ML depth must not decrease when the
total wind‐driven transport/stratification is locally reduced/enhanced.
For such conditions, the ML depth either keeps a constant value or undu-
lates following vertical movements: ∂h/∂t= − wh. Following such reason-
ing, the entrainment velocity at the base of the ML is defined as

we ¼
V∂h=∂x1 þ wh; if Ri ¼ Ricr

0; if Ri>Ricr



(26)

During the forced stage cooling/warming of the ML due to the surface heat fluxes plays a secondary role
(Price et al., 1994); therefore, term qs/h in 6 can be ignored. Surface heating of the TC cold wake acts on time
scale of order few days. Equation (6) thus simplifies to

∂θm x1; x2ð Þ=∂x1 ¼ −1=2Γwe=V (27)

or in terms of the SST anomalies, δθs:

δθs x1; x2ð Þ ¼ −1=2V−1∫
x1
x10
Γwedx

0
1 (28)

This relation together with 26, 7, 11 and vertical velocity 16 taken at the base of the ML completes the
ML description.

Flow diagram, Figure 1, demonstrates links between different components of the model.

4. Model Results

To specify the wind forcing, the radial wind speed profile can follow the form suggested by Holland (1980), as

u rð Þ ¼ u2m þ umrf
� � Rm

r


 �B

exp −
Rm

r


 �B

þ 1

 !
þ rf

2


 �2
" #1=2

−
rf
2

(29)

where um is the maximumwind speed at 10‐m level, Rm is the radius of maximumwind speed, and B defines
the shape of the wind field with increasing radial distance r.

Below we present some results, considering the following parameters, typical of ocean environmental con-
ditions: N1 = 1.36 × 10−21/s, N2 = 3.9 × 10−3 1/s, d = 200 m, D = 1,000 m, and H = 5,000 m. Wind speed is
specified by 29, and it is assumed that wind velocity spirals toward the TC eye, with a constant inflow angle
of 25° (Shea & Gray, 1973), and Rm = 50 km, um = 50 m/s, and B = 1.5. The wind stress acting to the ocean
surface is

τsα ¼ ρa=ρwð ÞCduuα (30)

where Cd is drag coefficient, u is wind speed at reference level (e.g., 10 m), and uα is wind velocity compo-
nent. Parameterization of the drag coefficient at high wind speeds is still a matter of debate. As generally
recognized, the relation for Cd, valid for moderate winds, must not be extrapolated to hurricane‐force wind
conditions. Scanty amount of observations demonstrates that Cd levels off and/or falls at wind speeds above

Figure 1. Flow diagram of the model.
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30 m/s (e.g., Powell et al., 2003; also see Figure 14 in the companion paper). For our demonstration purpose,
the surface drag coefficient and wind stress parametrizations follow those suggested in Kudryavtsev et al.
(companion paper).

4.1. Baroclinic and Barotropic Responses

Phase velocities of long IW, using dispersion relation (18) and vertical structure for the first five modes, are
shown in Figure 2. The low limit of the depth axis in Figure 2b corresponds to the depth of themain pycnocline
base, x3 = − D; hence, vertical velocity of each of the modes at x3 < − D attenuates linearly to meet boundary
condition w = 0 at x3 = − H. Figure 2c illustrates the redistribution of the (conventional) energy

E nð Þ ¼ ∫
0

−DN
2ζ 2ndx3 (31)

of the baroclinic motions, between the different modes triggered by a moving TC; ζn in 31 is the pycnocline
displacement for each mode defined by 21. From Figure 2c, most part of the energy of baroclinic motions is
contained in the two first baroclinic modes. Similar results (not shown) are generally found for other TC
parameters and ocean stratification conditions. Therefore, we only consider the baroclinic response as the
composition of these two lowest baroclinic modes.

Figure 3 illustrates the 2D fields of vertical velocities, equation (19), generated by TC, either fast (V = 5 m/s)
relative to both IWmodes, V/C1 = 1.84 and V/C2 = 3.56, or slow (V= 2m/s) relative to the first mode, V/C1 =
0.74, but fast relative to the second one, V/C2 = 1.42. If the TC is fast, it generates wake of near‐inertial IWs

(Geisler, 1970). The wave number of these waves is about k0 ¼ f =Cnð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2=C2

n−1
q

, due to their

dispersive nature, and the amplitude of the vertical velocity attenuates with the distance from the
TC eye (along the central line, x2 = 0) as ∝(k0x1)

−1/2. In the wake, IWs populate a wedge with

half‐angle, β, equal to tanβ ¼ V2=C2
n−1

� �−1=2
. Thus, the faster is the TC, the longer is the IW length and

narrower will be the wedge filled by these IWs. If a TC is slow relative to the first mode, V/C1 < 1, it does not
generate IWwake behind, but it causes a localized upwelling, spatially confined to the area of the surface stress
vorticity action, Figure 3c.

Baroclinic and barotropic components of the SSH anomalies are shown in Figure 4. For a fast TC, baroclinic
SSH anomalies are formed by the IW wake, with a dominant contribution of the first mode. Barotropic SSH
anomaly has a shape of the surface trough, with a depthmuch smaller than the baroclinic SSH anomaly con-
tribution. This derives from considering deep ocean conditions. For shallow ocean conditions, relations
between magnitudes of the barotropic and the baroclinic SSH anomalies could very well be opposite. For
slow TC, with C2 < V < C1, baroclinic SSH anomaly is a composition of the surface trough caused by a non-
resonant upwelling contribution from the first mode overlapped with high‐frequency IW oscillations. Similar
to fast TC, barotropic SSH anomalies for slow TC are significantly smaller than the baroclinic ones. The total

Figure 2. (a) Dispersion relation (18) for the five first modes; (b) profiles of vertical velocity for the five first modes: thick solid, dashed, and dotted lines, and thin
solid and dashed lines, respectively; (c) redistribution of energy (conventional units) between baroclinic modes generated by TC traveling with translation
velocities: (solid) V = 10 m/s, (dashed) V = 5 m/s, and (dotted) V = 2.5 m/s. TC = tropical cyclone.
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SSH anomalies (sum of baroclinic and barotropic components) are shown in Figures 5a and 5b. Comparing
magnitudes of SSH anomalies induced by fast and slow TC, one may find that the SSH anomalies are more
marked for a slow TC.

Once the SSH anomalies are found, the sea surface current field can be determined through solution of the
integral momentum balance equation for the ML, equation (5), with prescribedmomentum source—sum of
the surface wind stress and the pressure gradient. Solution of this equation is straightforward and has the
form similar to equation (12), where, however, the wind stress under the integral must be replaced by
momentum source (equal to the right side of equation (5)). Then, with known ML depth, the surface cur-
rents, uβ, read uβ ¼ Mw

β =h. Fields of the surface current for fast and slow TCs are shown in Figures 5c and

5d correspondingly. These fields are composed of superposition of the wind‐driven currents and currents
induced by the baroclinic and the barotropic motions.

The model SSH anomalies, scaled by u2m=g, as a function of dimensionless parameter RmN1/V characterizing
the properties of the TC and the upper ocean stratification, are shown in Figure 6. An empirical relation
ghs=u

2
m ¼ 6:9×10−6 RmN1=Vð Þ suggested from satellite SSH measurements (see Figure 14 in Kudryavtsev

et al., companion paper) is also shown. As found, the model is consistent with reported observations. Yet the
model seems to indicate that dimensionless SSH anomalies are not fully self‐similar on parameter RmN1/V.

4.2. SST Wake

Figure 7 evidences the impact of the baroclinic wake on the 3D field of the ocean temperature, for a fast TC
with V= 5m/s, Rossby number V/fRm= 2 and V > C1 = 2.7 m/s, and a slow TC with V= 2m/s, Rossby num-
ber less than 1, V/frm= 0.8, and C1 > V > C2 = 1.4 m/s.

In both cases, the SST wake has a remarkable bias to the right side of the TC track, stronger for the faster TC
condition. This can be attributed to resonant couplings between the rotation of surface winds and clockwise
inertial currents, accelerated (respectively decelerated) on the right side (respectively left side). ML stirring
and entrainment from below the thermocline are thus amplified (Huang & Oey, 2015; Price, 1981;
Skyllingstad et al., 2000).

Figure 3. Two‐dimensional field of vertical velocity described by 19 for (a, c) the first and (b, d) the second baroclinic
modes generated by TC traveling with translation velocity (a, b) V = 5m/s and (c, d) V = 2 m/s. Color bar in each of the
plots indicates velocity in meter per second. TC = tropical cyclone.
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Vertical transects, along the TC track, reveal two stages of the SST wake development: a forced stage (x1/
Rm < 5 for fast TC and x1/Rm < 2 for slow TC in Figures 7c and 7d correspondingly), characterizing deepen-
ing of the ML and its cooling due to heat fluxes caused by both the thermocline erosion (first term in equa-
tion (26), upper line) and upwelling (second term in equation (26), upper line), followed by a relaxation stage
at larger x1/Rm values. At this stage, turbulent mixing at the ML base ceases, Ri > Ricr. ML evolves keeping
constant temperature, as surface heat fluxes are not taken into account, and its lower boundary undulates
following quasi‐inertial IW oscillations, equation (26)—lower line.

Vertical transects, across the TC track, Figures 7e and 7f, are related to the forced stage of the ocean response.
The ML depth is controlled by the magnitude of the wind‐driven transport, with a clear bias to the right of
the track. The upwelling effect lifts up isotherms to impale the ML boundary, enhancing cooling of the
upper layer.

Model SST anomalies, with and without accounting for the upwelling impact, scaled by 〈δθm〉 = 2Γum/
(fN1)

1/2 are shown in Figure 8, as a function of the TC‐Rossby number. As expected, taking into account
upwelling remarkably impacts the SST anomalies, especially for low translation velocities. Effect of the
upwelling on SST anomalies is also illustrated in Figure 18a below. The scaled SST anomalies are not self‐
similar on the TC Rossby number Ro ≡ V/(fRm), that is, model curves do not converge for different winds.
Similar conclusions could be drawn from varying the radius of maximal wind speed, the shape parameter,
and parameters related to the ocean stratification. Strictly, the model results do not fully support a self‐
similarity of the dimensionless anomalies on TC Rossby number, as initially suggested from the analysis
of observations (Kudryavtsev et al., companion paper).

To first order, the empirical parametrization for the scaled SST anomalies (thick gray line in the right plot of
Figure 8) does not perfectly compare with initial model simulations. Indeed, initial setups consider very idea-
lized stratifications of the upper layer, with a constant temperature gradient up to the ocean surface. More
likely, stratification of the upper top ocean shall be different, with rather uniform vertical temperature pro-
files, see, for example, Figure 9 from (Kudryavtsev et al., companion paper). As derived, equation (28) with 7,

Figure 4. (a, b) Baroclinic and (c, d) barotropic components of the sea surface height anomalies generated by TC traveling
with translation velocity (a, c) V = 5 m/s and (b, d) V = 2 m/s. Color bar in each of the plots indicates SSH anomalies in
meter. SSH = sea surface height.
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SST anomalies are very sensitive to this vertical distribution of the
temperature. To illustrate this property, the prestorm stratification can
be assumed as a composition of a constant temperature subsurface
layer, with thickness, h0, much smaller than the depth of seasonal
thermocline, h0 < < d, superposed over a lower layer with constant
temperature gradient. The averaged temperature gradient 7, defining an

SST anomaly via 28, is then reduced by factor 1−h20=h
2� �

. As the

sensitivity for the ML depth, h, to the temperature gradient is much
weaker, power one fourth of the gradient, see equation (11), the SST
anomalies in presence of an upper uniform layer can be simply
estimated by multiplying the reference SST anomalies (for constant

temperature gradient) by the factor 1−h20=h
2� �
. As obtained, Figure 8c,

taking into account this uniform upper layer effect, largely widens the
range of model estimates to encompass the empirical relation.

5. Simulations of Observations

In this section, simulations are performed to compare with satellite obser-
vations, SST, and SSH anomalies, reported in Kudryavtsev et al.
(companion paper).

5.1. Input Parameters

The best‐track (BT) data describing key TC characteristics, that is, maxi-
mum wind speed and its radius, radii of given wind speed and translation
velocity (derived from TC 6‐hr position) for three TC were reported (Reul
et al., 2017). To perform the model simulations, these input characteristics

Figure 6. Dependence of dimensionless model SHH anomalies ghs=u
2
m on

parameter RmN1/V for different maximal wind speed: (dashed) 30, (solid)
50, and (dotted) 70 m/s. Thick gray line is empirical relation ghs=u

2
m ¼ 6:9×

10−6 RmN1=Vð Þ suggested by Kudryavtsev et al. (companion paper). TC
parameters: Rm = 50 km, 1 m/s < V < 15 m/s. SSH = sea surface height;
TC = tropical cyclone.

Figure 5. (a, b) The total (sum of baroclinic and barotropic components) sea surface height anomalies and (c, d) surface
currents generated by TC traveling with translation velocity (a, c) V = 5m/s and (b, d) V = 2 m/s. Color bar in each of
the plots indicates SSH anomalies in meter and surface current speed in meter per second correspondingly. Arrows
indicate direction of the current velocity.
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are averaged over a 1‐day sliding window, Figure 9. The BT radial wind speed distributions were then fitted
to the model wind speed 29. The maximumwind speed, um, is fixed, and the two other model parameters are
adjusted, Rm and B (see Figure 9), by minimizing the difference between the wind model and the radial
velocity distribution averaged over TC sectors. Two examples of this procedure, demonstrating good
agreement for the corresponding radial distributions of wind stress and its vorticity, are shown in
Figure 10.

To specify the ocean stratification along the TC tracks, the WORLD OCEAN ATLAS 2013 version 2 (https://
www.nodc.noaa.gov/OC5/woa13/) is used. As a comparative ground‐truth data set, ISAS‐15 gridded
monthly fields of temperature and salinity based on ARGO profilers is also employed (Kolodziejczyk
et al., 2017). For the evolution of the ML depth and SST anomalies, simulations are performed using real

Figure 7. SST wake generated by (a, c, e) fast and (b, d, f) slow TC with translation velocity V = 5 and V = 2 m/s
correspondingly. (a, b) SST fields (view from the top), (c, d) x1 − x3 transects at x2 = 0, and (e, f) x2 − x3 transects at x1
indicated in the corresponding upper plots. SST = sea surface temperature.
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Figure 8. Normalized SST anomalies, bδθm ¼ 2 δθm=Γð Þ fN1ð Þ1=2=um, as a function of TC Rossby number, V/fRm, at different maximum wind speeds: (dashed) 30,
(solid) 50, and (dotted) 70 m/s. Plots (a) and (b) show simulations when impact of upwelling on SST wake is either taken or not taken into account. Plot (c) illus-
trates the impact of a prestorm upper layer of uniform temperature with thickness 0 (thick lines), 20, 40, and 60 m (thin lines of the same style from down to
top, respectively) on the SST anomalies at (dashed lines) 30 and (solid lines) 50 m/s. In these calculations Rm = 50 km, f = 5 × 10−5 1/s. Thick gray line in the right
plot shows parametrization of the SST anomalies suggested from observations (Kudryavtsev et al., companion paper). SST = sea surface temperature; TC = tropical
cyclone.

Figure 9. Parameters of TC wind field derived from BT data averaged over 1 day used in the model simulations: (a)
maximum wind speed; (b) radius of max wind speed; (c) shape parameter B in model (3.16), and (d) translation velocity.
Lines style: (dashed) Jimena, (dotted) Ignacio, and (solid) Kilo. BT = best‐track; TC = tropical cyclone.
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stratification. For the baroclinic responses, analytical solutions are considered, as described in section 3.1,
with a three‐layer approximation of the vertical stratification.

5.2. SSH Anomalies

Some examples for the SSH anomalies, for slow, V < C1, and fast, V > C1, situations are shown in Figures 11
and 12. A slow TC does not generate wave‐wake, except for the case shown in Figure 11f where the wave‐
wake results from the weak second mode. Accordingly, simulated SSH anomalies are shaped as a surface

Figure 10. (a) Wind model (3.16) fitted to BT radial distribution of wind speed data shown by open circles. (b) Radial distribution of the surface wind stress
corresponding to the wind speed profile shown in left plot. (c) Corresponding vorticity of the wind stress. BT = best‐track.

Figure 11. Cases of slow TCs. (a, b, c) Observed (blue) and simulated (red) SSH anomalies along altimeter tracks for TC Jimena (a and c) and Kilo (b). (d, e, f)
Corresponding model fields of the SSH anomalies with location of altimeter tracks (shown by black line), color bars indicate SSH anomalies in meter.
Parameters of the TCs (from left to right): V= 1.9, um= 46m/s, Rm= 46 km, B= 1.6; V= 1.6 m/s, um= 41m/s, Rm= 48 km, B= 1.5; V= 3m/s, um= 49m/s, Rm=
44 km, B = 1.6. SSH = sea surface height; TC = tropical cyclone.
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trench, mostly generated by baroclinic modes, with a weak contribution
from the barotropic mode (see also Figure 4). At variance, a fast TC gen-
erates a spectrum of IW modes, and SSH anomalies combine ocean sur-
face undulations with dominant contribution of the two first modes,
Figures 12d to 12f. Simulated transects of the SSH anomalies display
marked oscillations with main troughs around the TC track. For both
slow and fast situations, model estimates are consistent with observations:
the slower the TC, the deeper the SSH anomalies. Overall results are sum-
marized in Figure 13. Given its simplicity, the model results remarkably
reproduce observations, with a slight overall underestimation (about 5
cm). It should also be noticed that some remarkable differences between
simulations and observations (as, e.g., in Figure 11a) result from the fact
that SSH anomalies not only reflect immediate changes in the wind for-
cing but also anomalies associated with earlier forcing events, as well as
mesoscale eddy activity. As such SSHmeasurements may appear contami-
nated by the SSH anomalies left by other TC traveled in this area before, as
well as probably some other anomalies related to the mesoscale
ocean dynamics.

5.3. SST Anomalies

SST wakes, developing behind TCs, are shown in Figure 14. Compared to
observations, predicted SST wakes are generally narrower. Such a

Figure 12. Cases of fast TC. (a, b, c) Observed (blue) and simulated (red) SSH anomalies along altimeters tracks for TC Jimena. (d, e, f) Corresponding model
fields of the SSH anomalies with location of altimeter tracks (shown by black line), color bars indicate SSH anomalies in meter. Parameters of the TC Jimena (from
left to right): V = 4.3 m/s, um = 65 m/s, Rm = 19 km, B = 1.6; V = 7.3 m/s, um = 66 m/s, Rm = 28 km, B = 1.7; V = 6.6 m/s, um = 6.2 m/s, Rm = 28 km, B = 1.7.
SSH = sea surface height; TC = tropical cyclone.

Figure 13. Scatterplot model versus observations. Color indicates wind
speed, dashed line is one‐to‐one relation, red dot is mean value, and
vertical bars are the std of the data in direction of each of the axis. SSH = sea
surface height.
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discrepancy may result from a too idealized wind field description and from the broadening induced by the
resolution of the satellite observations.

The role of advective transport of the SST anomalies, in the TC cross‐track direction, can also be considered.
The magnitude of TC‐induced currents is typically much smaller than the TC translation velocity (linearized
heat balance; equation (27)), but strong SST cross‐track gradient may be large. To assess this contribution,
equation (27) is thus modified as

∂θm=∂x1 þ u2=Vð Þ∂θm=∂x2 ¼ −1=2Γwe=V (32)

where u2 is the cross‐track component of the surface current velocity in the ML, that is, u2 ¼ Mw
2 =hwithM

w
2

defined by equation (5) (its solution is discussed in the end of section 4.1). Equation (32) rewrites as

Figure 14. Comparisons of (black lines) observed and (red lines) modeled transects of the SST wakes just behind TCs (a, d) Jimena, (b, e) Ignacio, and (c, f) Kilo.
Dash red lines correspond to model 28, solid red lines are model results accounting for the cross‐track advection, equation (33) with 34. SST = sea surface
temperature; TC = tropical cyclone.

Figure 15. Along TCs track evolution of the SST anomalies for TCs (a) Jimena, (b) Ignacio, and (c) Kilo. Line style: (black solid) observed SST anomalies, (dash
solid) minimal values of observed SST anomalies, (red) model simulations for WORLD OCEAN ATLAS stratification, and (blue) for ISAS‐15 stratification data.
SST = sea surface temperature; TCs = tropical cyclones.
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dθm=dx1 ¼ −1=2Γwe=V (33)

where d/dx1 stands for total derivative along characteristics

x2 x1ð Þ ¼ x2 x10ð Þ þ ∫
x1
x10

u2=Vð Þdx1 (34)

Since 33 is similar to 27, the solution 28 for the SST anomalies, δθs, should
now be treated as SST field along a family of characteristics 34. Solution of
equation (33) with 34 is shown in Figure 14. The cross‐track advection
effectively widens the SST wake, with a stronger impact for slower TCs.
This effect improves comparisons between model and observations,
though some discrepancies still remain.

Figure 15 shows simulations of the along track evolution of the observed
SST anomalies for the interior stratification data provided by the WORLD
OCEAN ATLAS 2013 version 2, and, for comparative purposes, estimates
provided by ISAS‐15. Model simulations for both stratification data sets
are in general very similar, justifying that shape of stratification transects
provided by both data sets is similar (see Figure 8 in Kudryavtsev et al.,
companion paper, for ISAS‐15 transects). In general, SST anomalies fol-
lows the main trend and oscillations of observed SST anomalies (both
the mean and the minimal values) caused by changes of variety of the
TCs parameters (wind speed, translation velocity, and radius) and envir-
onment parameters (ocean stratification and Coriolis parameter) in wide
range. For TCs Kilo and Jimena, comparisons are quite remarkable, but

for TC Ignacio, some deviations between the model simulations using ISAS‐15 and observations around
26 August can be noticed. Simulations with stratification evaluated from the World Ocean Atlas attenuate
departures between model and observations. Following ISAS‐15 data, in this particular case, the TC traveled
over an ocean area with the largest values for both the temperature gradients and Brunt‐Väisälä frequencies

Figure 16. Observed SST anomalies versus model simulations for ISAS‐15
stratification data. Dash line indicates one‐to‐one relation. Open circles
indicate mean SST anomalies, and filled circles indicate minimal values of
SST anomalies SST = sea surface temperature.

Figure 17. Along TCs track evolution of (a–c) offset and (d–f) width of the SST anomalies for TCs (a, d) Jimena, (b, e) Ignacio, and (c, f) Kilo. Line style: (black line
with open circles) observations and (red dashed and red solid) model simulations without (equation 28) and with (equation 33 with 34) cross‐track advection by
wind‐driven current, respectively. SST = sea surface temperature; TCs = tropical cyclones.
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in the seasonal pycnocline, see Figures 8 and 10 from Kudryavtsev et al., companion paper. According to the
ISAS‐15 data (see Figure 8 from the companion paper), these regions are also located in the vicinity of the
ocean surface frontal zone. Actual bias of this frontal zone from an observed point may then lead to signifi-
cant deviation of actual stratification from ISAS‐15 data and thus to lower model estimates of the
SST anomaly.

Scatterplot, Figure 16, exhibits quantitative correspondence of the model to observations with rather high
level of correlation, especially for the model correlation with minimum of the SST in the wake.

Model simulations of the TC‐track offsets and widths of the SST anomalies underestimate the observation,
Figure 17. Considering cross‐track advection, solutions 33 with 34, improves the model performances.
However, the cold wake width is still largely underestimated. It may be speculated that more realistic TC
wind fields, with possible marked asymmetries between left and right sectors, could improve
the comparisons.

5.4. Influence of Drag Coefficient Parametrization

Given the proposed model simplicity, we can readily explore the idea that SST and SSH surface expressions,
along with knowledge of the initial conditions, can be used to test and possibly infer the drag coefficient rela-
tionship with wind speed. Already, the suggested parametrization is consistent with reported observations
(Powell et al., 2003) and altimeter‐derived SSH anomalies, see equation (18) and Figure 15 from
Kudryavtsev et al., companion paper. The present model can as well be used to test the sensitivity to drag
coefficient, Cd, alternatively defined as (a) Cd prescribed by the Charnock relation extrapolated to high

winds, Cd1; and (b) Cd saturating at a given threshold value, for example, Cst
d ¼ 2×10−3, that is, Cd2 ¼ min

Cd1;Cst
d

� �
. Results are reported in Figure 18b. As expected, model simulations using different drag coeffi-

cients result in larger SST anomalies, largely overestimating the observations. This is consistent with simu-
lations reported by Sanford et al. (2007).

Similar effects apply to SSH anomalies; two examples for slow and fast TCs are shown in Figure 19. While
more investigations are certainly needed, observations and simulations highlight the potential to combine
both SST and SSH wake signatures to provide necessary information to improve understandings and quan-
tify momentum exchanges at the sea surface under extreme conditions. As presented, the present results
suggest a relative saturation of the surface stress, that is, reduction of the drag coefficient, to bring model esti-
mates in reasonable agreement with observations.

To note, the present model setup can also be used to test impacts of asymmetrical wave fields, that is, asso-
ciated with possible trapping and enhancement of large surface gravity waves in the front‐right storm quad-
rant (Kudryavtsev et al., 2015; Young, 2006). Indeed, wave‐induced mixing, including breaking impacts and

Figure 18. Along‐track evolution of SST anomalies for TC Kilo; observations are shown by black lines with dots. (a) Full
model (red solid) and model without accounting for the upwelling (red dashed). (b) Model simulations with different drag
coefficients: (red solid) suggested Cd, (red dashed) Cd corresponding to the Charnock relation extrapolated to high
winds, (red dash‐dotted), and Cd corresponding to the Charnock relation but saturated at Cd= 2 × 10−3. SST = sea surface
temperature; TC = tropical cyclone.
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the combined action of wave‐induced drift and wind‐induced shear (e.g., Reichl et al., 2016), certainly
contributes to the turbulent kinetic energy (TKE) balance equation. Yet, within the TC core, the expected
ML deepening, equation (11), may largely exceed the depth strongly influenced by wave breaking and
nonbreaking waves that is of the order dw ≈ 1/(3kp), with kp the spectral peak wave number (Babanin &
Haus, 2009; Kudryavtsev et al., 2008). In that case, wave‐induced mixing should not impact the SST
anomalies induced by TC, as recently reported by Stoney et al. (2017). Moreover, the present results
suggest a relative saturation of the surface stress. As such, while existing, local particular influences of
surface waves and asymmetrical wave fields may not be strongly distinguishable.

On the other hand, nonlocal surface wave impacts may well be considered. Indeed, as discussed in para-
graph 4.2, SST anomalies are very sensitive to the vertical distribution of the prestorm temperature.
Fore‐runner waves, traveling with group velocities largely exceeding the TC‐translation velocity, will dis-
turb (a priori) quite upper ocean areas. The prestorm stratification shall then be modified, before the
TC‐core arrival time. This enhanced nonbreaking wave‐induced mixing process is thus nonlocal. The
depth, dw ≈ 1/(3kp), influenced by surface waves (Babanin & Haus, 2009) shall thus be related to TC
characteristics at previous time steps. Such a nonlocal impact can then be suggested to enter the correct-

ing factor 1−h20=h
2� �
, with a thickness, h0 = dw, now more directly related to wave parameters, for

example, peak frequency/wave number (see, e.g., equations (6) and (15) for trapped waves in
Kudryavtsev et al., 2015).

6. Conclusion

In this paper, the previously proposed framework, used to help interpret satellite observations (Kudryavtsev
et al., companion paper), is extended to provide a more complete analytical description of ocean responses to
moving TC. As developed, the proposedmodel helps detail the wind‐driven current field, the upper ML cool-
ing and its evolution, with the associated space‐time variability of the pycnocline caused by TC‐induced bar-
oclinic motions. While more complete, the goal, and main purpose of the present paper, is to best bypass the
computational burden of advanced numerical simulations. Simplified analytical solutions are thus elabo-
rated. As tested, the derived solutions are very fast to compute, and help to assess, on quantitatively correct
levels, the sensitivity of ocean responses to moving TCs, specified by various environmental (wind forcing
and ocean stratification) conditions.

To go beyond classical 1D ML models, the suggested solutions build on previously developed linear models
(Geisler, 1970; Orlanski & Polinsky, 1983) of ocean response to transient events. The final model is then
represented by a set of analytical solutions, describing baroclinic and barotropic responses, and resulting
SST anomalies. The baroclinic response is decoupled from the ML, in that sense that disturbances of the

Figure 19. Examples of (blue lines) observations andmodel simulations of the SSH anomalies for (a) slow and (b) fast TC,
shown before in Figures 11 and 12. Red lines are model simulations with basic drag coefficient, solid and dotted black lines
are model simulations with Cd defined by the Charnock relation extrapolated to high winds and Cd defined by the
Charnock relation but saturated at Cd = 2 × 10−3 correspondingly. SSH = sea surface height; TC = tropical cyclone.

10.1029/2018JC014747Journal of Geophysical Research: Oceans

KUDRYAVTSEV ET AL. 3480



upper ocean stratification caused by the ML development do not strongly impact dynamics of baroclinic
modes. This assumption is accurate to the smallness of the parameter 1/2(N1h/C)

2 utilizing Brunt‐Väisälä
frequency in the seasonal pycnocline, the ML depth, and phase velocity of long internal waves.
Accordingly, the baroclinic response can be estimated for prestorm ocean stratification. Simple analytical
solutions are then derived by fitting the prestorm stratification with a three‐layer description, to take into
account seasonal and main thermocline, and abyssal characteristics. To the contrary, the ML is strongly
coupled with these interior motions, through the TC‐induced upwelling effect that affects the entrainment
velocity 26. The resulting ML temperature is further strongly dependent on the integrated temperature gra-
dient in the upper layer, equation (27) with 7.

Comparisons with observations proved the model capable to reproduce observed shape and magnitudes
of the SSH and SST anomalies on quantitative levels. Supporting Yablonsky and Ginis (2009), the model
simulations provide solid evidences about the key role of TC‐induced upwelling, caused by vertical bar-
oclinic motions, to control the ML cooling, see Figure 18a. This is especially effective for slowly translat-
ing TCs. Cross‐track advection by wind‐driven currents, though small compared with TC translation
velocity, further remarkably contributes to broaden the shape of the SST wake, for example, Figure 17.
These quantitative agreements are obtained for various TC characteristics, ocean stratification conditions,
and Coriolis parameters. It is worthy to note that the proposed model does not possess special/dedicated
tuning constants, besides the critical Richardson number, equation (8). For the simulations, it is here set
as Rcr = 0.6, following previous studies (Price, 1981). Yet, the ML depth (11) solely depends on this cri-
tical Rcr in power one fourth, and changing this tuning parameter shall not impact the
results significantly.

Given the proposed model simplicity, we further test the idea that SST and SSH surface expressions, along
with knowledge of the initial conditions, can be used to test and possibly infer the drag coefficient relation-
ship with wind speed. As presented, the obtained results suggest a relative saturation of the surface stress
under extreme conditions, that is, reduction of the drag coefficient, bringing model estimates in reasonable
agreement with observations. Since a nearly saturated surface stress may occur under high winds, it can be
speculated that peculiarities of the resulting wave field may not particularly impact the upper ocean
response within the TC‐core area. More plausible, outrunning energetic surface waves, related to TC char-
acteristics at previous time steps, may have important nonlocal contributions. As precursors to the forthcom-
ing TC intense forcing, surface waves can destabilize the preexisting upper layer stratification. As such,
surface waves may effectively, but through a so‐called nonlocal effect, contribute to modulate the intensity
and extent of TC‐cooling wakes.

More investigations are certainly needed, but observations and simulations already highlight the potential to
combine both SST and SSH wake signatures. In that context, analysis can certainly already build on the
present‐day altimeter constellation: up to six satellite altimeters are today available. It can further be antici-
pated that next National Aeronautics and Space Administration's Surface Water and Ocean Topography
mission (Fu et al., 2012), with unprecedented 2D altimeter mapping capabilities, promises to greatly improve
the analysis of TC‐induced SSH wake: this shall be highly beneficial to improve our knowledge of the air‐sea
exchanges under extreme conditions.

Finally, given the complexity of isolating the governing physical processes in full‐physics coupled models,
the proposed developments can be introduced as a computational module into an atmospheric numerical
model of TC evolution coupled with the ocean through the resulting surface enthalpy fluxes (e.g.,
Yablonsky et al., 2015). Furthermore, given its effectiveness and low computational burden, the model
can be rapidly evaluated under a wide range of possible initial conditions, to best sample the whole uncer-
tainty space to apply inverse approaches (e.g., Sraj et al., 2013).

Appendix A

A1. Main Equations
Solutions of equation (13) for each layer of the three‐layer stratification description, satisfying dynamic and
kinematic boundary conditions, read
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bw1 x3ð Þ=bwh ¼ cos N1 x3 þ hð Þ=c½ � þ cos Σþ φð Þ−n cos δ−φð Þ
sin Σþ φð Þ−n sin δ−φð Þ sin N1 x3 þ hð Þ=c½ � (A:1)

bw2 x3ð Þ=bwh ¼ 2N1= N1 þ N2ð Þ
sin Σþ φð Þ−n sin δ−φð Þ sin N2 Dþ x3ð Þ=cþ φ½ � (A:2)

bw3 x3ð Þ=bw2 −Dð Þ ¼ H þ x3
H−D

(A:3)

where

bwh ¼ −
bF

Ω2−f 2
1þ N1h=cð Þ cos Σþ φð Þ−n cos δ−φð Þ

sin Σþ φð Þ−n sin δ−φð Þ þ
1
2

N1h=cð Þ2
� �−1

(A:4)

is the vertical velocity at the ML base, c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2−f 2

p
=k is a variable with dimension of a velocity,

n = (N1 − N2)/(N1+N2), and

Σ ¼ N1 d−hð Þ=cþ N2 D−dð Þ=c
δ ¼ N1 d−hð Þ=c−N2 D−dð Þ=c
sinφ ¼ N2 H−Dð Þ=cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ N2 H−Dð Þ=c½ �2
q (A:5)

To derive A.4, gΔρ/ρ is evaluated as gΔρ=ρ ¼ −N2
1h=2.

In the open ocean conditions, typical values of N1 are of order N1 ∝ 10−21/s or less, and the ML depth is of
order h ∝ 10 to 102 m. If c corresponds to the phase velocity of long IWs (which is about c ≈ 3 m/s), then the
magnitude of the parameterN1h/c is in the rangeN1h/c= 3 × (10−2 to 10−1), that is, can be considered small.
To the smallness accuracy of the term 1/2(N1h/c)

2 ≪ 1, relationships A1 and A.2 can be rewritten as

bw1 x3ð Þ=bw0 ¼ cos N1x3=c½ � þ cos Σ0 þ φð Þ−n cos δ0−φð Þ
Δ

sin N1x3=c½ � (A:6)

bw2 x3ð Þ=bw0 ¼ 2N1= N1 þ N2ð Þ
Δ

sin N2 Dþ x3ð Þ=cþ φ½ � (A:7)

where

bw0 ¼ −
bF

Ω2−f 2
(A:8)

and

Σ0 ¼ N1d=cþ N2 D−dð Þ=c
δ0 ¼ N1d=c−N2 D−dð Þ=c
Δ ¼ sin Σ0 þ φð Þ−n sin δ0−φð Þ

(A:9)

These relations do not explicitly depend on either h or gΔρ/ρ, demonstrating that for the considered condi-
tions, the ML does not impact the baroclinic motions in the interior layer.

A2. Solutions

Relations (A.6) and (A.7) display a singularity in the vicinity of Cn, subsequent solution of equation

Δ≡ sin
N1d
Cn

þ N2 D−dð Þ
Cn

þ φ
� �

−
N1−N2

N1 þ N2
sin

N1d
Cn

−
N2 D−dð Þ

Cn
−φ

� �
¼ 0 (A:10)

Solution of this equation defines the phase velocity of IWs, Cn, for the different modes, n, for given para-
meters of the ocean stratification.
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Once equation (A.10) is solved and the phase velocity of IW defined, denominator in A.6 and A.7 can be

expanded to the first order of (Ω − Ω0), that is, around the resonance curve Ω0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ k2C2

n

q
:

Δ Ωð Þ ¼ ∂Δ
∂Cn

∂Cn

∂Ω
Ω−Ω0ð Þ

¼ −
1

2 Ω2−f 2
� � Σ0 cos Σ0 þ φnð Þ−nδ0 cos δ0−φnð Þ½ � Ω2−Ω2

0

� � (A:11)

In this case, expressions (A.6) and (A.7) for the vertical velocity read

wn x; zð Þ ¼ a1nWn xð Þ sin N1x3=Cn½ �; at−d<x3<0

a2nWn xð Þ sin N2 Dþ x3ð Þ=Cn þ φn½ �; at−D<x3<−d



(A:12)

where a1n and a2n are dimensionless vertical velocity amplitudes depending on stratification as

a1n ¼ −
2Cn

Σ0

cos Σ0 þ φnð Þ−n cos δ0−φnð Þ
cos Σ0 þ φð Þ−n δ0=Σ0ð Þ cos δ0−φð Þ
� �

a2n ¼ −
2Cn

Σ0

2N1= N1 þ N2ð Þ
cos Σ0 þ φnð Þ−n δ0=Σ0ð Þ cos δ0−φnð Þ
� � (A:13)

Parameters Σ0and δ0 are given by A.9 with c equal to IW phase velocity, Cn, andWn(x) is a function defining
2D field of vertical velocity for n mode, which in Fourier space reads

cWn k1; k2ð Þ ¼ −
bF k1; k2ð Þ
Ω2−Ω2

0

¼ −
bF k1; k2ð Þ

C2
n

1

k21 V2=C2
n−1

� �
−κ2−k22

" #
(A:14)

where κ= f/Cn is the inverse baroclinic radius of deformation. Expression (A.14) corresponds to the classical
equation for vertical velocity in a two‐layer model with constant density at each of the layer (Geisler, 1970,
his equation (17)). Inverse Fourier transformation of A.14 gives the vertical velocity in physical space that
appeared in A.12

Wn x1; x2ð Þ ¼ −
1

4π2C2
n

∬
bF k1; k2ð Þ

V2=C2
n−1

� �
k21−k

2
2−κ2

exp ikβxβ
� �

dk1dk2 (A:15)

If the translation velocity of TC is fast enough and satisfies the condition V > Cn, then A.15 has a singularity
around the resonant curve in the wave number space

k21 V2=C2
n−1

� �
−k22−κ

2 ¼ 0: (A:16)

Analytical solution for this case is given by Geisler (1970, his equation (30)), which can be adopted. However,
we suggest a slightly different form that can easily be implemented for numerical calculations using fast
Fourier transform.

To simplify A.15, we suppose the main contribution to integral in A.15 to arise in the vicinity of a resonant
curve in the wave number space:

k1 ¼ ±k10

k10 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k22 þ κ2
� �

= V2=C2
n−1

� �q (A:17)

After substitution of k1 = ± k10+Δk1 in A.15 and accounting for

∫ exp iΔk1x1ð Þ=Δk1½ �dΔk1 ¼ iπ (A:18)

we arrive at
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W x1; x2ð Þ ¼ −
i

4π V2−C2
n

� � ∫ bF k01; k2ð Þeik01x1
k01

 !
eik2x2dk2 (A:19)

Using by definition

bF k01; k2ð Þ ¼ ∫bF x1; k2ð Þe−ik01x′1dx′1 (A:20)

and introducing the radiation conditions (Lighthill, 1967), stating in our case (TC moves in direction oppo-
site to the −x axis) that disturbances generated by a point source located at x1 ¼ x

0
1 can exclusively be

observed at x1>x′1, we finally get

W x1; x2ð Þ ¼ 1

2π V2−C2
n

� � ∫x−∞dx′1∫
∞
−∞
bF x′1; k2
� � sin k01 x1−x′1

� �� �
k01

eik2x2dk2 (A:21)

where bF x′1; k2
� �

is k2 Fourier transform of wind stress source for given x
0
1, and the factor 2 is introduced to

preserve the total energy of the source. Only the real part of A.21 must be taken into account.

If the TC is slow, that is, V < Cn, then relation (A.15) is not singular, and hence, the vertical velocity can be
found directly as Fourier transform of A.15.

Solutions A.21 for fast TC, V > Cn, and A.15 for slow TC, V < Cn, provide, together with A.10 and A.12, the
full description of baroclinic vertical motions caused by the TC.
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