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ABSTRACT

Context. Magnetic activity strongly impacts stellar radial velocities (RVs) and therefore the search for small planets. We showed
previously that in the solar case it induces RV variations with an amplitude over the cycle on the order of 8 m/s, with signals on both
short and long timescales. The major component is the inhibition of the convective blueshift due to plages.
Aims. In this paper we explore a new approach used to correct for this major component of stellar radial velocities in the case of
solar-type stars.
Methods. The convective blueshift depends on line depths; we use this property to develop a method that will characterize the
amplitude of this effect and to correct for this RV component. We build realistic RV time series corresponding to RVs computed using
different sets of lines, including lines in different depth ranges. We characterize the performance of the method used to reconstruct the
signal without the convective component and the detection limits derived from the residuals.
Results. We identified a set of lines which, combined with a global set of lines, allows us to reconstruct the convective component
with a good precision and to correct for it. For the full temporal sampling, the power in the range 100−500 d significantly decreased,
by a factor of 100 for a RV noise below 30 cm/s. We also studied the impact of noise contributions other than the photon noise, which
lead to uncertainties on the RV computation, as well as the impact of the temporal sampling. We found that these other sources of
noise do not greatly alter the quality of the correction, although they need a better noise level to reach a similar performance level.
Conclusions. A very good correction of the convective component can be achieved providing very good RV noise levels combined
with a very good instrumental stability and realistic granulation noise. Under the conditions considered in this paper, detection limits
at 480 d lower than 1 MEarth could be achieved for RV noise below 15 cm/s.

Key words. techniques: radial velocities – planetary systems – Sun: activity – Sun: faculae, plages – sunspots

1. Introduction

Stellar variability at various timescales strongly affects the abil-
ity to detect exoplanets. The magnetic activity contribution
to radial velocities (RVs) is due to the following components
(Meunier et al. 2010): the photometric contribution of spots,
plages, and network (hereafter RVsppl), which depends on their
intensity contrast and size, and the attenuation of the convec-
tive blueshift in plages (hereafter RVconv), which depends on
the attenuation of the convective blueshift and plage size. In the
case of the Sun, the latter is expected to dominate the signal, as
shown in Fig. 1. Attempts to correct for the RVconv signal have
been made using different techniques: correlation with chromo-
spheric emission (Meunier & Lagrange 2013), which provides
correction on both long (cycle) timescales and short (rotational)
timescales, or correlation with a smoothed chromospheric emis-
sion (Dumusque et al. 2012) to remove some contribution on
long timescales; harmonic fittings or fits using a limited num-
ber of structures to remove some stellar signals at the rota-
tional period (e.g., Boisse et al. 2011; Dumusque et al. 2012,
2014); use of photometric times series to estimate the RV sig-
nal (Aigrain et al. 2012).

On the other hand, it has been shown that the amount of
convective blueshift, when the spectral line positions are com-
puted using the bottom of lines, i.e., the lower part of the line
around the line center, and eliminating the contribution of the

wings depends on the depths of the spectral lines used to com-
pute the RV (Dravins et al. 1981), controlling directly the RVconv
amplitude, while RVsppl does not depend on these line depths.
We propose to use that property to retrieve the different compo-
nents from several RV time series computed with different sets
of lines and attempt to correct the observed RV for the convec-
tive component. The differential velocity shifts of spectral lines,
which correspond to the velocity shifts computed for various
spectral lines versus the line depth (see Meunier et al. 2017, for
a discussion about the difference between the relative and ab-
solute shift), have been studied for the Sun and small samples
of stars (Dravins et al. 1981; Gray 1982; Dravins 1987, 1999;
Hamilton & Lester 1999; Landstreet 2007; Allende Prieto et al.
2002; Gray 2009). Meunier et al. (2017) have studied this effect
for a much larger sample of stars (167 main sequence G and
K stars using HARPS spectra) and showed for the first time the
impact of magnetic activity on it. Reiners et al. (2016) have also
recently reevaluated precisely this signature for the Sun.

Our objective is to test the performance of a correction
method based on the computation of two different RV time se-
ries from the same observed spectra, but using different spectral
lines for different noise levels on RV. We focus on stars with a
convection amplitude similar to that of the Sun. The outline of
the paper is the following. In Sect. 2, we present the method. The
results are described in Sect. 3: we characterize the reconstructed
time series and evaluate the performance of the correction. We
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Fig. 1. RV due to spots and plages (black) and convection attenuation in
plages (red) in the solar case, from Meunier et al. (2010).

study the impact of the temporal sampling and of our assump-
tions on our results in Sect. 4, and test our method on current
HARPS data. We conclude in Sect. 5.

2. Method

2.1. Philosophy of our approach

2.1.1. General principles

Measured RVs are the sum of several contributions: the RV due
to the attenuation of the convective blueshift, the RV due to the
photometric contribution of spot and plages, and the RV due to
other sources impacting short timescales such as granulation and
photon noise. Radial velocity time series computed using differ-
ent sets of spectral lines corresponding to different depths should
exhibit a different amplitude because the convective blueshift in-
duced contribution depends on the line depth. The measured RV
is therefore the sum of two types of RV, one (including RVsppl)
is independent of the lines used to compute RV, while the other
depends on the choice of spectral lines.

In the following, we focus on three components: the photo-
metric contribution of spots and plages, the convective compo-
nent due to inhomogeneous magnetic activity, and photon noise
(which is modeled by a Gaussian noise applied to the RV time
series). We call RVconv the convective contribution which would
be obtained when using a large set of spectral lines S0. The same
convective component but measured with another set of spectral
lines is αRVconv, where α = ∆V/∆V0 is the ratio between the
convective blueshift corresponding to that set of lines and the
convective blueshift corresponding to S0. Because a given set of
lines uses only a subset of the lines present in the spectra, given
a certain signal-to-noise ratio (S/N) on the spectra the uncertain-
ties on the computed RV differ from one set of lines to the other.
We study these properties for the different sets of lines and test
different methods for retrieving the two components (spot+plage
and convection) from different time series.

2.1.2. Outline of the method

The problem to solve can then be described as follows. A time
series RV0(t) is computed from a large set of lines S0, while
another time series RV1(t) is computed from a set of lines S1

Table 1. Reference series properties.

Series rms RV Long-term Average Minimum Maximum
amplitude

RV t
sppl 0.33 0 0.02 –2.42 2.19

RV t
conv 2.38 8.2 3.17 0.09 10.08

Notes. Values are in m/s. The reference series are those derived by
Meunier et al. (2010) from observed structures on the Sun during a solar
cycle.

including only lines with flux within a restricted range for which
the convective blueshift is different from that due to S0,

RV0(t) = RVsppl(t) + RVconv(t) (1)
RV1(t) = RVsppl(t) + α1RVconv(t), (2)

where α1 = ∆V1/∆V0 is the ratio between the blueshifts cor-
responding to the two sets of lines. We recall that RVsppl is the
photometric contribution of spots and plages to RV, and RVconv
is the contribution to RV due to the attenuation of the convective
blueshift in plages. We neglect the chromatic effect on RVsppl
here (because we consider a relatively small range in wave-
length). The question is then is it possible to retrieve the RVsppl
and RVconv time series from the RV0 and RV1 time series, and if
so with what precision? From a mathematical point of view, if α1
is known, it is straightforward to solve this system of equations
for each time step, while if α1 is not known some assumptions
must be made in order to solve them.

We use the RVsppl and RVconv (which we wish to correct for
in this paper) obtained by Meunier et al. (2010) as reference se-
ries. They are considered “true” series, and we will attempt to re-
trieve them; hereafter they are denoted RV t

sppl and RV t
conv. Table 1

summarizes important properties of these time series. Then, we
implement the following procedure:

– Step 0: Characterizing and choosing the best sets of lines.
We define the sets of lines and their properties: this de-
fines ∆V hence α for each set of lines, and the noise on RV
(Sect. 2.2).

– Step 1: Building synthetic RV time series corresponding to
the different sets of lines. We use RV t

sppl and RV t
sppl to build

the synthetic time series RV0 and RV1 (corresponding to two
sets of lines S0 and S1) according to Eqs. (4) and (5), using
α and some specific noise for each measurement accordingly
(Sect. 2.3).

– Step 2: Choosing the value of α and retrieving reconstructed
series RVr

sppl and RVr
conv. The value of α is either known (pre-

cisely or with some uncertainty) or we must estimate it from
the RV0 and RV1 series. The system is then solved under var-
ious assumptions (with no a priori knowledge on the value
of α), leading to reconstructed RVr

sppl(t), RVr
conv(t) and α (see

Sect. 2.4).
– Step 3: Testing the quality of the reconstruction. These re-

constructed values (RVr
sppl(t), RVr

conv(t), and α) are compared
to the input values from Step 1 (Sect. 2.5).

– Step 4: Applying a correction to RV0. The simulated series
can be corrected for the convective component by subtracting
RVr

conv from RV0 (Sect. 2.6).
– Step 5: Testing the quality of the RV correction. The residuals

after correction are analyzed and characterized (Sect. 2.6).
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Fig. 2. Distribution of the line fluxes in the reference line set S0.

2.2. Step 0: Line set determination and properties

2.2.1. Sets of lines

To determine the line depth, we use the solar optical spectra
from Kurucz et al. (1984) and re-reduced in 2005 by Kurucz1.
We identify all lines with a flux f (at the bottom of the lines) be-
tween 0.05 and 0.9 for wavelengths between 4000 and 6600 Å,
producing a line set used as a reference. This leads to a set of
3858 lines, constituting the reference set of lines S0. Figure 2
shows the distribution of the fluxes for these lines. From S0 we
can also select lines with fluxes between F1 and F2, forming new
sets of lines: a set of lines is defined by the selection of lines with
flux between a minimum flux F1 and a maximum flux F2.

2.2.2. Set of line properties: ∆V and P

For a given set of spectral lines, we estimate a realistic ∆V as fol-
lows. We compute the convective blueshift associated with each
spectral line using the relationship obtained by Reiners et al.
(2016) for the Sun between the shift of an individual line δVi
and the line depth xi = 1 − Fi:

δVi = −504.891 − 43.7963xi − 145.560x2
i + 884.308x3

i . (3)

The average of δVi over the required set of lines provides the
corresponding ∆V . Figure 4 illustrates the typical values taken
by ∆V for thirty different sets of lines as a function of the num-
ber of lines identified in that set. This is discussed in Sect. 2.2.4.
The different sets illustrated here correspond to F1 with values of
0.05, 0.2, 0.3, 0.4, and 0.5, and F2 with values between F1+0.1
and 0.9. Each set therefore includes a different number of spec-
tral lines (which is not chosen a priori).

2.2.3. Uncertainties of computed RV for different sets
of lines

We use here the synthetic solar optical spectra used in the
SAFIR software Galland et al. (2005) from Kurucz (1993), as
in our previous simulations (Desort et al. 2007; Lagrange et al.
2010b; Meunier et al. 2010; Borgniet et al. 2015). The SAFIR
software computes RV from cross-correlations between spectra
(Chelli 2000), and can be applied to observed stellar spectra
(e.g., Galland et al. 2005) and also to simulated spectra such as

1 http://kurucz.harvard.edu/sun/fluxatlas2005/
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Fig. 3. rms RV versus S/N for set S0 (0.05–0.9, squares), S1 (0.05–0.5,
stars), and S2 (0.5–0.9, diamonds).

in Desort et al. (2007), Lagrange et al. (2010b), or Meunier et al.
(2010). This spectrum, with a pixel size of 0.0063 Å, has been
convolved with the HARPS instrumental response (in practice a
convolution by a Gaussian whose full width at half maximum is
the instrumental resolution; Mayor et al. 2003) and the contin-
uum is equal to 1.

For a given set of lines and S/N on each pixel of the spec-
tra, the computation of the shift between two spectra for many
realizations of the photon noise on the spectra provides a series
of RVs whose root mean square (hereafter rms) gives the un-
certainty on the resulting RVs due to the photon noise. This is
performed as follows. For each set of lines, we add the corre-
sponding photon noise to the synthetic spectra (for a given S/N
y, the spectra is multiplied by y2, a noise equal to the square root
of the intensity at each pixel is then added: the indicated S/N
therefore corresponds to the continuum, while the S/N is there-
fore larger at the bottom of the lines where the flux is lower).
One hundred realizations of the noise are performed. The aver-
age spectra is computed and is used as a reference. The bottom
of the line positions are computed for this reference spectra and
for each of the 100 realizations for each line in the set using a
second-degree polynomial fit over ±0.02 Å, the difference be-
tween the two providing a RV for that realization. Such a fit is
illustrated in Fig. 5. The choice of 0.02 Å is a compromise be-
tween selecting enough points to be able to perform the poly-
nomial fit and the need to consider only the center of the lines.
The rms RV over the 100 realizations gives the uncertainty cor-
responding to that set of lines and the S/N. The square symbols
in Fig. 3 shows the uncertainties versus S/N for the set of lines
S0: it reaches the 10 cm/s level for S/N around 2000.
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Fig. 4. ∆V versus the number of lines for various sets of lines for a min-
imum flux of 0.05 (stars), 0.2 (diamonds), 0.3 (triangles), 0.4 (squares),
and 0.5 (crosses); the maximum varies between a value above the min-
imum up to 0.9. The horizontal line corresponds to S0.
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Fig. 5. Example of a spectral line (thin solid line) and the second-degree
polynomial fit around line center (thick solid line) delimited by the two
vertical dotted lines.

For simplicity we consider only the RV uncertainty related to
the RV computation, which is directly related to the S/N on the
spectra and therefore to the photon noise. However, it does not
include the RV uncertainty related to the instrumental stability
for example, which would take the same value for all sets of
lines (see Sect. 4.3 for a discussion on this issue).

2.2.4. Line set choice

Figures 4 and 6 illustrate the typical values taken by ∆V and α
for different sets of lines, as a function of the number of lines
identified in that set. We note that at this stage α depends only
on the ∆V estimated in the previous section, not on the RV t(t)
series. The value of α is also shown as a function of the ratio
R defined as the ratio between the rms RV for the considered
set of lines and the rms RV for S0. This allows in the following
the uncertainties to be expressed as a function of the uncertain-
ties derived for S0, closely related to the usual uncertainties in
the literature: for example, the usual RV computation techniques
(e.g., Galland et al. 2005) for HARPS use all lines available with
associated uncertainties corresponding to this set of lines. The
amplitude depends on the S/N and on the spectral type, but the
usual S/N for solar-type stars in the ESO archives is in the range
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Fig. 6. Upper panel: α versus the number of lines for various sets of
lines (same symbol code as Fig. 4). Lower panel: same, but for α versus
the uncertainty ratio (rms RV for the set of lines divided by the rms RV
for S0).

0.5−1 m/s. To obtain the best reconstruction in the next sections,
we know that we need to compute RV time series that are as
different as possible with the best noise levels, and therefore to
choose a set of lines with

– α as far from 1 as possible;
– R (or rms RV) as low as possible.

We note that the uncertainties on ∆V determined in Sect. 2.2.3
are in the range of a few m/s, i.e., they significantly differ from
each other, which should lead to RV time series that will differ
sufficiently from each other. In the following ∆V (or α) is used as
input, which we are attempting to retrieve with as little a priori
knowledge as possible; therefore, the exact uncertainties are not
important.

It should be noted that stars with identical spectral types but
different levels in small-scale convection such as granulation (ei-
ther on average or its temporal variability) impacting the convec-
tive blueshift, such as that derived by Meunier et al. (2017), will
give a similar α if the differential velocity shift of spectral lines
is universal, as pointed out by Gray (2009), because the shape
of the differential velocity shift will be similar to that of Eq. (3).
However, the value of α will vary for a given set of lines from
one spectral type to the other because the same lines correspond
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Fig. 7. Distribution of the excitation potentials for 2532 lines of S0 (solid
line), 1146 lines of S1 (dashed line), and 1386 lines of S2 (dotted line).
Line identifications were made using the spectrum of Wallace et al.
(2007) and the solar spectrum available in the BASS2000 archive2,
and the excitation potentials were retrieved from the VALD archive
(Piskunov et al. 1995; Ryabchikova et al. 1999, 2015; Kupka et al.
1999, 2000).

to a different flux range as Eq. (3) is not linear. However, this will
not be strongly affected by the level of convection itself because
α is a relative variable. Our method is based the strong variabil-
ity of the convective signal with time due to inhomogeneity from
plages: it cannot be used if the star is quiet or when considering
a large number of points over a very short time (for example one
night).

We identify two sets of lines corresponding to different com-
promises between the two constraints, with fluxes in the range
0.06−0.5 (S1) and 0.5−0.9 (S2). The rms RV versus σ0 (hereafter
the uncertainty on RV for S0, σ0 is on the order of 0.5−1 m/s for
current observations with HARPS using cross-correlation tech-
niques with reference masks or reference spectra) is shown in
Fig. 3 for two sets of lines S1 and S2 and compared to S0. The
ratio between the rms RV for S1 (or S2) with the rms RV for S0
will be used in the following simulations to estimate the noise
on each time series, given a RV noise level for S0. The proper-
ties of the sets used in the following are shown in Table 2 (the
ratio R has been averaged over the eight S/N levels illustrated
in Sect. 2.2.3 and Fig. 3). In the next sections we focus on the
results obtained with the set of lines S1. Its performance level is
very similar (although marginally better) to that obtained with
S2. In addition, for most of the considered S/N values, S2 shows
properties between the two other sets, and the difference between
sets here is probably due to the number of lines in each of them
(S2 includes more lines than S1). Figure 7 shows the distribu-
tion of the excitation potential for the different sets of lines for a
large fraction of spectral lines. Although the dispersion is large
(Chiavassa et al. 2011), the average excitation potential is lower
for S1 (2.80) than for S2 (3.22).

2.3. Step 1: Building of the time series for S0 and S1

We build RV time series as follows for S0 and S1 respectively:

RV0(t) = RV t
sppl(t) + RV t

conv(t) + b0(t) (4)

RVi(t) = RV t
sppl(t) + αt

iRV t
conv(t) + bi(t), (5)

2 http://bass2000.obspm.fr/

Table 2. Selected sets of line properties.

Set of F1−F2 ∆V α 〈F〉 Number S/N
lines (m/s) of lines
S0 0.05–0.9 –415.2 – – 2899 –
S1 0.05–0.5 –291.4 0.70 0.309 1199 1.60
S2 0.5–0.9 –502.5 1.21 0.739 1701 1.29

Notes. F1−F2 is the line flux considered for the set of lines. The S/N is
the ratio R between the rms RV for the considered set of lines and the
rms RV for S0.

where bi is the noise due to the RV computation added to each RV
time series and the exponent “t” indicates the reference values.
For S0, b0 has a rms of σ0, which varies between 0 and 1 m/s
with steps of 0.01 m/s. For S1, the rms of bi(t) is R (defined in
Sect. 2.2.4 and Table 2) times σ0, but the two time series b0(t)
and bi(t) are not correlated. Twenty realizations of the noise are
performed for each noise level.

2.4. Step 2: Choice of α and reconstructed RV time series

We consider two cases to estimate α:

– Case 1: α is known independently with some uncertainty.
We characterize the quality of the reconstructed RVr

sppl and
RVr

conv for a given uncertainty on α, the exponent “r” indi-
cating reconstructed values;

– Case 2: α is not known at all. This is the most general case.
We therefore must make assumptions to solve the system in
order to estimate α from our RV time series.

2.4.1. Case 1: α known with a given uncertainty

For a given α, the system described by Eqs. (4) and (5) for sets
of lines S0 and S1 can be solved to provide the reconstructed RV
times series:

RVr
conv(t) = (RV1(t) − RV0(t))/(α − 1) (6)

RVr
sppl(t) = RV0(t) − RVr

conv(t); (7)

here we consider that α may be known with a certain uncer-
tainty; α could indeed be estimated independently from the RV
series, for example by analyzing the spectra, as done by Gray
(2009), Meunier et al. (2017), either for the star being studied
or for the spectral type corresponding to it, or by magneto-
hydrodynamic numerical simulations of convection associated
with the production of spectra for various spectral types (such
as those produced by e.g., Ramírez et al. 2009; Chiavassa et al.
2011; Allende Prieto et al. 2013; Magic et al. 2014) that would
then be analyzed as observed spectra. Such techniques to derive
α, independent of the RV time series, have not yet been fully de-
veloped, but may in the future allow for a complementary com-
putation of α. It should be noted that if the differential velocity
shift of spectral lines is universal, as claimed by Gray (2009), we
expect the ratio α to vary little from one star to the next, because
lines tend to be deeper for lower mass (main sequence) stars. We
solve the equations for two values, α−σα and α+σα, to provide
a reconstruction of the RV time series in two extreme conditions;
α is the true value and σα is the typical uncertainty on α.
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Table 3. Assumptions and methods.

Number Assumption Method Timescales
1 〈RVsppl〉 = 0 α derived from this condition all
2 RVsppl(t) and RVconv(t) are uncorrelated α derived from this condition all
3 RVconv dominates the signal α derived from the slope RV1 versus RV0 all
4 RVconv dominates the signal minimization of the ratio rms RVsppl/rms RVconv all
5 RVconv dominates the signal minimization of the rms of RVconv over 30 days long

2.4.2. Case 2: α unknown

For a given star, the value of α is currently not known precisely.
We have therefore tested several methods based on different as-
sumptions regarding α, RVsppl, and RVconv to estimate α from the
RV time series themselves. Depending on the observation, one
assumption may be better than another. This approach should
also allow us to estimate the small-scale convection (such as
granulation) amplitude in the star in addition to a corrected RV,
for example as determined by Meunier et al. (2017). Once α is
estimated using one of these methods, Eqs. (6) and (7) provide
RVr

sppl, and RVr
conv. The assumptions and methods are summa-

rized in Table 3.
Method 1. We assume that 〈RVsppl〉 = 0. This is not the case

for RVconv, which is positive for all time steps. We note that in
the reference series RV t

sppl = 0.02 m/s and RV t
conv = 3.17 m/s

(Table 1). We search for the value of α that leads to a recon-
structed RVr

sppl with an average of zero. The quality of the re-
construction when an offset is present is also tested (Sect. 4.1);
although this assumption is correct for our simulated solar RV,
this may not be the case for observed RV.

Method 2. We assume that the time series RVsppl(t) and
RVconv(t) are uncorrelated. This is justified by the property of
reference RV time series with a correlation between RVsppl(t) and
RVconv(t) of 0.02, i.e., very close to zero. This is due to the differ-
ent natures of the RV signal in the two cases: in the first case, the
RV signal changes sign when the magnetic regions cross the cen-
tral meridian (e.g., Desort et al. 2007; Lagrange et al. 2010a). In
the second case, the RV signal is always positive and reaches a
maximum when the structures crosses the central meridian. We
therefore determine the unique value3 of α that cancels the cor-
relation between the reconstructed RVr

sppl(t) and RVr
conv(t).

In the absence of noise, this technique gives a very precise
value of α. However, in the presence of noise, this is not so and
a correction must be performed. The reason is the following:
the synthetic observed time series was built following Eqs. (4)
and (5). When deriving RVr

sppl and RVr
conv from RV0 and RV1 for

a given αr, these reconstructed time series depend on both b0 and
b1. Therefore, the noise in RVr

sppl and RVr
conv is correlated, lead-

ing to a shift in the correlation: in the presence of noise, instead
of searching which value of α leads to a correlation of zero, we
search for the value leading to the correlation due to the noise.
We assume that the amplitude of the noise is well estimated for
the set of lines considered. The amplitude of this effect is esti-
mated and corrected for.

Method 3. This method, as for the solar case, is based on
the assumption that the convection signal dominates the total RV
Meunier et al. (2010), and we use the relationship between RV1

3 When α is not equal to the proper value, RVconv contributes to the
reconstructed RVr

sppl, and the correlation is then positive (resp. negative)
if α leads to an underestimation (resp. overestimation) of RVr

conv (see
Fig. 8).
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Fig. 8. Upper panel: reconstructed RV due to spots and plages RVr
sppl

(black) and convection attenuation in plages RVr
conv (red), with no noise,

for the set of lines S1, full temporal sampling (with a 4 month gap every
year), and method 1. Lower panel: reconstructed RVr

sppl for a value of α
that is 5% too high (purple) and 5% too low (pink) for the set of lines
S1, full temporal sampling (with a 4 month gap every year).

and RV0. This can be checked on the reference series, especially
during high activity periods, as RV t

sppl has a rms on the order of
0.3 m/s for an average close to 0, while RV t

conv has a rms one or-
der of magnitude larger and can reach values as high as 8−10 m/s
as shown by Meunier et al. (2010) and in Table 1.

In that case, the slope of RV1 versus RV0 is very close to α.
An example of RV1 versus RV0 is shown in Fig. 9 for a noise
of 0.5 m/s, showing a slope of 0.67, while the true α is 0.70
(Table 2). We therefore perform a linear fit and derive an estimate
of α from the slope.
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Fig. 9. RV1 versus RV0 for a noise of 0.5 m/s (dots) and linear fit (solid
line) for the sets of lines S1 and S0, respectively.

Method 4. This method is based on the same assumption as
method 3, i.e., RVconv amplitudes are much larger than RVsppl,
but here we directly compare the amplitudes of the RV signal.
When α is properly determined, we expect the rms of RVr

sppl to
be small. If α is not properly determined, however, RVconv can
leak into the reconstructed RVr

sppl, i.e., RVr
sppl would include a

fraction of RVconv which may not be negligible with respect to
RVsppl, which would increase its rms significantly. We minimize
the ratio rms of RVsppl/rms of RVconv.

Method 5. This method is based on the same assumption as
the previous method, but we consider long timescale variations.
We minimize the rms of RVsppl smoothed over 30 days. This
method is the only one sensitive only to long timescales, while
the previous ones are sensitive to all timescales. The reason is
that RVconv presents some large-scale temporal variations (due to
the solar cycle), while RVsppl does not; therefore, the contribu-
tion of RVconv to RVr

sppl is easier to identify after removing the
small-scale temporal variations.

2.5. Step 3: Time series reconstruction characterization

Because we know how the RVi series were built, we can compare
the reconstructed αi (case 2, for five methods), and the RVs with
their true reference values. We use three complementary criteria
to compare the reference and reconstructed RVs:

– The correlation between the reference and reconstructed
time series. A very good correlation indicates that the varia-
tions in the signal are well reproduced. We note that a corre-
lation close to 1 may be obtained even if the proper amplitude
is not retrieved, hence the following complementary criteria.

– The rms of the residuals between the reference and recon-
structed series. If the performance of the correction is good,
this rms should follow the noise level.

– The correlation between RVr
sppl and RVr

conv. Although a small
correlation is not sufficient to guarantee an excellent re-
construction at all timescales, a correlation different from
zero means that the correction is not optimal and that the
spot+plage residuals probably contain a significant part of
the convection signal.

2.6. Steps 4 and 5: RV correction and performance
for exoplanet detectability

Once we have obtained reconstructed times series, we correct
RV0 by subtracting the reconstructed RVr

conv.
A straightforward estimation of the quality of the correction

is obtained by directly comparing the RV time series. This is
illustrated in Sect. 3.2. Given the number of simulations (for dif-
ferent S/N levels, methods, temporal samplings), it is also nec-
essary to quantify the quality of the correction using some crite-
ria so that the methods can be compared and the impact of the
noise level on the performance can be studied more easily. We
therefore use several complementary criteria to characterize the
residuals (i.e., RVr

sppl):

– The rms RV is computed and compared with the rms before
correction and the best rms that can be theoretically achieved
(i.e., the rms after correction with the reference RV t

sppl).
– The periodogram of the corrected RV is computed and

the maximum power in four frequency domains is derived:
2−10 d, 10−40 d (corresponding to the rotational period and
harmonics), and 100−500 d, 500−800 d (both correspond-
ing to long-term variability during the solar cycle), also to
be compared with the power computed in the same ranges
before correction (i.e., on RV0) and on the time series after
correction with the reference RV t

sppl.
– The detection limits at 480 d (corresponding to 1.2 AU),

as in Lagrange et al. (2010b) and Meunier et al. (2010), are
computed using the local power amplitude (LPA) method
(Meunier et al. 2012; Meunier & Lagrange 2013) and com-
pared with those before correction and after correction with
the reference RV t

sppl. We note that we use a revised version
allowing a much faster computation, and with a slightly dif-
ferent threshold (Lannier et al. 2017)4.

We note that with an excellent correction (derived from an ex-
cellent estimation of α), RVr

sppl is the sum of mostly two compo-
nents: the reference RV t

sppl and some noise coming from both b0

and b1.

3. Results

3.1. Parameters of the simulation

In this section, we perform a simulation over all points covering
one solar cycle using the properties described in Table 2 for the
set of line S1, with S0 used as a reference; we exclude a four-
month period every year, as done in Lagrange et al. (2010a) and
Meunier et al. (2010), to simulate that a given star is not observ-
able at all times during the year, which introduces a one-year
periodicity in the temporal sampling. The uncertainty on α for
case 1 is chosen to be 5%. This order of magnitude corresponds
to the value obtained for noise below 0.5 m/s; therefore, it is an
upper limit for a relatively good S/N (if an estimation of α in
other conditions leads to a higher level, a scaling of the results
must therefore be applied). We first consider the case with no
noise, then we consider different noise levels. We note that al-
though the case where α is known precisely is not realistic, it
should give an upper limit to what can be done in an ideal case
and allows an estimation of how close other cases are to this
ideal situation.
4 The detectability criterion is that the maximum power due to the
planet in the range 0.75−1.25 Ppla (where Ppla is the planet period) is
larger than 1.3 times the maximum power due to the observed signal.
Computations are made for a fixed phase.
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Fig. 10. Upper left panel: reference RV t
sppl (black thick line) compared with the reconstructed RVr

sppl for a value of α that is 5% too high (purple)
and 5% too low (pink line) for the set of lines S1, full temporal sampling (with a 4 month gap every year) in the no-noise case. Upper right panel:
same, but for RVr

conv. Lower left panel: reconstructed RVr
sppl minus reference RV t

sppl for the set of lines S1, full temporal sampling (with a 4 month
gap every year), no noise, and α fitted with different methods: method 1 (red, over which the purple curve is superimposed), method 2 (green),
method 3 (orange), method 4 (pink), and method 5 (purple). Lower right panel: same, but for RVr

conv.

3.2. No-noise case

We first consider the no-noise case. The different methods are
explored and are compared with the case for which α is known
precisely or with a given uncertainty.

Figure 8 (upper panel) shows the reconstructed RV for
method 1 over the whole time range, which is representative of
most methods used to fit α. These reconstructed RVs can be com-
pared to the reference values shown in Fig. 1, and show a very
good agreement. The lower panel of Fig. 8 illustrates the impact
of a bad estimation of α: in this example (α over- or underesti-
mated by 5%), RVr

sppl exhibits a long-term variation representing
a fraction on the order of 10% of RV t

conv leading to an amplitude
on the order of 0.8−1 m/s due to the error on α. This illustrates
the discussion for the choice of method 4 in Sect. 2.4.2.

Figure 10 shows a zoom on a limited time range during a
high activity period for all cases and methods. The upper panels
allow the reconstructed RVs to be compared with the reference
values for case 1, i.e., α known with a 5% uncertainty, and for
an exact value of α. When α is exactly known, the reconstructed
RV time series are exactly the same as the reference series. For
α higher or lower than the true value, however, the reconstructed
values are offset by a significant amount, which is proportional to
RV t

conv. As a consequence, RVr
conv, which can be used to correct

the original signal for the convective contribution, differs from

the true value by about 10%. This gives a good idea of the impact
of the error of 5% on α on the quality of the reconstructed RVr

conv.
The lower panels of Fig. 10 show the difference between

the reconstructed and the reference time series in case 2, with
α fitted using the five different methods. The RVr

conv time se-
ries differs from the reference values by 1.1% (methods 1, 2,
5), 1.8% (method 3), and 2% (method 4). The differences are
slightly larger for RVr

sppl, with values between 1.9 and 3.4% de-
pending on the method, and up to 18% for the 5% error on α
case. We note that the difference is systematically negative for
the spot+plage signal, and systematically positive for the con-
vective component. This is due to the error on α: as illustrated in
Fig. 8, the sign of the error on α controls the sign of the differ-
ence between reconstructed and true value.

In the absence of noise, we therefore obtain excellent recon-
structed RV time series, which should allow us not only to correct
properly for the convective contribution to RV, but also to study
very precisely the RV variations due to activity themselves.

3.3. Impact of noise

3.3.1. Validation of the reconstructed series

We first compare the reconstructed α with the true values. The
results are shown in Fig. 11 (panel a) for variousσ0 and methods.
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Fig. 11. Panel a: reconstructed α versus σ0 for S1, full temporal sampling (with a 4 month gap every year) and different methods (see Fig. 10,
lower panels, for the color-coding; the curves for methods 3 and 4 are almost indistinguishable here). All noise realizations have been averaged.
The true value is indicated by a solid line (only for this panel). Panel b: same, but for the rms RV of RV t

conv − RVr
conv. Panel c: same, but for the

correlation between RV t
conv and RVr

conv. Panel d: same, but for the rms RV of RV t
sppl − RVr

sppl. Panel e: same, but for the correlation between RV t
sppl

and RVr
sppl. Panel f: same, but for the correlation between RVr

conv and RVr
sppl.

For low noise levels (below 20 cm/s), the reconstructed α is very
good. The reconstructed α remains within 5% of the true value
up to 50 cm/s. For higher noise levels (up to 1 m/s), method 1
(within perfect conditions), always leads to good results and is
therefore quite insensitive to noise. The other methods are all
divergent, however.

We now compare the reconstructed RV with the reference
value using the correlation between reference and reconstructed
RVs and the rms RV of the difference in Fig. 11 (panels b to f).
Let us consider first the reconstruction of the convective com-
ponent RVr

conv. The rms of the difference with the reference RV
series (panels b and c) naturally increases with noise, reaching
∼1 m/s for a noise level around 20 cm/s. This is observed for all
methods. The correlation between RVr

conv and RV t
conv (panel c)

decreases as the noise increases, reaching values of 0.8 around
25 cm/s for all methods, and 0.4 for a noise above 80 cm/s.

As for RVr
sppl, which is of great interest because it is the resid-

ual after correction of the convection signal, the rms of the differ-
ence with the reference RV series (panel d) are globally similar
to the convective component. The correlation (panel e) on the
other hand decreases towards 0 much faster, showing that even
for low noise levels it is impossible to reproduce the temporal
variation of this component in a realistic way. Only for a noise
level of a few cm/s would this be possible.

Finally, the correlation between RVr
sppl and RVr

conv is shown
in panel f. In principle this correlation should be close to zero.
If it is not the case, it means that RVr

sppl includes a significant
part of the convective signal as the large amplitude of the latter
dominates the correlation. This correlation is close to zero for a
noise level of just a few cm/s.

Figure 12 shows an example of reconstructed time series
with method 1 during a period of high activity for three different
noise levels (1, 10, and 20 cm/s). RVr

sppl is noisier than RVr
conv. It

is possible to recognize some short-term variations, although it
is noisier than the reference signal, only for very low noise levels
(cm/s). The convective signal is better reproduced up to 10 cm/s.
Naturally, the very good agreement for the convective contribu-
tion is crucial because it shows that it is reasonably possible to
correct for it in good conditions.

3.3.2. Performance for exoplanet detectability

We characterize the RV residuals after the correction with RVr
conv

by computing their rms, the power of the periodogram in var-
ious ranges, and detection limits at 480 days, as described in
Sect. 2.6. These detection limits can also be compared to those
found by Meunier & Lagrange (2013) using a correction based
on the calcium index (hereafter Ca correction). The Ca correc-
tion used in this paper represents the chromospheric emission,
which is directly related to the surface covered by plages and
therefore also directly related to RV t

conv. This is a variable that
can be determined from stellar observations.

The maximum power in four period ranges is shown in
Fig. 13 (panels a to d), illustrating synthetically how the pe-
riodograms evolve with noise before and after correction. The
power is always increasing withσ0, all methods performing sim-
ilarly. The gain in power is the best for the power in the range
100−500 d (of great interest for Earth-like planets in the habit-
able zone around solar-type stars) and 500−800 d, for which the
gain can reach three orders of magnitude at very low noise levels.
The gain is about one order of magnitude only around 0.6 m/s
for the 100−500 d range. On the other hand, for the power at
low periods, the gain is much smaller and a significant gain is
achieved only for low noise levels: the power is the 2−10 range
is higher than before correction for σ0 above 20 cm/s, and in
the 10−40 d range it reaches the power before correction around
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Fig. 12. Upper panels: reference RV component (black) and recon-
structed (red) RV computed with method 1 during a period of high
activity for the set of lines S1, for the spot+plage (left columns) and
convection (right columns), for σ0 = 1 cm/s. Middle panels: same, but
for σ0 = 10 cm/s. Lower panels: same, but for σ0 = 20 cm/s.

60 cm/s. When performing the correction, we therefore add a
significant amount of noise at high frequencies.

Figure 14 shows a few examples of periodograms (1 out of
the 20 realizations) before and after correction (only one plot is
shown before correction as they are very similar for the different
noise levels). The periodogram before correction shows some
strong peaks in the period range of 100−800: this strong power
has already been noticed by Meunier et al. (2010) and is due to
variations in the filling factor of plages (and network) during the
solar cycle. Figure 14 illustrates how well the power is reduced
at all frequencies for a very low noise level (σ0 of 10 cm/s), with

power and false alarm probabilities (fap) much lower than be-
fore correction. The 1 m/s plot exhibits a much higher power af-
ter correction, which is comparable to the power at long periods
obtained when using the Ca correction for a medium Ca noise
level (see Fig. 17 in Meunier & Lagrange 2013), although there
is much more noise here at low periods. However, the power
in the range of 100−500 days obtained for a σ0 of 50 cm/s is
better than that obtained with the medium Ca noise level. The
typical faps are lower than the fap before correction for σ0 be-
low 40 cm/s, as is the maximum power: this is similar to what
is obtained below when comparing the rms RV before and af-
ter correction. Finally, we note that for the example shown for
50 cm/s there are a few high peaks at periods around a few days
and around 30 days: these peaks are not present for the other re-
alizations. At the different noise levels, there are indeed a few re-
alizations for which we do observe such peaks, most of the time
below the 1% and 10% fap, but there a few cases for which they
are above them. We note that forσ0 below 10 cm/s the maximum
power is above the fap but corresponds to a true power (rotation
modulation). We have quantified the number of such peaks as a
function of noise outside the rotational modulation period range,
and found that the power is higher than the 1% fap level in one
realization at most.

The rms of the residuals are shown in panel e in Fig. 13 and
the detection limits in panel f. The rms remains below 1 m/s for
σ0 lower than 15 cm/s, but is above the rms RV before correc-
tion above 40 cm/s. The detection limits are very low at low σ0:
they are below 1 MEarth for σ0 lower than 15 cm/s. For σ0 lower
than 10 cm/s, they are also below the value of 0.8 MEarth found
for the Ca correction with high Ca S/N in Meunier & Lagrange
(2013) for most methods. For the largest σ0, the detection limit
may be better than before correction (and could correspond to
the super-Earth regime), while the correction does increase the
rms of residuals: this larger rms is due mostly to an increase in
power at small timescales, and in these cases the correction is to
be taken with caution despite the gain in detection limit.

Finally, we performed an additional test adding a planetary
signal (planet with masses 1, 2, 5, and 10 MEarth) at the same
period (480 d) before applying our correction methods. Our ob-
jective is to see how the peak corresponding to the planet be-
haves as the noise level increases in order to check whether the
correction impacts that peak. The amplitude of the peak (i.e.,
the power at these periods) in the periodograms for these planets
alone is around 4, 16, 100, and 400, respectively, which can be
compared to the power in Fig. 14. At σ0 = 10 cm/s, the plane-
tary peak remains mostly unaffected for the four tested masses
because of the low noise level. However, for higher noise lev-
els, the number of realizations for which the planet peak am-
plitude is modified increases. This is illustrated in Fig. 15: the
solid line shows the fraction of realizations for which the planet
peak amplitude after correction differs from the expected value
by more than 50% for the four planet masses. For 1 and 2 MEarth,
this fraction represents more than half the realizations for σ0
above 20 cm/s and 30 cm/s, respectively, although this fraction
is much lower for larger masses. The threshold of 10% is rep-
resented by the dashed lines: even for 10 MEarth, more than half
the realizations lead to a difference of more than 10%. Finally,
we also show the same fraction (for the 50% threshold) com-
puted for RV t

sppl+planet+noise, i.e., what would be obtained with
a perfect correction: we also observe a significant impact on the
planet peak amplitude, but smaller than the impact after correc-
tion, showing that a significant part of the variation is related to
the correction. Care should therefore be taken when interpreting
the planet peak amplitudes.
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Fig. 13. Panel a: maximum power in the 2−10 d range computed on the periodogram of the RV residuals after correction versus σ0 for S1, full
temporal sampling (with a 4 month gap every year) and different methods (see Fig. 10, lower panels, for the color-coding; the curves for methods 3
and 4 are almost indistinguishable here). The solid black line shows the power before correction and the dotted black line the power after correction
in an ideal case (i.e., correction with the reference RV t

conv). Panel b: same, but for the power in the range 10−50 d. Panel c: same, but for the power
in the range 100−500 d. Panel d: same, but for the power in the range 500−800 d. Panel e: same, but for the rms of the residuals after correction.
Panel f: same, but for the detection limits at 480 d.

4. Discussion of our assumptions

4.1. Impact of assumptions in the different methods

Method 1 is very promising. However, it relies on a strong as-
sumption: the signal is the addition of RVsppl with a zero average
and of RVconv. On real observations the true zero of RVs is not
necessarily known with a good precision. If an offset is added to
the simulated signal the assumption is no longer true, and this
indeed leads to a bias. We have tested the impact of this issue
by adding an offset of 2 m/s to the simulated RV. This choice
is arbitrary, but given the typical RV variations such as those in
Fig. 1, we estimate that if the convection inhibition is important,
it should be possible to estimate the RV zero within this uncer-
tainty or possibly better. This is a realistic value given the aver-
age of the total signal, although for a well-observed star it may
be lower. A strong bias is observed, even with no noise: instead
of a value close to 0.70 we find α = 0.81, which is significantly
outside the ±5% range and correspond to typical biases obtained
for σ0 above 0.8 m/s for the other methods. The gain in power
is very small in all period ranges, even for a very good S/N, and
the detection limits remain above 10 MEarth.

In methods 3 to 5, we assume that the convection signal is
much larger than the spot+plage signal. While this is true for the
Sun, it may not be true for other stars. We therefore performed a
similar simulation with the convective signal divided by a factor
of two, so that the relative amplitude between RVconv and RVsppl
is smaller (ratio divided by a factor two). Method 1 performs
similarly to the previous case, but the other methods all diverge
faster from the true α value as the noise increases, reaching a
3% difference around 10 cm/s. Methods 3 and 4 also show a
bias on that order of magnitude even when no noise is present.
However, the rms RV between the reconstructed and reference
RV series are similar up to 30 cm/s and then much better (except

for method 1, no decrease) than for the full convection signal for
higher noise levels: although α is more poorly reconstructed, the
correction performs well.

4.2. Impact of the temporal sampling

We consider now the same sampling as in our previous works,
i.e., we select one point every 4, 8, and 20 days in our time series
including a four-month gap, covering the full 12.5 yr duration to
which we have added 12 and 16 day samplings.

The estimated α for S1 are shown in Fig. 16 for samplings
of 4, 8, and 20 days and compared to the 1 day sampling. The
trends are similar, but the estimation of α gets noisier as the sam-
pling is degraded. Method 5 diverges much faster than the other
methods as the sampling is degraded. For the 4 day sampling, α
remains with 3% of the true value for noise below 10−15 cm/s
(instead of 20−25 cm/s for the 1 day sampling), 10 cm/s for a
sampling of 20 d.

Figure 17 shows the gain in terms of maximum power for
different period ranges after correction for the different temporal
samplings and different noise levels for method 1. For the power
in range 100−500 and 500−800 d, the gain is usually larger than
1 except for high noise levels and for highly degraded sampling,
and decreases as the sampling is degraded. On the other hand,
the gain increases at lower periods as the sampling is degraded,
and reaches 80−100 for very good noise levels and degraded
sampling, while it is around 40 for good sampling.

Finally, the detection limits increase as the temporal sam-
pling is degraded for all noise levels, as shown in Fig. 18. While
for all points a 1 MEarth detection limit was obtained for noise be-
low ∼10 cm/s, this threshold falls to ∼8 cm/s for the 4 day sam-
pling and to ∼4 cm/s for the 8 day sampling. It is only marginally
lower than 1 MEarth for the 20 day sampling (no noise). This is
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Fig. 14. First panel: periodogram of the simulated time series before
correction (all points except for a 4 month gap), for a σ0 of 10 cm/s.
From second to fifth panel: same after correction using method 1 and
the set of lines S1, respectively for a σ0 of 10 cm/s, 20 cm/s, 50 cm/s,
and 1 m/s. The horizontal lines show the false alarm probability (fap) at
1% (dashed lines) and 10% (solid lines).

not due to the correction performance, however, as a perfect re-
moval of the convection signal leads to a detection limit close to
1 MEarth or above due to the spot+plage signal as well, as shown
by the lower limit (green curves).

4.3. Impact of other sources of noise

In this work, we considered only the RV noise due to the RV
computation on noisy spectra. This noise depends on the chosen
set of lines. In this section we study the impact of two other
types of noise with different properties and test the impact of
these contributions for all points except for the four-month gap
every year (to be compared with the results shown in Sect. 3):

– Instrumental instability: this contribution is independent
of the set of lines and is exactly the same for all
time series. A contribution binst(t) should therefore be
added in Eqs. (4) and (5). In this work we consider a
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Fig. 15. First panel: fraction of realizations for which the planet ampli-
tude after correction differs by more than 50% (black) and 10% (green)
from the theoretical value. The red curve shows the 50% curve for the
signal RV t

sppl+planet+noise, i.e., what would be obtained with a perfect
correction. Second panel: same, but for 2 MEarth. Third panel: same, but
for 5 MEarth (dotted line at the zero level). Fourth panel: same, but for
10 MEarth (dotted line at the zero level).

contribution of 1 m/s (corresponding to current instrumental
HARPS performance), 10 cm/s (corresponding to future in-
struments, e.g., D’Odorico & the CODEX/ESPRESSO team
2007), and 50 cm/s (intermediate amplitude).

– The RV noise at high frequency due to convection, and in
particular granulation, should also be considered. This noise
is due to the stochastic realization of many granules covering
the surface at a given time. It varies from one observation to
the next. This should not be confused with the convective
inhibition due to magnetic fields, which is the main subject
of this paper, and which varies on much longer timescales
(we therefore use the term granulation in the following). We
use the granulation RV time series derived by Meunier et al.
(2015) in the solar case for a whole cycle (this signal is due
to the different realizations of granules on the surface at each
time step). The signal bgra is added to RV0 (Eq. (4)). As for
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Fig. 16. Upper left panel: reconstructed α versus the noise level for the set of lines S1 and all realizations for a sampling of 1 day (see Fig. 10 for
color-coding). Upper right panel: same, but for 4 days. Lower left panel: same, but for 8 days. Lower right panel: same, but for 20 days.

RVi (Eq. (5)), we add the same time series, but modulated
in amplitude because the amplitude of the granule velocities
depends on the spectral lines, which controls both RVconv and
bgra. We make the assumption that the factor is similar to the
factor controlling ∆V and therefore add αbgra in Eq. (5). This
means that bgra is corrected at the same time as RVconv.

We first consider binst(t) only, with an amplitude of 0.5 m/s. It is
added to the noise bi already considered in this paper. If α is ex-
act, then RVr

conv is the same as before because binst(t) is the same
in RV0 and RV1, and therefore does not impact Eq. (6). RVr

sppl on
the other hand includes that additional noise. More generally, be-
cause there is additional noise on RV0 and RV1, the estimation of
α is not as good as before: the very small bias at very low noise
levels observed for methods 3 and 4 (Fig. 11, panel a) is am-
plified to 3% (e.g.) as it is for method 2. The global trend of the
reconstructed α remains very similar, however. The rms between
the reference and reconstructed values is slightly larger but this
is probably a direct consequence of the additional noise. The de-
tection limits illustrated in Fig. 19 are not as good, however, with
minimal values for the no-noise case around 0.5 MEarth for meth-
ods 1, 2, and 5 and close to 1 MEarth for methods 3 and 4, while
they were all around 0.3 MEarth without binst. As a consequence
they are lower than 1 MEarth for very small noise levels only. For
binst with an amplitude of 1 m/s, the biases on α for methods 3
and 4 reaches 7% and method 2 diverges faster as well. Detec-
tion limits of 1 MEarth are only marginally achievable when there

is no noise on the RV determination (apart from the binst contri-
bution). For binst with an amplitude of 0.1 m/s, however, which
should be reachable with future instruments, the results are very
similar to the case with no instrumental noise as this contribution
does not impact our results.

We now consider the second contribution, granulation. We
add this contribution (which has a rms RV of 0.8 m/s, from
Meunier et al. 2015) to an instrumental noise binst(t) of ampli-
tude of 0.1 m/s that can be expected from future instruments.
We find that the reconstructed α is very close to the value ob-
tained without these additional noise contributions. The same is
observed for the correlation and rms of the differences between
the reconstructed and reference time series. The power also per-
forms very well. For example, the power in the range 100−500 d
presents a gain greater than 100 for noise below 25 cm/s. For
very low noise levels (i.e., with contribution from binst and bgra
only), the gain is almost 3 orders of magnitude. The impact on
the correction of low level of instrumental noise and a realis-
tic granulation time series is therefore very small. The detection
limits, shown in the lower panel in Fig. 19, are below 1 MEarth
for a range of noise similar to the no-granulation case, i.e., below
10 cm/s. It should be noted, however, that these detection limits
are lower than those obtained with a correction with the refer-
ence RV t

conv. This is due to the fact that bgra behaves as RVconv,
i.e., contributes with a factor α to RV1. It is therefore included in
the correction made with our method, hence a small impact on
our detection limits. On the other hand, after correction of the
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Fig. 17. First panel: ratio between the maximum power (in the range
2−10 d) in the periodograms before correction and after correction
(method 1) for various noise levels, showing the gain in power: no
noise (solid line), 10 cm/s (dotted line), 20 cm/s (dashed line), 50 cm/s
(dot-dashed line), 75 cm/s (dot-dot-dot-dashed line), 1 m/s (long-dashed
line). The horizontal solid line represent a gain of A (i.e., no improve-
ment). Second panel: same, but for the period range 10−40 d. Third
panel: same, but for the period range 100−500 d. Fourth panel: same,
but for the period range 500−800 d.

reference RVconv only, and due to the presence of bgra, the power
is greater even at large periods, leading to a slightly higher de-
tection limit.
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Fig. 18. Detection limits versus the noise levels after correction for var-
ious sampling (black lines): 1 day (solid line), 8 days (dotted line), and
20 days (dashed line), averaged over the 20 realizations of the noise.
The green curves show the detection limit for RV t

sppl for the same sam-
pling (same line code). The upper horizontal red line corresponds to the
detection limit before correction for the 1 day sampling, and the hori-
zontal yellow line the 1 MEarth detection limit level.

4.4. Note on application of the method to current HARPS
data

Our method leads to very good results; the detection limits are
around 1 MEarth for very low noise levels, typically for σ0 lower
than 10 cm/s. It is therefore difficult to apply to current HARPS
data since the noise level is much higher than this. Most of the
time the sampling is not as good either. In principle, a very high
S/N on the spectra could be compensated by temporal averaging,
however, and detection limits of a few MEarth could be obtained
for higher noise levels.

We test our method on a time series of 257 spectra (cover-
ing 1800 days) obtained with HARPS for HD 207129, a G2 star
exhibiting a cyclic behavior with a good correlation between the
RV and Log R′HK (0.78). Spectra and RVs (hereafter RVdrs) have
both been retrieved from the ESO archives. The spectra were
processed as indicated in Meunier et al. (2017), and two RV se-
ries were then extracted following the method proposed in this
paper, for the sets of lines S0 and S1. The average S/N of the
spectra (average over the 72 orders of the echelle spectra from
the ESO archive) is around 167. The two series RV0 and RV1 are
well correlated, but they show a greater dispersion at small scales
than that observed for RVdrs. The correlation of RV0 and RV1
with Log R′HK is indeed weaker (around 0.4). The value of α es-
timated with the different techniques takes very different values,
showing that it is not reliable. Similar conclusion are reached
after averaging the data over 50-day bins (the number of spec-
tra per bin is between 1 and 36), confirming that it would not
be possible to apply the method on current data unless we had
many more observations. Overall, the noise on RV1 is high, and
after correction the time series contain the noise from both RV0
and RV1, which renders the correction impossible for this time
series.

5. Conclusion

We tested a new method for correcting for the RV component
due to the inhibition of convection in plages. We use different
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Fig. 19. First panel: detection limits versus noise for the full sample
and no additional noise, averaged over all realizations. Color- and line-
coding as in Fig. 13, panel f. The horizontal line is the 1 MEarth detection
limit level. Second panel: same, but for binst(t) of 0.5 m/s, for one real-
ization. Third panel: same, but for binst(t) of 0.1 m/s, for one realization.
Fourth panel: same, but for binst(t) of 1 m/s, for one realization. Fifth
panel: same, but for binst(t) of 0.1 m/s added to bgra(t) of 0.8 m/s, for one
realization.

sets of spectral lines with different depths, whose dependence
on the convective blueshift varies. Based on simulated RV time
series, we identified a set of lines that give performance results
in the solar case. We obtained the following results:

– The set of lines must be chosen to provide a convective
blueshift as different as possible from the global set of lines

while still giving good S/N performance. We found that com-
bining the global set of lines with a set selecting solar lines
with fluxes (bottom of the spectral lines) in the range 0.05–
0.5 gives good results. The optimal set of lines should be
adapted to each star.

– Several methods were tested to reconstruct the parameter α
defined as the ratio between the convective blueshift cor-
responding to the restricted set of lines and the convective
blueshift corresponding to the global set of lines. They give
similar results overall. One of these methods is quite insen-
sitive to the noise (with the range tested, below 1 m/s), but
is biased if the zero of the RV times series is not precisely
known. The other methods are not sensitive to its effect, but
are very sensitive to the noise. As the different methods are
based on different assumptions on the relationship between
RVsppl and RVconv, it is probably better to test the different
techniques for any new RV time series.

– We find a significant improvement at low noise levels, typi-
cally below 10 cm/s (for the complete set of lines). For exam-
ple, for the full temporal sampling (all points except a four-
month gap each year), the power in the range 100−500 d is
decreased by 3 orders of magnitude at very low noise levels.
Under the conditions considered in this paper it should be
possible to reach detection limits at 480 d less than 1 MEarth
below 15 cm/s.

– The results remain good with a degraded temporal sampling,
although this threshold decreases significantly. The detection
limits after correction also increase as the temporal sampling
is degraded at all noise levels, but this is not due to the quality
of the correction of the convective component, which also get
worse when considering the RVsppl alone.

– We have discussed the impact of two additional types of
noise on the RV time series: the instrumental stability (short
timescale) and the granulation (derived from a realistic simu-
lation with an amplitude of 0.8 m/s). We find that the impact
of the instrumental noise is very small for 10 cm/s, and has
a small impact at 0.5 m/s. The addition of the granulation
noise does not impact the performance significantly either,
as it behaves as the convective component we focus on in
this paper: as the granulation noise is highly stochastic and
it is difficult to average out completely, due to the presence
of power at large periods and uncorrelated with photometric
time series (Meunier et al. 2015), this method may in prin-
ciple be a solution to correct for this contribution as well,
although other methods have been explored, such as that of
Sulis et al. (2016).

Our approach allows a correction, based on a physical assump-
tion, of the stellar signal at long timescales (cycle), but also of
part of the signal at the rotational period due to the variation
of the convective blueshift with activity. Other sources of RV
variations of stellar origin remain after this correction, such as
the photometric spot+plage component. The performance levels
depend strongly on the signal-to-noise ratio: future instruments
(such as ESPRESSO/VLT) that allow very low levels of uncer-
tainties to be achieved on RV measurements, not only in terms
of instrumental stability, but also in term of S/N on the spectra
to allow very precise line positions, will therefore be crucial.
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