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ABSTRACT

Context. The transport of angular momentum is fundamental during the formation of low-mass stars; too little removal and rotation
ensures stellar densities are never reached, too much and the absence of rotation means no protoplanetary disks can form. Magnetic
di usion is seen as a pathway to resolving this long-standing problem.

Aims. We aim to investigate the impact of including resistive magnetohydrodynamics (MHD) in simulations of the gravitational
collapse of a IM gas sphere, from molecular cloud densities to the formation of the protostellar seed; the second Larson core.
Methods. We used the adaptive mesh re nement cBlEMSES perform two 3D simulations of collapsing magnetised gas spheres,
including self-gravity, radiative transfer in the form of ux-limited dision, and a non-ideal gas equation of state to describe H
dissociation which leads to the second collapse. The rst run was carried out under the ideal MHD approximation, while am-
bipolar and ohmic diusion was incorporated in the second calculation using resistivities computed from an equilibrium chemical
network.

Results. In the ideal MHD simulation, the magnetic eld dominates the energy budget everywhere inside and around the rst hydro-
static core, fueling interchange instabilities and driving a low-velocity out ow above and below the equatorial plane of the system.
High magnetic braking removes essentially all angular momentum from the second core. On the other hand, ambipolar and ohmic
di usion create a barrier which prevents ampli cation of the magnetic eld beyond 0.1 G in the rst Larson core which is now fully
thermally supported. A signi cant amount of rotation is preserved and a small Keplerian-like disk forms around the second core. The
ambipolar and ohmic dusions are eective at radii below 10 AU, indicating that a spatial resolution of at ledsAU is necessary

to investigate the angular momentum transfer and the formation of rotationally supported disks. Finally, when studying the radiative
e ciency of the rst and second core accretion shocks, we found that it can vary by several orders of magnitude over the 3D surface
of the cores.

Conclusions. This proves that magnetic diision is a prerequisite to star formation. Not only does it enable the formation of proto-
planetary disks in which planets will eventually form, it also plays a determinant role in the formation of the protostar itself.

Key words. stars: formation — stars: protostars — stars: low-mass — magnetohydrodynamics (MHD) — radiative transfer — gravitation

1. Introduction (Santos-Lima et al. 2012, 2013; Ledo et al. 2013; Lazarian 2013;
Joos et al. 2013). Indeed, the rst numerical studies of low-mass
Angular momentum transport, and its regulation through masgtar formation were carried out in a rather simplied set-
netic braking, is one of the most important, yet poorly undp where the collapsing cloud was in solid body rotation,
derstood, physical mechanisms in star formation (e.germeated by auniform magnetic eld. It has also been proposed
Hennebelle & Charbonnel 2013). Under the ideal magnetitvat a disorganised eld is simply less eient at removing an-
hydrodynamic (hereafter MHD) approximation, magnetigular momentum from the system (Seifried et al. 2013, 2015).
elds typically observed in molecular clouds (Crutcher 2012Jhe second solution is once again related to the simulation set-
are powerful enough to remove all angular momentum froup; it is argued that the situation where the magnetic eld di-
collapsing dense stellar progenitors: a problem known as tteetion is aligned with the parent body's rotation axis is a very
“magnetic braking catastrophe” (Matsumoto & Tomisaka 2004pecial case, with its own peculiarities, and unlikely to hap-
Hennebelle & Fromang 2008; Hennebelle & Teyssier 200B8en in nature. While the alignment between magnetic eld
Mellon & Li 2008; Commercon et al. 2010). Angular momenturand large density structures in molecular clouds has been stud-
is needed to form protoplanetary disks around young staie] with recent observations (Planck Collaboration Int. XXXV
and three possible solutions are currently being investigated2§16; Hull et al. 2017), the spatial resolution does not allow to
theoretical studies to try and solve the magnetic braking puzzleperform the same quantitative analysis at the cloud dense core
The rst invokes the omnipresent turbulence in théevel. Itis however perfectly possible that rotation axis and mag-
molecular clouds, which, through turbulent reconnection, ietic eld are misaligned, especially if the magnetization is weak
thought to eectively regulate the concentration of magnetifMocz et al. 2017; Hull et al. 2017). Hull et al. (2013) present
ux and lead to the formation of protoplanetary diskslust-polarization observations towards 16 nearby low-mass
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protostars and conclude that their data are consistent with digkdNumerical method and initial conditions

that are not aligned with the magnetic elds in the cores fro ) . - e

which they formed. This scenario was investigated by sevefat- RAMSESith non-ideal MHD and ux-limited diffusion
authors (Hennebelle & Ciardi 2009; Joos et al. 2012; Li et athe simulations were carried out using a modi ed version of the
2013; Krumholz et al. 2013; Masson et al. 2016) and was foug€aptive mesh re nement (AMR) codRAMSESeyssier 2002;

to also be conducive to disk formation. Nevertheless, we nggomang et al. 2006) which incorporates theets of ambipolar
that as the magnetic dissipation relies on numericalision, and ohmic di usion (Masson et al. 2012), and radiative transfer
these studies do not always yield resolution converged resultsja a time-implicit ux-limited di usion (FLD) approximation

the ideal MHD framework. _ . _ (Commercon et al. 2011b, 2014). The governing equations are
Finally, resistive eects in the induction equation were sug-

gested as a means to reduce the pile-up of magnetic eld arm@j
the central object (Dun & Pudritz 2008; Mellon & Li 2009; @
Krasnopolsky et al. 2010; Li et al. 2011; Machida & Matsumoto

+r (V)=0; (1)

2011; Dapp & Basu 2012). The gas inside protostellar envelopes " | #

and protoplanetary disks is poorly ionised, and ion-neutral cq@v iBj2"

i : " : ons— + +p+l | B B = E (2
lisions, which act as a dusive process in the MHD equations; @ r v v+ p 2 = T rE; (2

are omnipresent. While in early 2D studies, neither ohmic nor
ambipolar di usion were able to circumvent the magnetic brak-

ing catastrophe without requiring abnormally large resistiviti ij2! o2
(Krasnopolsky et al. 2010; Li et al. 2011), more recent 3D c @ +r E+p+ - v B(B v)+ 4—(r B) B
culations have shown that magnetic dsion with realistic resis- #

tivities can facilitate the formation of at rotationally dominated + AC? B) B) Bl B

structures, with radii of about 50-60 astronomical units (AU; 4 iBj? [((r ) B) Bl

Tomida et al. 2015; Tsukamoto et al. 2015a; Masson et al. 2016; 4
Hennebelle et al. 2018)This third pathway provides a physical =~ VvV T VIE pcal” E; ®3)
di usion mechanism which does not depend on the numerical

resolution or the orientation of the magnetic eld, it is simply "

governed by the microphysics of molecular cloud. @ v B O_Cr B
The vast majority of the works listed above have studied®
the rst hydrostatic core stage of star formation (scales of 2 #
10 AU), and very few have considered the scales typical of [(r B) B] B =0 4)

the protostellar seed; the second Larson cafX AU; Larson 4 B
1969; Masunaga & Inutsuka 2000; Vaytet et al. 2013). The rst
full 3D hydrodynamical simulations of the formation of thd B =0 (%)
second Larson core were carried out by Bate (1998). Since

then, only a limited number of studies have reached the seco

core stage, with dierent numerical methods (nested grid codes, = 4G, (6)
smoothed particle hydrodynamics), incorporating increasingly

complex microphysics including magnetic elds, radiative transgg,

fer, magnetic diusion. We summarise the list of these paper? +r (VE)+PRirv
in Table 1. The recent works by Tomida et al. (2015), using '
nested-grid code, and Tsukamoto et al. (2015a), using smoothed = , ¢ aT* E, +r C_r E : 7)
particle hydrodynamics, were the rst ones to include radiative R

transfer coupled to MHD with both ambipolar and ohmic wh he quantities are (in order of appearance): the gas densit
sior?. Even more recently, Wurster et al. (2018) went a step fj;_ quantit (i PP ): 9 nsity

ther by adding the Hall eect in their calculations of the secon Imtit, _tge 9{?5 vel?g:)zty/t,hthe gaSt ptr.ESSlIJrﬂ tthet_mlagtzetlc de_ld
core formation. To help establish theoretical results, it is crucial €l I_en_ Ity ma rr]' ’ d'e gravitationa r_Jr(;]en 1a I’ € radia-
to verify computational results across drent codes and numer—.t've ux |m|ter_ » the ra _|at|ve en_ergEr. e total gas energy
ical methods. This paper aims to do precisely this, expanding'grﬁje nedasE = + v v=2+B B=2where is the internal gas

o, : energy. o and a are the ohmic and ambipolar magnetic resis-
the latest Japanese and British studies to strengthen the Va“ﬁ\[/izes, o is the Planck mean opacitg;is the speed of light,

Be radiation constant, whilerepresents the gas temperature,
IS the gravitational constan®, is the radiation pressure, and
R is the Rosseland mean opacity.

of the star formation process. We follow the gravitational col-
lapse of a dense sphere of magnetised gas, from molecular cl
densities to the formation of the protostar, including ambipol
and ohmic diusion. We compare the results to the classic Equati 1)—(3) d be th i f
ideal MHD (IMHD) framework, and illustrate why magnetic quations (1)~(3) describe the conservation of mass, mo-

A . . ) -“mentum, and energy, respectively. Equation (4) is the induc-
di usion is of paramountimportance in low-mass star]‘ormatlo{rﬁ'c.)n equation, Eq. (5) is the divergence-free condition, Eq. (6)

is the Poisson equation for self-gravity, and Eq. (7) is the con-
1 |t is not clear why Krasnopolsky et al. (2010) and Li et al. (20113€rvation of radiative energy density. In this work, we used the
were not able to form rotationally supported disks in their calculationdLL Riemann solver for the MHD, and the Minerbo ux limiter
Possible reasons include that their models were only 2D, and did gdtinerbo 1978) for the FLD which is de ned as
incorporate self-gravity, although this has never been con rmed. 8 P

2 We note that Tomida et al. (2015) did not quite follow the evolution 3 253+ W); if 0 R 32

22:2,6 collapsing system all the way up to the formation of the second= 3 (1+R+ "1+ 2R) L if 32<R 1 :

(8)
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Table 1.3D numerical studies of the formation of the second Larson core.

Reference Numerical  Equation Radiative Magnetic Non-ideal MHD
method of state transfer? elds?  Ohmic? Ambipolar? Hall?
Bate (1998) SPH Barotropic No No No No No
Machida et al. (2006, 2007, 2008) Nested grid Barotropic No No No
and Machida & Matsumoto (2011)
Whitehouse & Bate (2006) SPH oHH+He (FLD) No No No No
Saigo & Tomisaka (2006) Nested grid Barotropic No No No No No
and Saigo et al. (2008)
Stamatellos et al. (2007) SPH HH+He (cooling) No No No No
Bate (2010, 2011) SPH HH+He (FLD) No No No No
Tomida et al. (2013) Nested grid ,HH+He (FLD) No No
Bate et al. (2014) SPH HH+He (FLD) No No No
Tomida et al. (2015) Nested grid ,HH+He (FLD) No
Tsukamoto et al. (2015a) SPH »HH+He (FLD) No
Wurster et al. (2018) SPH HH+He (FLD)
This work AMR H+H+He (FLD) No

whereR = jr EjH RrE;). The radiation pressure is given bythe literature. To speed up the calculations, the timestep was pre-

P, = DE;, and the Eddington tensor is vented from going below a fraction of the ideal MHD timestep.
1 3 1 It is taken to be the minimum of the three timescales:
D= | + n n; 9
2 2 X

X . . t|D =08 —;
with = + 2R’ andn = r ESr Ej (Levermore 1984). i=xyz U+ Vi)
The code incorporates the gas equation of state of Saumon et al. N :
(1995), and its extension to low densities (see Vaytetetakto = max 0:1—; tp ; (20)
2013), for a mixture of hydrogen (73%) and helium (27%, o !

2

in mass). The interstellar dust and gas opacities were taken X
max 0:1—; tp ;
A

from Vaytet et al. (2013). These comprise the dust opacities dr =
Semenov et al. (2003; assuming a 1% dust content, by mass)
at low temperatures (below 1500K), the molecular gas opathere xis the cell size, = 0:1, and
ities of Ferguson et al. (2005) for temperatures between 1500
and 3200K, and the atomic gas opacities from the OP project 1
(Badnell et al. 2005) above 3200K. To aid the convergencef= = w2+ v/i +
the implicit radiative transfer solver, we arti cially limited the 2

optical depth per cell to a minimum value of f0When the gas ;¢ o fast magnetosonic speed in directipnwhere vy =
is optically thin, it is not crucially important for the heating and&?. ,

cooling mechanisms whether the opticaly depth i$xg 10 4,  1BI*<(4 ) is the Alfvén speed, and the sound speed

but we observed that choosing the latter can typically cut the S

S

2 2

B
W2+ V2 4vv24— (11)

NI =

number of iterations in the conjugate gradient solver by a factgr_ P, 4E, (12)
of 4 or more. We show a validation of this acceleration scheme in 9
Appendix A.

The magnetic resistivities were computed from a reducétfludes the contribution from the radiation pressure (see
chemical network including neutral and charged species, as wefimmercon et al. 2011b). The idea is that the exact amount of
as dust grains, using an earlier version of the Marchand etfggnetic di usion included is not crucially important, as long as
(2016) model. It is in fact identical to the ducial model ofsome di usion is operating (see Appendix B for more details). It
(Marchand et al. 2016; with a cosmic ray ionisation rate d%, however, necessary to compute the resistivity adents ac-

10 Y7 s 1y for densities below 1¢ gcm 3, but features a curately with a chemical network, as in Marchand et al. (2016),
smooth decay in bothy and o beyond this point, following as the densities and temperatures at which they either rise or fall
Machida et al. (2007) who use this to represent the thermal ige important. The mesh re nement criterion was de ned so that
ization of alkali metals, instead of taking into account theets the local Jeans length was always sampled with a minimum of 32
of grain evaporation, thermal ionisation of potassium, sodiu®glls everywhere in the computational domain. Initial tests with
and hydrogen, and grain thermionic emission. Using this tof@wer resolutions yielded spurious heating between the rst and
a three-dimensional table of density, temperature, and magné&g€ond core stages, due to ingent cooling (see Appendix C
eld dependent resistivities was computed. During the simuland Vaytet & Haugbglle 2017).

tions, the resistivities in each grid cell were interpolated on-

the-y acc_ording to thellocallstate variables, greatly r_e_dqcingz_ Simulation set-up

computational cost but implying thermodynamical equilibrium.
The resistivities severely limit the integration timestep, andVde adopt initial conditions similar to those in Commercon et al.
stable super-time stepping method for ambipolaudion on an (2010). A magnetised isothermal sphere of molecular gas with
AMR grid with level-by-level sub-cycling is still lacking from quasi uniform density, rotating about tkexis with solid body
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rotation, is placed in a surrounding medium a hundred times -2
less dense with equal temperature. The sphere has aVhass
1M , aradiusRy = 2753 AU, and a temperatuile = 10 K, for
an initial ratio of thermal to gravitational energies of

_ 5RoksTo
2GMgy my
where kg is Boltzmann's constant, is the mean molecular

weight 2.31 initially for the K + He mixture), andry is the
hydrogen atomic mass. The density in the domain is de ned by

= 0:28, (13)
=20-10--0--10---20
X [au]

|
—_
NS}

log(p) [g cm™]

—14°T

8 h [ —16}[ — 1deal MHD , |
_ 2 ol+ cos zarCtan¥ ; if 1 <Ry, — Ambipolar + Ohmic diffusion —20-10 0 10 20
=3 . (14) —-18} X a0l
T =100, if r>Ry; 4.5 b
where ¢ = 6:76 10 '8 g cm 2 and includes am = 2 perturba- 4.0 1
tion of amplitude = 0:1, which has been used in many of our 5 5|
previous works to favour fragmentation in the collapsing sys-
tem (see Commercon et al. 2008; Commercon et al. 2010). Thé 3.0t
amount of rotation given to the cloud is parametrised accord-2
ing to the ratio of rotational to gravitational energies, which was 56 20|
chosen to be <50l
R 3 - oot 131
M 0:01; (15) o
where ¢ is the angular velocity. The strength of the magnetic 6
eld is de ned in terms of the mass-to- ux ratio normalised by C
the critical value of stability for a uniform sphere 4
R R
cldM Pd g _
= =4 (1) 9 2
(M= B)¢it 8
_ 2 _ _ 053 5 172 g ol
where g = rCleo and (M= g)gy = ¥ & -
(Mouschovias & Spitzer 1976) and = = x? + y? is the cylin-
drical radius. The magnetic eldis initially parallel to, and invari- -2

antalong, the axis of rotatianThe eldis strongerinacylinder of
radiusRy (with the dense core atits centre) thaninthe surrounding 57 e 5775 575 57 9 230 281 282 283 284 785
medium, withB,(rey < Ro) = By = 100%®B,(r¢y > Ro), where ' ‘ ' " Time [ky.r] ' ‘ ' ‘
the factor of 100 comes from the dirence in density between

the core and the surroundings (see Masson et al. 2016). The agel. Density panel g, temperatureanel  and magnetic eld
grid at the coarsest level counted36ekells, and an additional strength panel 9 as a function of time, for the densest cell in the sys-

21 AMR levels yielded a nal eective resolution of 8 10 5AU. tem. The red lines represeniniD , while the blue lines are faunAQ
" In thetop pane] the two insets show maps of the logarithm of density

in runID just before panel g and after panel g the development of
3. Results the interchange instability (see text).

We performed two simulations: the rst using the ideal MHD ap-
proximation .(unID), and the _sgcond including ambipolar an#]th corner of panel b, where the compressive heating is lost
ohmic di usion ¢unAQ, requiring 40000 and 180000 CPU ’

hours, respectivefy In the remainder of this paper, we focué’ia ra_diative c_ooling. As the density ri_ses, th? system's opti-
on de,scribing the dierences between the two modefs cal thickness increases and the radiative cooling becomes less

and less e cient, until it can no longer counter-balance the
compressive heating. The system enters its rst adiabatic phase
3.1. Early evolution when densities exceedl0 2 g cm 3, where the rst hydrostatic
. I _ Larson core is formed. The rst core continues to accrete mate-

The evolution of a gravitationally collapsing dense moleciy, fom its envelope, and the sustained increase in mass forces
lar cloud core has been described in detail in past works (3g& temperature to rise in the centre. When the gas reaches
Masunaga & Inutsuka 2000; Vaytetetal. 2013, for instancelyng K "H, molecules begin to dissociate. Theeetive adia-

and is displayed in Fig. 1 for our two runs. It begins with 8¢ index drops below the critical value of34for support

3 The high cost for the non-ideal MHD simulation does not origi‘::lgamSt gravitational contraction, and aseqond, very rapid, phase
nate from a computationally expensive magneticugion module, but ©f collapse takes place, at the end of which the second hydro-

comes primarily from a highly reduced integration timestep between thétic Larson core is formed. The moment where the curves in all
rst and second collapse stages, as ambipolar and ohmic resistivitiestiree panels exhibit a very sharp rise marks the onset of second
crease inside the rst hydrostatic core (see Eq. 10). collapse.

othermal phase of contraction, clearly visible in the lower
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In the early stagest (< 28230yr)runiD andrunAOhave pens at densities two orders of magnitude higheumD than
very similar central density and temperature evolutions. Only tirerunAQ suggesting that the protostellar core is more compact
strength of the magnetic eld diers signi cantly already after in the IMHD run. We also note that the gas in the polar regions
28 000yr, because the ambipolar and ohmicudion strongly (darker colours) undergoes shock heating earlier (i.e. at lower
hinders the condensation of magnetic ux. Just before tliensities) than around the equator (lighter colours), suggesting
second collapse inunAO(t ' 28230yr), the discrepancy inthat the gas reaching the second Larson core is moresdiclose
B has grown to almost 3 orders of magnitude. Theas of to the poles. This is actually visible below, in the density map
a strong eld ampli cation are visible in the subsequent evoluaround the second core in Fig. 3r.
tion of runiD . All three displayed quantities show a plateau after Figure 2b shows the distributions of the magnitude of the
28 250yr, where contraction and heating is halted, delaying timagnetic eld vectorB = jBj as a function of gas density. At
second collapse. As illustrated by maps of the gas density in low densities €10 *°> g cm 3), runIlD andrunAOyield identi-
sets (d) and (e), this is caused by interchange instabilities that da- results. Above this point, we observe the same behaviour
velop in the presence of extreme gradients in the magnetic edg in Masson et al. (2016). While the magnetic eld follows a
(Spruit et al. 1995). This eect was already observed in otheB / 2= power law inrunID (consistent with magnetic ux
works (e.g. Zhao et al. 2011; Tomida et al. 2015; Masson et ebnservation for a contracting gas sphere), a clear magnetic dif-
2016), and is discussed further below. fusion plateau appears minAOaround 0.1 G. This diusion
barrier strongly limits the ampli cation of the magnetic eld,
reduces magnetic braking, and prevents several IMHD peculiari-
ties such as counter-rotation of gas inside the envelope surround-
We now turn to describing in more detail the properties of tHag the rst core, or the development of interchange instabilities
rst and second Larson cores, at a time right after the formésee Masson et al. 2016). As the resistivities begin to drop above
tion of the second core. Finding a moment in both simulatiof€nsities of 10 8 gcm ® (see Sect. 2.1)B rises once again,
where all aspects and structures of the collapsing systems caldiawill remain between one and two orders of magnitude below
directly compared is not trivial. The two runs reach the secoffte IMHD values. This has very important consequences for the
core stage at slightly dierent times, and with dierent densi- properties of the second Larson core.
ties and temperatures in their centres. We de ned the formation The ratio of thermal to magnetic pressure, otherwise known
of the second core as the moment when a fully formed acchs- the plasma = 2p=B? is displayed in panel ¢ as a function
tion shock is present, with a sharp density and velocity gradigftdensity. The eects of magnetic diusion are once again un-
at the core border. The justi cation for this somewhat arbitra§quivocal. At low densities, outside of the rst core, the mag-
criterion will become clear in the following paragraphs. In addnetic pressure dominates everywhere in bethiD andrunAQ
tion, in the remainder of this work, a density threshold criterioi also mostly dominates (or is comparable to the thermal pres-
— favoured for its simplicity and robustness — will be used to deure) inside the rst and second coresrimID . However, the
ne the rst and second Larson cores (see Appendix E). All théiermal pressure is orders of magnitude higher than the mag-
cells with a density higher than 18 g cm 3 make up the rst hetic pressure when magnetic dsion is included, as was re-
core, while the threshold is 1®g cm 3 for the second core. ported in Masson et al. (2016). The rst and second hydrostatic

We rst look at the evolution of the gas temperature at theores are genuinely supported by thermal pressure, and the two
centre of the system as a function of density, represented by $ifgulations are forming two completely dirent protostars.
dashed lines in Fig. 2a. The quasi isothermal contraction at low Panel d displays the ratio of thermal to isotropic radiative
densities €10 2 g cm 3) is clearly visible in the lower left cor- pressuréPaq = E(=3, as a function of density. The two runs yield
ner. The curves then follow an isentrope with an almost const&ifhilar results. At low densities, radiative and thermal pressures
adiabatic index . ' 7=5* until temperatures reach 2000 K and@re comparable, but as the gas contracts isotherniglly,re-

o fallsto 1.1, initiating the second collapse. The value & 7 mains constant whil@ scales linearly with density. As a result,
is recovered towards the end of the tracks, once temperatufs thermal pressure vastly dominates virtually everywhere in
exceed 10* K. The evolutions inrunID andrunAOare very the collapsing system.
similar, following tracks which strongly resemble the results We now turn to studying in panels e to | the distributions
of past 1-3D studies (Masunaga & Inutsuka 2000; Vaytet et @f. the uid variables as a function of radius. Panel f shows the
2013; Tomida et al. 2013; Bate et al. 2014, to only name a fegps density as a function of radius, and the distributions are rel-
The colour maps in Fig. 2a show a single snapshot in time @ively similar between IMHD and non-ideal MHD (NIMHD)
the distributions in the { T) plane of all the cells in the sim- models. The densities are in general lower along the polar
ulation domain, just after the formation of the second Larsafirections than in the equatorial plane, which is expected for a
core. Red colours are founID while blue is forrunAQ The disk forming in the plane of rotation. The second coreuniD
cells have been divided into two regions; the equatorial regi@gpears to be more compact than iimIAO counterpart, and
(light colours) where the polar coordinate= cos }(zr) is in seems to also have a dirent structure; its density is relatively
the range=4 < < 3=4, and the polar region above and beuniform, suggesting a more spherical morphology, while the
low the central protostellar object wherec = 4 or > 3=4. runAQOcore is elongated in the equatorial plane and has density
The centre of the polar coordinate system is the centre of fpeaks away from the centre. The temperature distribution in
second Larson core, found by calculating the mean coordinat@anel e shows again the more compact nature ofuthtd sec-
all cells with > 10 ® g cm 3. The results from the two derent ond core. It also reveals that ranID , temperatures are higher
calculations are overall qualitatively similar. The most noticéa most of the computational domain. This includes the regions
able di erence is the density at which the shock heating occiifside the second core (< 0:003 AU), around the rst core

when the gas enters the second core. The shock heating thggder (1< r < 10 AU) and also at larger radii ( 100 AU).
Panels i and j show the radiak) and azimuthal\({) com-

4 |t is actually closer to B for 1022 < < 1012 gcm 3 (see ponents of the gas velocity, as a function of radius. Two (neg-
Vaytet et al. 2014). ative) spikes inv; around 1 and 0.01 AU imunAO mark the

3.2. Physical picture at the time of second core formation
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Fig. 2. Left columntemperatureganel g, magnetic eld panel b, plasma (panel ¢, and ratio of thermal to radiative pressupafel g as a
function of density, for every cell in the computational domain at the epoch of second core formation. The IMHD simulation is represented by th
red colours, while the blue shades are for the NIMHD run. The green colours correspond to areas where IMHD and NIMHD results agree withi
10%. Each data set is delineated by a solid contour line which outlines the data distributions. The dark and light colours give an indication
the positions of the cells in the simulation box according to thkecos 1(zr) angle: the light colours denote cells close to the equatorial region
(=4 < < 3=4)while dark colours show cells in the polar regions: (= 4 or > 3=4). The dashed lines ipanels aandb represent the time
evolution of the central (densest) cell inside the mesh. The thin black lipariel bis the power law predicted from magnetic ux conservation

in a contracting gas spher@enter and right columnsadial distributions of various quantities for every cell in the computational domain. As in
theleft column red colours are forunlD while blue colours are forunAQ In panels gandh additional lines show the integrated enclosed mass
and angular momentum, respectively, in successive spherical shells going outward from the centre of the system.

rst and second core borders, respectively.rimiD, the rst fectively zero inrunID . The magnetic braking is so eient in
core border is less well de ned and has a radius 3 times largére latter that it has removed all angular momentum from the
while the second core is clearly visible around 30 2 AU. second core (this con rms the results of Tomida et al. 2013).
As expected, the highest velocities are found in the polar re- Panels k and | display the verticaB4) and toroidal B )
gions, where the gas is free-falling along the magnetic eld linespmponents of the magnetic eld, divided by the magnitude of
meeting no resistance along its path. The IMHD model has paosie B eld vector. This reveals that around the rst core re-
tive v between 2 and 100 AU, representative of an out ow; a fegion (05 < r < 50 AU), the eld is much more vertical in
ture absent frommunAQ The positive radial velocities inside therunAO(B falls to zero), while the opposite happensimID .
second core imunAOare a sign that the core is expanding beFhe magnetic diusion allows the eld lines to remain vertical
cause of strong rotation. Indeed, panel j shows a colossal amawithout being drawn in by the uid, unlike the IMHD model
of rotation in and around theinAOsecond core, while it is ef- where perfect coupling between uid and magnetic eld means
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that the eld lines are dragged into a pinched hourglass shapeclearly visible in the side view of both simulations. In the
(see Krasnopolsky et al. 2010, for example), changing the ori¢op view, a lamentary structure extending from the north-west
tation of the eld and strongly reducinB,. The picture is almost to the south-east of the protostar has formed from the initial
reversed for the second Larson core, but for aedént reason. densitym = 2 perturbatioh. A magnetic tower with out ow-
The eld is almost entirely toroidal imunAO(B,=B ! 0 and ing velocity arrows (corresponding to the positive radial veloci-
B =B! 1), because of the strong rotation of the gas which dratiss in Fig. 2e) is observed munID (a), while it is absent from
the eldlines along (atthese densities and temperatures, the gasiisAO (b), as was the case in the strongly magnetised simula-
almost fully ionised and the eld is once again perfectly coupletibns of Masson et al. (2016). Another large dience between
to the gas). On the other hargl, remains rather small irunID  the two runs, and another sign of strong ampli cation of the
because of the lack of rotation at the second core level. We afsagnetic eld, is the presence of “bubbles” in tixey view
note that throughout the domain, the eld remains mostly verticéd) of runID which are caused by interchange instabilities (see
inthe polarregions, in both simulations, which is fully expected ihao et al. 2011; Krasnopolsky et al. 2012, for a detailed study
a set-up where the rotation axis is initially aligned with the magf these structures). While it has been argued that misalignement
netic eld. between the initiaB eld and the rotation axis and turbulence
Finally, in panels g and h we show the distribution of the masse both able to prevent the formation of such structures (Li et al.
and angular momentum, respectively, contained in the grid cel913, 2014), ambipolar and ohmic dision provide a physi-
The mass contained inside a cell may not provide much valuab#é rather than numerical diision that dominates the dissipa-
information, as it is governed by our mesh re nement strategyon processes, with no dependence on the initial direction of the
and the fact that it varies only lightly across the entire radial eB- eld nor the numerical resolution. The aligned case is no
tentis simply aresultof choosingtore nethe grid according totHenger a special set-up with its strange behaviours and artefacts
Jeans criterion. More interestingly, if we integrate the mass insi(dge Masson et al. 2016). Further evidence of the rearrangement
successive spherical shells around the protostar, we obtain theofrmagnetic eld lines provided by resistive ects is seen in
closed mass which we represent by the two solid lines in the upffee second row (panels e and f), where the magnetic eld lines
half of panel g. The two systems have similar mass pro les, apare very pinched imuniD , while they are much more vertical
from inside the second core which is more compactimiD . In  in runAQ This corroborates our ndings above; the eld lines
the case of the angular momentum, the mairedénce between are no longer perfectly coupled to the gas and get less dragged
the two runs is a collection of cells mnAOwith much higher an- in by the collapsing uid. The modi cation of the magnetic eld
gularmomentumthanimuniD, intherange 3 < log(r) < 1:5. topology is provoked by the ambipolar dision, the dominant
This corresponds to the cells with high azimuthal velocities foumdechanism in this regiorr (< 30 AU; see Appendix D) The
in panel j. As a consequence, the integrated angular momenti@mperature maps are also markedlyadient, withrunlD show-
for radii below 1 AU is orders of magnitude highemimAOthan ing higher temperatures everywhere around the central protostar,
in runiD . In fact, the exceedingly strong magnetic braking iop to a radius of 100 AU.
runiD evenforced asignreversal ofthe angularmomentuminside Taking a closer look at the rst Larson core in panels i to
the second Larson core (dashed red line). However, the amoumt,ofve notice that the disk is “pwed” up in runlD (i) com-
rotation is so small (see also Sect. 3.3) that it isdlilt to see as pared torunAQ The top view (k) also clearly show gas ejec-
a bulk counter-rotating motion; the main component of the géens from the interchange instabilities with out owing velocity
velocity is radially infalling at these radii. vectors. When looking at the time evolution of the gas tempera-
This result is of crucial importance. It shows that magnettare, we found that a sudden heating of the gas around the rst
di usion (both ambipolar and ohmic) starts to becomeative core coincides with the development of the interchange insta-
for radii below 10 AU, and even more so below 1 AU, indicathilities, although we have not been able to establish if the in-
ing that a spatial resolution of at leasf AU is necessary to stability is directly responsible for the heating. Other possible
correctly study angular momentum transfer and the formationefplanations include shock heating from waves launched by the
rotationally supported disks around protostars instabilities, or irradiation from the protostar which is enhanced
because the density — and hence optical thickness — of the gas
around the rst core drops as it gets ejected. One could even en-
visage a combination of the two, where shock heating raises the
Figure 3 contains multiple slices through the data, comparing tignperature around the core abovE000 K where dust grains
morphologies of the protostellar systemrimID (columns 1 start to sublimate, abruptly lowering the opacities, which in turn
and 3) andunAO(columns 2 and 4) on three dérent scales. intensi es the irradiation.
The top two rows display a wide region around the rst Larson In runAQ all the gas is moving towards the core, and the
core, the typical scale of a protoplanetary disk. The two midd@gcretion is highly anisotropic, occuring primarily along the
rows show the immediate vicinity of the rst Larson core, whiléwo high-density streams seeded by the perturbation in the
the bottom two rows present the second Larson core and its clsgéal conditions. In panels m and n, the contrast in magnetic
surroundings. The two left columns show side views of the €ld orientation is glaring; the eld inrunID is pinched to
system, while the two right columns display the tojy perspec- the extreme, while it has become almost verticatunAOdue
tive. The simulation times are the same as in Fig. 2. to the resistive eects. Panel p shows the high-density accre-
tion streams hindering the propagation of heat from the central
source, which progresses instead along the perpendicular direc-

3.3. Morphologies

3.3.1. The rst Larson core and its surroundings

Panels a—d show gas density maps with velocity vectors. Anthis may seem a little arti cial but it in fact reproduces very well
equatorial density enhancement, typical of an accretion digke density structures seen in simulations with more realistic turbulent
initial conditions (Commercon et al., in prep.).

5 The maximum resolution of 0.15 AU in Masson et al. (2016) verie$ This was once again already observed in the simulations of
this condition. Masson et al. (2016, see their Fig. 6).

A5, page 7 of 18



A&A 615, A5 (2018)

Fig. 3. Slices through the centre of the domain, comparing the morphologies of the protostellar systa@hDirf{columns 1 and 3) antuinAO
(columns 2 and 4) on three dérent spatial scales at the epoch of second core formdmels ah: display a wide region around the rst Larson

core, the typical scale of a protoplanetary diB&nels +p: immediate vicinity of the rst Larson corePanels gx: present the second Larson

core and its close surroundindo left columnssidex—z views of the system, while the two right columns display thextepperspective. The
coloured maps in each row alternate between representing the gas density and temperature. The arrows on the density maps depict the gas ve
eld. Overlayed onto the temperature maps are magnetic eld litefs ¢olumr) and AMR level contoursright columr).
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tion. In runiD, the more homogeneous density structure leads
to a more homogeneous temperature distribution. The magnetic
reconnection that occurs when interchange instabilities develop
may also provide additional heating. However, this is not recon-
nection enabled by ohmic dision (that generates Joule heat-
ing) since it appears in the IMHD simulation; it is known as
numerical reconnection. We have not been able to determine
whether numerical reconnection heating is signi cant (or even
happening at all) when compared to the irradiation from the cen-
tral object, but the gas heating does appear to coincide with the
development of the bubble-like ejections.

3.3.2. The second Larson core

Panels g to t show once again density maps with velocity vec-
tors forrunID andrunAQ but this time in the vicinity of the
second Larson core. The morphologies are here also veey-di
ent. The second core border is not very well de nedunlID,
where the gas density shows a rather smooth transition from
10 7 to 10° gcm 3, as was already found in Fig. 2f. The
protostellar seed also displays a loss of top-down symmetry (q),
most probably due to magnetic ux redistribution during the de-
velopment of the interchange driven magnetic “bubbles”. We
also note the absence of any rotation in panel s, as already men-
tioned in Sect. 3.2. On the other hand, theAOsecond core has
a sharp border, strong rotation and a preserved top-down symme-
try. It is atter around the poles, due to both the rotation and the
high infall speeds in the polar direction. The top view (t) also re-
veals the early development of a spiral structure inside the core.
The second core masses fanID andrunAQare 38 10 *M
and 74 10 3M , respectively.
The temperature maps with overlayed magnetic eld lines in
panels u and v expose the compact nature of the second core in
runlD . Temperatures at the very centre are higher thaniAQ  Fig. 4.3D visualization of logarithmically spaced density isosurfaces in
and the core surroundings are also slightly warmer. The elfe inner-most region of the compytational domaip showing the struc-
lines in the side view from both simulations have a very simildjré ©of the second Larson core, in the case of idea)(and non-
pinched shape, which is expected because the eld is coupl&gg! @ottom MHD. The isosurfaces have been cut half-way in xae
irection. The magnetic eld lines are overlayed and have been coloured

to the gas in both runs as itis fully Ipnlsed .at th‘?se scales. Ita'(?cording to the magnitude of the magnetic eld vector. The insets in
always a challenge to view magnetic eld lines in a 2D plan

: ¢ A | ®me lower left corner of each panel show (with the same spatial scale)
and Fig. 4 shows a 3D rendering of the magnetic eld lines fghe central region of the system without tBeeld for a better view of
both simulations, along with density isosurfaces. This view I'ére morphology, The density and magnetic eld colour scales apply to
veals the true topology of the eld; a near perfect hourglass bth panels

runiD, and strong winding inside the second corerimAQ

The generation of toroidal eld imunAOis expected to eventu-

ally lead to the launching of a fast out ow (Machida et al. 2006disk massis B 10 * M _(the disk was de ned as the gas with
Tomida et al. 2013). densities in the range 1% gcm < < 10 °gcm 3; this is
marked by the yellow and dashed black contours). We computed
the magnetic Toomre stability criterio@mag (Kim & Ostriker

3.4. Late evolution 2001) for this disk according to

In this section, we look at the subsequent evolution of the IMHD q

and NIMHD systems. Figure 5 shows density and temperature I c2+v4

slices in the two simulations, approximately one month (24 day@),ag = : a7
after the formation of the second core. The second canenitD G

is still compact, has reached even higher densities and tempgiierec is the gas sound speedis the disk surface density, and
atures in its centre (@ g cm 3; 10° K), and appears to have |-

amentary accretion streams that are associated to the magnetic d f1=2
eld topology (see panel b). Its mass is now9 10 3M ,with ' = 4 “+2 Tar (18)
an e ective mass accretion rate of 10 2M yr 1.

The small spiral instability inrunAO detected in Fig. 3t is the epicyclic frequency of the gas with angular velocity
has developed into a small disk around the second core withe surface density was integrated over the height of the disk,
two spiral arms. At this point, the second core mass hagile ! , c;, andva in Eg. (17) actually represent the mass-
grownto 77 10 *M , for an e ective mass accretion rate ofweighted average values inside a given vertical column (we

4 103M yr ! (the core is delineated by the black dashegbte thatya  cs because 1 at the densities considered).
contour in Fig. 5c). It has a rotation period 022 days. The A map of Qnag is displayed in Fig. 5e, revealing that the disk
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Fig. 5. Slices of the gas density with velocity vectorsrimID (panel § andrunAOpanel ¢ about one month after the formation of the second
Larson core. The area shown is the same as in Figs. 3s andoainéh g the yellow contour marks the disk limit, taken as 10 5" g cm 3, while

the black dashed contour delineates the second hydrostatic corewitl® ° g cm 3. Panels bandd: slices of the gas temperature with magnetic

eld streamlines overlayed?anel e logarithmic map of the magnetic Toomre stability criteriQn.y inside the disk that forms around the second

core inrunAQ The grey-shaded areas indicate regions in the disk where the epicyclic freduenicygaginary and n® could be computed. The

yellow and dashed black contours are the same asaiel ¢ Panel f. radial pro le of the azimuthal velocity for all the cells inside thenAO

second core disk. The colours code for the mass contained in a particular region of the plot. A Keplerian velocity pro le is overlayed (black solic
line).

is stable against gravitational contraction. This is suggestitige vast majority of cells lie in a tiny region in the centre of the
that forming tight binaries from fragmentation inside the secomsiimulation box, a situation where the CPU domain decom-
core disk may be dicult, but this is at such an early stage iposition along a Hilbert space- lling curve performs poorly.
the protostar's life that we cannot rule it out with the preseiMany processors end up holding no cells in the top AMR levels
result. Indeed, the disk is still rapidly growing in mass (seend spend much of their time waiting for the ner timesteps
below), and may become unstable at a later stage. In addititm,complete on the other CPUs. Increasing the number of
Fig. 5f shows the distribution of the azimuthal velocity as @PUs beyond 48 did not show convincing boosts in execution
function of radius of all the cells inside the disk. Even thougépeeds, as any gain in processing power gets almost entirely
the shape of the rotation pro le is Keplerian-like, the disk isounter-balanced by a heightened communications load.
mostly sub-Keplerian, which is in agreement with the fact that .
the cgre is stillpaccreting mass. Finglly, it should also be not dThe rst and second core accretion shocks
that our resolution is insucient to correctly characterise theln this nal section, we investigate in more detail the accretion
viscous dissipation inside the disk and adequately treat tgys onto the rst and second Larson cores, and more partic-
protostellar core accretion shock cooling through the disllarly the radiative e ciency of the accretion shocks. Over the
Moreover, following the disk evolution for many orbital periodgears, this subject has been of paramount importance to early
is computationally prohibitive (see below), and by limiting ourevolutionary models of low-mass stars (e.g. Barat al. 2012)
selves to such early epochs, we are not capturing the global digkwell as planets forming via the core accretion scenario (e.g.,
cooling. These two mechanisms careat the disk temperature Mordasini et al. 2012). Small changes in the fraction of the in-
and hence its dynamics and gravitational stability. falling gas energy that is either absorbed by the core, or radi-
The very stringent Courant-Friedrichs-Lewy (CFLated away at the accretion shock can yield signi cantedi
Courant et al. 1967) condition inside the second core (becagsees in stellar and planetary luminosities and temperatures.
of the high sound speed) makes it very dult to integrate for However, the lack of accurate models of the accretion shocks
long periods of time after the second core formation. The simwhich can predict the exact fraction of energy that is accreted
lation essentially “freezes” in time, as the timestep in a centigf radiatied away in the literature have forced authors to bracket
region about 0.05 AU in diameter plunges to 10-20s, whichftiseir results using two limiting cases known as “cold” (all en-
not tracktable on astrophysical timescales. In addition, the @dyy is radiated away) and “hot” (all energy is absorbed) accre-
levels of re nement needed to resolve the second core imply thiaih. Recent numerical studies have suggested that the rst Lar-
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Fig. 6. Hammer projectionsr@nAOonly) of the mass accretion rateff columr), the radiative ux (niddle columiy and the ratio of radiative to
accretion ux (right column). The rst row is for the rst Larson core, while theecond rowshows the second Larson core just after its formation.
Thethird and fourth rowsshow the second Larson core 24 days after formation and the accretion ow at the edge of the disk around the secon
hydrostatic core, respectively. The green colourgdnels gandi indicate negative values.

son core accretion shock tends to be in the super-critical regirsiele divergence. We rewrite it as
radiating most of the infalling energy away (Commercon et al.

2011b; Vaytet et al. 2012), while the shock at the second Larson r = r (Vv ) r(v): (29)
core border is sub-critical, transfering all the energy to the core _
(Vaytet et al. 2013; Tomida et al. 2013). Then, because we wish to look at a snapshot of the energy

These predictions were main|y obtained with On@.alance at the shock and not an evolution _in time, we Ca.n
dimensional models of protostellar formation, and we no@§Sume a stationary state at the core accretion shocks, which
have the possibility to examine the 3D structure of the accretififans that (19) reducestto ( v ) by virtue of (1), and can be
ow and the resulting shock eciency. Because it boasts the moréserted directly into the left-hand side divergence. We are now
complete microphysics, we consider only thmAOresults in able to write the energy uxes as
this section. In Fig. 6, panels a, b, and c show Hammer projections !

of the mass accretion rate per unit afda the radiative ux, g, .. = v + V_r2 + G Menc ds; (20)
and the ratio of outgoing radiative ux to incoming gas energy 2 r

ux Frag=Facc just upstream of the rst core accretion shock. crE

Because the hydrostatic core is not spherical, we computed thet = - ds; (21)

maps by extracting density, velocity and radiative ux pro les
along 64 128di erentdirections, starting from the centre of thehere Mg, ¢ is the mass enclosed inside the sphere of radius
second Larson core. The location of the accretion shock in eastd s = r?sin d d is the line of sight area element. Since
direction was chosen where the density and velocity gradients e are computing an angular-dependent shockiency, we

at their maximum. Equations (3) and (7) give us the conservatiomust measure it locally, rather than use a more global de nition
of total and radiative energy, respectively. Figure 2d revealsdch as the energy balance scheme recently suggested by
that at densities of the rstand second Larson cores, the radiatMarleau et al. (2017).

energy is negligible compared to the gas internal energy, and Panel a reveals that mass accretion onto the rst core is fun-
we can thus drop thev r E, term in (3). In a similar manner, neled along the dense laments that we observed in Fig. 3lI.
we drop all the terms involving the magnetic eld because thEnese appear as two large, almost circular, hot-spots in the
plasma is above 100 for all densities above 1®g cm 2 (see panel a map, centred at longitudes of Zhd 105 . These re-

Fig. 2c). In a purely conservative form, the gravity term in thgions dominate the total mass accretion rate, and illustrate once
right-hand side of Eq. (3) should be included inside the left-haadain that mass accretion is highly anisotropic. We also note that
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there are no negative values fiot, meaning that radial veloci- outgoing (radiative) energy is actually very stable; the accretion
ties are negative everywhere; there are no out ows. In contrastiock is radiatively ine cient throughout the early evolution
the radiative ux appears strong in regions of low accretion ratef the protostar (panels f and i). The accretion energy ux also
although this is not a strict correlation. The radiation appearsdominates over the radiation ux at the edge of the disk (panel 1).
propagate in directions where it meets low density gas which We emphasise here that these results only apply to the very
has a low optical depth. The resulting ratio of radiative to accrearly stages of the protostar's evolution, and cannot be assumed
tion ux in panel c is fascinating. Going against the commonlyo hold for the remainder of the main accretion phase. They
accepted paradigm that the core endures either cold or hot merely suggest that the second core accretion shock is initially
cretion, the map shows that it can be both at the same timadiatively ine cient, and reveal that it is possible to have both
The accretion ux vastly dominates over its radiative countehot and cold accretion at the same time over the surface of the
part (by 3 orders of magnitude) in the accretion hot-spots, whilst core. We are reporting on the structure of the accretion ow
the two become comparable elsewhere. Going back to Fig. aethe birth of the protostar, and we do not know if this accretion
we note that the temperature pro le ainAOseems to show a arrangement can be applied to protostellar evolution models. We
temperature discontinuity for some of the gas at a radius of 1 A&imply hint that the picture may not be either fully hot or cold;
where the temperature jumps from 100 to almost 1000 K. Sulsbth regimes could be operating at the same time over the sur-
a discontinuity is indicative of a radiatively ineient accretion face of the hydrostatic cores.
shock, and the fact that this gas belongs to the equatorial regions
(light blue colour) is consistent_ with the accretion hot-spots vee Comparison with previous works
report here. By contrast, there is a small dark blue (polar) region
in the temperature pro le of Fig. 2e aroun@® AU that exhibits In this section, we compare the present study with previous arti-
a less pronounced discontinuity, which corresponds to the radibes that report on simulations of protostellar formation. For the
tively e cient polar regions in Fig. 6c¢. sake of brevity, we limit ourselves to 3D non-ideal MHD simu-
In the case of the second Larson core (panel d), the méat#ons that have reached the second Larson core stage.
accretion rate is highest all around the equator, with no predom- The rst 3D models including ohmic diusion were per-
inant hot-spots. This is a result of a higher gas density in thermed by Machida et al. (2006) using a nested-grid MHD code.
equatorial region just ahead of the shock (see Fig. 3r). On fhlee main di erence between their models and our runs is that
other hand, the radiative ux is higher in the polar regions whetbey use a barotropic equation of state, while we include radia-
the lower density gas it has to travel through allows it to escafiee transfer via the FLD. They also lack ambipolar dsion.
more freely. However, when we compare the accretion and Nevertheless, they already report a strong increase in plasma
diative uxes, even though we see structure dividing equatorial and angular momentum when number densities exceed
and polar regions, the accretion ux still dominates everywherg)** c¢cm 2 in the resistive run compared to using ideal
by at least 4 orders of magnitude. This result is thus in agrédHD. In the past ve years, Tomida etal. (2013, 2015) and
ment with past 1-3D studies (Vaytet et al. 2013; Tomida et disukamoto et al. (2015a) performed simulations including ra-
2013). The surface integrated mass accretion rate is colossaliative transfer via the FLD, as well as non-ideal MHD with
0.28M yr ! (also in agreement with Vaytet et al. 2013), and ithmic di usion and ambipolar dusion. The most recent work
is di cult to imagine that this will be sustained for very longby Wurster et al. (2018) includes radiative transfer and the three
as the protostar would nish accreting its entirevl envelope non-ideal MHD e ects.
in under 4 years. Even though we have only run the simulation Table 2 shows the properties of the rst and second cores
for 1 month after the formation of the second core, we alreatlyymed in our simulations. Overall, our results are qualitatively
observe a dramatic drop in mass accretion rate in our nsimilar to those reported in the recent literature within a fac-
snapshot. Figure 6g displays the structure of the accretion dar of a few (since we do not use the same de nition criteria
onto the second core once the disk seen in Fig. 5 has formed;ftitethe rst and second cores, we expect to have smalkdi
strong equatorial accretion has disappeared and some regiorenses). For instance, Tomida et al. (2013) reported second core
negative accretion (corresponding to positive valueg,afhown massof 2 10 2 M one year after its formation. Assuming the
in green) have even emerged. The disk acts as abbetween system settles on timescales much shorter than a year after for-
the infalling material and the protostar; the gas is rotating imation (i.e. about a month, as observed in our simulation), this
almost Keplerian fashion (see Fig. 5) inside the disk, and radya¢lds an average mass accretion rate ofl® 2 M yr 1, which
inward motion is governed primarily by viscous transport. THe ve times our measured rate of 410 * M yr 1. However,
radial velocity — and hence the mass accretion rate — at ffemida et al. (2013) de ne their protostellar core as a pressure-
protostellar surface is thus considerably reduced. For this natipported body that would also include the small disk in our
snapshot, we measure a surface integrated mass accretion rag@raflation (see Fig. E.1). Considering the disk as part of the
0.074M vyr ! onto the protostar, but neither this nor the initiasecond core means the second core mass accretion is now the
mass accretion rate of 0.A8 yr ® are a good indication of how ux at the disk border, which stands at 210 2 M yr ® (cf.
fast the core is growing. Indeed, the accretion ow is unsteadect. 4) and is now entirely consistent with Tomida et al. (2013).
and the average mass accretion rate during the rst 24 daysThe second core mass and size we derive are also roughly con-
only 4 103 M yr ! (as mentioned in the previous section)sistent with the results of Wurster et al. (2018) six months after
Conversely, the mass accretion onto the disk is much mdhe stellar core formation, who nd masses a61 10 2 M
stable, with an average value of 20 2M yr 1. It should, how- in IMHD and 34 103 M in NIMHD, as well as a ra-
ever, be noted that we probably do not have sient resolution dius of Q013 10 ? AU in both cases. We note that they
to adequately resolve instabilities such as the magnetorotatiomsg a similar criterion as ours for the second core de nition,
instability (Balbus & Hawley 1991), which generate turbulendeut with a density threshold a factor of ten higher. In addi-
and regulate material and angular momentum transport insig, Tsukamoto et al. (2015a) found plasma beta within the rst
the disk. Nevertheless, even if the mass accretion ow @res > 10%in NIMHD and 10 in IMHD, which is fully
unsteady, the ratio of infalling (kinetic and gravitational) teonsistant with Fig. 2c.
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Table 2. Properties of the rst and second Larson cores extracted about one month after the birth of the second core.

Ric (AU) Myc fc Rsc (AU) Msc
Model
X y z M) X y z M)
runiD 1.9 1.7 1.2 0.030 239 0.023 0.020 0.021 0.0095
runAO 15 1.1 1.1 0.019 129 0.028 0.028 0.012 0.0077

Notes. The columns are: rst core radius (in they;z directions), mass, and lifetime, second core radius (irxflyez directions), and mass.

Besides this qualitative agreement, there are some discrigygtabilities that create bubble-like ejections, as well as driving
ancies in the structure of the collapsing core, as well as in thdow-velocity out ow above and below the equatorial plane of
rst core lifetime. First, Tomida et al. (2013, 2015) found thathe system. A strong magnetic eld also implies a heightened
out ows and disks form early, even prior to the second collapseagnetic braking, removing essentially all angular momentum
(with ohmic and ambipolar diusion). The out ows reported in from the second Larson core.

Tomida et al. have a relatively small extent 170 AU maximum When ambipolar and ohmic dusion are present, the rst
at the end of the rst core phase. Second they observed longed second cores become genuinely thermally supported and
rst core lifetimes and the latter increases when non-idebhve a large amount of rotation. This leads to the formation
MHD e ects are included, whereas we nd the opposite. In oof a small Keplerian-like gravitationally stable disk around the
models, we attribute this increase in the rst core lifetime witsecond core, and rolls the magnetic eld lines into a toroidal
IMHD to the development of interchange instabilities which he&tpology which is expected to propel an out ow at the second
up and bloat the rst core (see Sect. 3.1). Interchange instabilitesre level. Due to stringent CFL limitations, it was, however,
are reported in Tomida et al. (2015) but do notet the rstcore not possible for us to follow the evolution of the system long
in IMHD as in ours. We think that these dérences originate enough to observe the launch. We were also neither able to
from the initial conditions. While we use uniform initial densitystudy the formation of a protoplanetary disk and a low-velocity
pro le, Tomida et al. used Bonnor-Ebert pro le which is close twut ow (Gerin et al. 2017) around the rst Larson core because
equilibrium. The time spent to form the rst core is much longethe simulation essentially “froze” in time when the second core
when the initial core mass is close to the Bonnor-Ebert masas formed. Future plans involve replacing the second core
(see Vaytet & Haugbglle 2017, Fig. 7 therein). As previouslyith a sink particle, allowing for much longer time integrations.
mentioned, the accretion rate is a fact&rhigher in our models The stark contrast between the ideal and NIMHD simulations
than in Tomida's, so that the rst core evolves much quickgrroves that magnetic dusion is of crucial importance to
and the dynamic is more violent, leading to powerful magnetitar-formation; not only does it enable the formation of disks in
interchange instability. The absence of out ows and large disithich planets will eventually form (Masson et al. 2016), it also
in our results is also consistent with the drences exceptedshapes the protostar itself by preventing angular momentum
between models using either a uniform or a Bonnor—Ebert déoss and restoring thermal pressure support.
sity pro le (Machida et al. 2014). In addition, Tsukamoto etal. The use of idealised isolated initial conditions has been
(2015a) used uniform initial density and found that the protchallenged by recent studies which claim that accretion pro-
stellar disk forms after the second core in their NIMHD modelsesses in star formation are vastly in uenced by the environment
Waurster et al. (2018) also report out ows at rst core scalearound the protostellar system (Kmeier etal. 2017). And
in NIMHD models using similar initial conditions as ourswhile this may indeed be relevant at the rst Larson core
However, they observe that out ows become broader and slovemale, we postulate that the dynamics at the second Larson
as the cosmic ray ionisation rate is reduced. The minimurore level are so disconnected, both in terms of spatial scales
ionisation rate they explore is 1% s * while we use 10" s 1. and evolutionary timescales, from the material 100 AU away,
Whether out ows launching at the rst core scale depends dhat the impact of large-scale turbulence would be negligible.
the cosmic ray ionsitation rate remains to be studied in detdlevertheless, we are currently investigating the robustness
Clearly, the eect of the initial conditions, as well as theect of our results across derent initial conditions, varying the
of the chemical set up used to estimate the MHD resistivitiggarent cloud mass, changing the magnetic eld strength and
has to be investigated in the near future to truly compare resutisentation, and introducing turbulence in the initial velocity
eld. Another shortcoming of the model presented in this paper

. is the lack of Hall eect in the MHD solver. Believed to be
6. Conclusions prominent in protoplanetary disks, the Hallext has attracted
We have performed two 3D simulations of the gravitationahuch attention of late (e.g. Lesur et al. 2014; Tsukamoto et al.
collapse of a dense sphere of molecular cloud gas. Both r@sl5b, 2017; Wurster et al. 2016), and is considered to play
include the following physics: hydrodynamics, radiative trang major role in angular momentum transport both inside the
fer, self-gravity, a non-ideal gas equation of state, and magnetisk and in the protostellar envelope. We are in the process of
elds. In the second run, the ects of ambipolar and ohmicimplementing the Hall eect in our version ofRAMSES ast
di usion were included in the MHD equations, and their impabut not least, large uncertainties remain in the models used to
on the simulation results were assessed through comparisesimate the resistivity coecients because of poor constraints
with the ideal MHD model. The magnetic dision creates on the dust size properties (charge, size distribution) and on the
a barrier which prevents ampli cation of the magnetic eldchemistry at play in the high density and temperature regions of
beyond 0.1 G in the rst Larson core, with many consequencpgotostellar collapse. As a result, it is currently not clear which
for the structure and evolution of the system. In the IMHBon-ideal e ects dominate in the derent parts of the collapsing
simulation, the magnetic eld dominates the energy budget esoud, particularly for the Hall and ambipolar resistivities that
erywhere inside and around the rst core, spawning interchangteongly depend on the local physical and chemical conditions.
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Appendix A: Minimum optical depth per cell

In this section, we describe a scheme we devised to aid the
convergence of the implicit radiative transfer solver. When the
gas is optically thin, it is not crucially important for the heat-
ing and cooling mechanisms whether the optically depth inside
a given cell is 108 or 10 4, as long as it is much less than unity.
However, very low optical depths typically require many itera-
tions for a time-implicit radiation solver to converge. We arti -
cially limited the optical depth per cell to a minimum value of
10 4, by setting the mean Rosseland opacity to

|
!
R = max R;lo—x ; (A1)

The ooring occurs in the large (low AMR level) low den-
sity cells, in the outer regions of the protostellar envelope.
Figure A.1a shows the fraction of cells where the optical depth is
being limited, with respect to the total number of cells in the sim-
ulation, as a function of time (red solid line). The black dashed
line shows the evolution of the density at the centre of the col-
lapsing cloud (i.e. inside the densest cell) with time. We see that
while the fraction of cells with limitedg X is large ( 80%) at
early times, it drops below 0.1 when the rst Larson core forms
(t 28kyrand 10 1°gcm3). In panel b of Fig. A.1, we
show the total number of cells per AMR level (grey histogram),
for a snapshot at a time of 28.180 kyr. The red histogram shows
the cells where the optical depth is being limited. We can see
that the oor is operating only in the outer layers of the collaps-
ing system, from AMR level 6 to 11, and will not impact the
properties of the rst and second Larson cores. In the ideal MHD
simulation presented in the main part of this paper (up until a
simulation time of 28.180 kyr), the total number of iterations is
reduced by 25%, and the computational time reduced by 20%.
To validate the optical depth ooring scheme, we show in
panel ¢ the temperatudensity distribution of all the cells in the
mesh for two simulations. The rst has the optical depth limita-
tion switched on, while itis turned an the second. The coloured
contours show the relative dérenceR between the two simu-
lations, for each ( T) pixel in the plot. It is de ned aR =
NiimitedNnot limited 1, WhereN... is the number of cells binned
inside a (; T) pixel. A red area indicates that there are more
cells from the simulation with the limitation scheme than from
the run without theg X oor in that particular region of the
plot, and vice versa for blue areas. The eliences are expected
to be the largest at low densities. However, in this isothermal
phase of collapse, all the gas has a constant temperature of 10
K and the optical depth limiting scheme has basically no impact
on the results. Small derences, of the order of 1%, are visi-
ble at higher densities, but these mostly originate from the fact
that the two simulation outputs have been written at slightly dif-

ferent timesP. Finally, in panel d we show the Rosseland mean . oo .

: : : . . . A.1. Panel a fraction of cells inside the mesh where the optical
opacity as a function of Qensny, using the same co.nventlonoéegpth is being limited as a function of time (red solid line). The dashed
. e . . $lack line shows the density at the centre of the system as a function
tive in the outer layers of the infalling envelope, where the oW time. panel b number of cells in each level (grey) and the number
is still isothermal. The limited opacities show a stripy patters cells where the optical depth oor is operating (red), at a time of
which is due to the re nement of cells. We conclude that th#s.180 kyr, when the rst Larson core is formeeanel c relative dif-
optical depth limitation scheme does not appear tech the ference in 2D histograms of gas temperature as a function of density for
thermodynamics of the system as it operates only in the isothermlathe cells in a simulation with optical depth limitation and a second
stage of the collapse. simulation without, at = 28:180 kyr. The colour scale gives a measure
of R = Nimited™Nnotimited 1, WhereN... is the number of cells binned
10 |n RAMSESutputs are only written when a coarse step has been conside a (; T) pixel for the two di erent simulationsPanel d same as
pleted, and it is often not trivial to write snapshots at exactly the saanel cbut in the case of the Rosseland mean opacity as a function of
simulation time in two di erent simulations. density.
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Appendix B: The timestep limitation scheme

One of the di culties when working with diusion processes on
a mesh based framework is that the timestep criterion for nu-
merical stability usually scales with the square of the mesh size
X. This is indeed the case for ambipolar and ohmicudion,
and is made worse by the fact that as densities increase, not only
does xdecrease but the resistivities can also increase by several
orders of magnitude (see Fig. 5 in Marchand et al. 2016). This
double e ect (see Eq. 10) causes the timestépo fall abruptly
after the rst Larson core is formed, and would require millions
of timesteps to reach the second Larson core formation, making
the problem non-tracktable. In the same spirit as limiting the op-
tical depth per cell in the previous section, where we found that
as long as the optical depth in a cell is much less than unity its
exact value does not matter for our purposes, we postulate that
as long as a strong magnetic dsion is operating, the precise
amount will not a ect our results in a crucial way.

As mentioned in Sect. 2, the method we have chosen to try
and prevent the MHD timestep from reaching prohibitively low
values is to arti cially limit the value of t to a fraction of
the ideal MHD timestep tp. In practice, we found that set-
ting the lower limit to = 0:1 was a good compromise be-
tween speedup and accuracy of results. We emphasise that we
have no physical justi cation for the value of 0.1, it was sim-
ply chosen after months of testing. To ensure consistency be-
tween the imposed value oft and the magnetic dusion, one
has to arti cially lower the resistivities in the cells which would
have toa < tp. The resistivities are thus overwritten with

oA = min( oa; o:1tI>D<2)_ Note here that the factor of 0.1 in the

numerator of the fraction on the right-hand side isaetient from
the = 0:1; it corresponds to the CFL-like factor that is used
to compute the diusion timestep, taken as a tenth of the time it
would take for all the magnetic eld inside the cell to dise.
Validation of this acceleration scheme is explicited in
Fig. B.1. Panel a shows the fraction of cells inside the compu-
tational domain where the resistivities are being modi ed, as a
function of time. The black dashed line represents the evolution
of the central density, and we can see that as it reaches values
characteristic of the rst Larson core 10 *?to 10 *° g cm 3),
the numbers of cells wheretp 5 is oored begin to increase.
However, these fractions remain small throughout the simula-
tion, peaking at 25% for the ambipolar dision (red) and 10%
for the ohmic di usion (blue). In addition, the ooring is only
important during a transition phase between the formation of
the rst and second Larson cores, since after having increased
with density, the resistivities begin to fall again once tempera-
tures increase beyondl500 K where the dust grains evaporate
(see Fig. 2b and Marchand et al. 2016). This is indeed re ected
by the sharp fall in fractions (blue and red lines) as the density
abruptly increases past F0og cm 2. A histogram showing the
number of cells aected by the t ooring for each AMR level,
taken at a time of 28.2 kr where the fractions in panel a reach
their maxima, is displayed in panel b. As the ooring operates
only in the densest parts of the system, only the highest AMRy. B.1.Panel a fraction of cells inside the mesh wherg (red) and o
levels are aected. (blue) are being modi ed to prevent the MHD timestep from becoming
The resistivities aect primarily the magnetic eld, and we too small, as a function of time. The dashed black line shows the evo-
show in panel ¢ a distribution of the magnetic eld as a functiolytion of the central densityPanel b number of cells per AMR level
of density in every cell in two dierent simulations. The rst has (grjg)h:?cdhgzj‘)e c;}ﬂ;?gr?;ir?wfeggs \évgﬁgeogl:raatmglg(:lgrtigeedgfngz(l)(t;mc
g]gc?\zc;eeleorﬁfg ngfig}ﬁvsevl\;tgmae(ljllOvrj’;{luwgs"%:rilre\ ?ﬁgesiilrfu\],\llgho hel c relative di erence in 2D histograms of rﬁagnetic eld strength

- . - . - .as a function of density for all the cells in a simulation with ooring
tion without timestep acceleration, we ran both calculation Witfhg a second simulation without, m 282 kyr. The colour scale is

a resolution of only 12 points per Jeans length. As in the preghalogous to that of Fig. A.Ranel d same apanel cbut in the case
ous section, the coloured contours show the relativemince of the ambipolar (red-blue) and ohmic (green-brown) resistivities.
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R between the two simulations, for each B) pixel in the plot.

It is de ned asR = NacceFNnoaccel 1, whereN... is the num-

ber of cells binned inside &; (B) pixel. A red area indicates that

there are more cells from the simulation with the acceleration

scheme than from the run without thé oor in that particular

region of the plot, and vice-versa for blue areas. As expected,

the timestep limitation scheme changes the magnetiagion

plateau at high densities ¥ 10 3 g cm 3), but only in a very

minor way. The accelerated simulation still displays a strong

magnetic di usion barrier around 0.1 G, and the valuesBof

di er by 5% or less in the rest of the computation box, com-

pared to the run with the correctt!®. This, we argue, is the

justi cation for using the acceleration scheme; the magnetic

di usion is still operating, and still dominates over any nu-

merical di usion. The diusion is crucial to limiting the mag-

netic braking and the accumulation of magnetic ux, and this

is still achieved in the accelerated run. In the last panel d, we

show for informative purposes the values of the resistivities Big. C.1. Temperature as a function of density, for every cell in the com-
a function of density, using the same colour convention as pntational domain (ideal MHD case). The simulation usiMygans= 32
panel c. The dierences below 10 '3 g cm 2 are once again cells per Jeans length is represented by the blue area, while the red re-
due to a di erent simulation time output, and the resistivities ai@on is for the run with only 16 cells per Jeans length. Each data set
only modi ed by the acceleration scheme at high densities. Evisrdelineated by a solid contour line which outlines the data distribu-
though the resistivities can be modi ed by more than an order ns. The two snapshots were taken at similar evolution times, chosen

o1
. . 0 just after théN;jeans = 16 run has departed from its initial adia-
magnitude, as long as they are high enough, the exact Value%a ic track. The dashed lines represent the time evolution of the central

A0 dp not seem to b'e important In.the Scope of our S'mu""“'°Qﬁensest) cell inside the mesh (these tracks continue beyond the time of
It is of course di cult to predict the impact of such anie snapshots to provide a wider context). The black arrow indicates the
acceleration scheme on simulation results without running thgce where the low-resolution track departs from its original adiabat.
full (non t-limited) simulation rst, as it is potentially highly
problem-dependent. Even though we tested the method across
a range of initial conditions (dierent parent cloud masses, inideans length. The results are shown in Fig C.1. The red contours
tial magnetization, temperature, rotation) and it always gave exe for the low-resolution run, while the blue contours are for
cellent results, we limited ourselves to the problem of a gravitdre calculation with 32 cells per Jeans length. The dashed lines
tionally collapsing magnetised body, and we must advise cautigimow the evolution of the densest cell in the system, and can
when using it for a dierent kind of set-up. be compared to the 1D results of Vaytet & Haugbglle (2017). In
the low-resolution run, we actually observe a “turn”an the
rst adiabatic phase, at densitied0 ° g cm 2, while the high-
Appendix C: Resolution study resolution path continues along the same adiabatic track. This
éj_eparture from adiabaticity actually looks identical to the phe-
ing an AMR mesh is usually based on the Jeans Iength.g}%menon observed by Vaytet & Haugballe (2017). We also note
t the gas is hotter in the low-resolution simulation. It is ob-

other words, the Jeans length needs to be adequately s here that 16 cell 3 lenath | i ht

pled to properly resolve the system dynamics. There has b&egtS Neré that 1o cells per Jeans iength 1S not enough 1o prop-

some debate as to how many cells per Jeans length are actgfiydeScribe the physical processes at work. In fact, we can also

necessary, and authors commonly use 10-16 cells per J just at the top right end_ of the high-resolution tr_ackasmall
INk” in the curve, suggesting that even 32 cells might not be

length (e.g. Commercon etal. 2011a; Krumholz etal. 2012), : . .
Vaytet & Haugballe (2017) recently showed, using 1D simul ‘hough for fully converged results. However, the simulation with

tions, that resolution can &ct the thermodynamics of colIaps-am?Ibﬁ’tﬂzrna?ﬂr?hm'grg':ﬁ;w WOlildgga\éﬁgs&endtg?e?rﬁﬁgdsﬁeaio

ing dense clouds, because of poor sampling of the optical degig conse yencges of such ;?ﬁ;u k'ﬁk ould onlv be minimal

which limits radiation cooling and causes spurious heating insi qu uch ¢ ink wou y inimal.
From this short resolution study, we see that a re nement

the rst Larson core. If the optical depth within a cell istoo large ..~ . .
(typically >100), Vaytet & Haugbglle (2017) found that th%t;rlterlon solely based on the local Jeans length is not adapted

In star formation studies, the re nement criterion when u

radiative ux points inward the rst core, which creates o describe th_e adlabatlc_evolutlon of a hydrostatic core in cql—
pse calculations. A dedicated study of the necessary numerical

spurious bump in the temperature pro le. This numerical e ! o ; :
fect happens when the numerical resolution is too low, a%(asolutlon within the dierent components of a collapsing core

Vaytet & Haugballe (2017) showed empirically that limiting th envelope, disk, hydrostatic cores) is clearly needed and should
optical depth within a cell to a few tens is enough to prevent _ethe focus of future work.
We performed a resolution study to show that thig& can be
also prevented in 3D simulations and to ensure it was nett
ing the evolution of the protostellar system. Appendix D: Regions of active ambipolar and
To determine the resolution requirements of our set-up, we ghmic diffusion
ran a simulation with a lower resolution of 16 cells per Jeans

length and compare it to our ducial resolution of 32 cells pef/e compute here dimensionless numbers which reveal the re-
gions on active ambipolar and ohmic dision in our system.

11 Many of these errors are also due to the fact that the snapshots flogllowing Tomida et al. (2015) and Masson et al. (2016), we de-
the two simulations are not written at exactly the same simulation timae the ambipolar and ohmic Reynolds (or sometimes called
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) ) . Fig. E.1. Maps and contours showing the morphologies of the cores
Fig. D.1. Map of the ambipolar (lled bluged contours) and ohmic yging two di erent de nitions. The coloured maps show the ratio of
(green) Reynolds numbers close to the rst Larson core. The light grgyarmal to infalling ram (kinetic) pressure, while the black solid contour
lines represent the magnetic eld. de nes the region where the gas density exceeds density thresholds of

core = 10 19g cm 2 for the rstLarson core andgee = 10 ° g cm 3 for

the second Larson core. Thanelsare: @) runID rst core, (b) runAO

Elsasser) numbers as rst core, () runiD second core,d) runiD second core. We note the
VL VL di erence in spatial scales betwggamnels aandb.
Ea=— 1 Bo=—; (D.1)
A o]

result in large dierences in the extent of the core, and con-
sequently the mass that is attributed to it. In Fig. E.1, we
pare two dierent de nitions for the proto stellar cores.
se are:

whereV is the magnitude of the gas velocity vector, and
represents the typical scale of the system, which we take
the distance from the current cell to the centre of the protostaf,o
Figure D.1 shows a map of the logarithmf (coloured con-
tours) in the vicinity of the rst Larson core (side view) with the 1. Thermal pressure exceeds ram pressprre:v 2
magnetic eld lines overlayed (light grey). The regions where. Density exceeds a chosen threshobel: ¢ore
Ea . 1 (white and red) have strong ambipolar dsive e ects
that modify the magnetic eld topology. Indeed, the equatoridihe rst condition characterises a thermally supported body,
pinching of eld lines, which is evident in the IMHD run (seeand is equivalent (within a factor of) to the de nition in
Fig. 3m), is reduced wheBs < 5 (inside 30 AU), and eventu- Tomida et al. (2010). The second de nition is the one we have
ally disappears whefis < 1 (inside 10 AU). used throughout this paper. We chosge = 10 *° g cm 3 for

In contrast, the green region in Fig. D.1 represents ardhg rstLarson core andcoe = 10 ° g cm 2 for the second Lar-
where ohmic diusion is active Eo < 5); it is much smaller SOn core.
because the ohmic resistivities peak at higher densities thanThe left column of Fig. E.1 shows the rst and second cores
their ambipolar counterpart (see Fig. B.1d). This reveals tHatruniD, while the right one is forunAQ For the rst core

the straightening of the eld lines observed in Sect. 3.3.1 am@ runiD (panel a), it is clear that de nitions 1 is acted by
Fig. 3f,m is due to the eects of ambipolar diusion. the interchange instability which creates a large region of ther-

mally supported gas. The resulting morphology is not what is
T " usually associated with a hydrostatic core, with loops presum-
Appendix E: De nitions of the rst and second ably c)(;nnected to the magn){atic eld. On the other hapndl? de ni-
proto-stellar cores tion 2 yields a close-to-spherical body. In contrast, both de ni-
In this section, we take a look at two dirent de nitions of tions produce similar results for thenAQ rst core (panel b),
the rst and second Larson cores and how they magca core where the core is an unbrokleontinuous body, attened on its
morphologies, masses and radii. The cores are often referre@@fth and south faces by the heavy accretion streams that slam
as “hydrostatic cores” in the literature, as they are suppose8RjfO its surface. In the case of the second core, the situation is
(for the most part) in hydrostatic equilibrium. Computing théeversed. Both de nitions agree founID (panel c) but large
condition for hydrostatic equilibrium is often expensive in a 3Miscrepancies emerge famAO(panel d). Indeed, the small disk
system, as pressure gradients have to be calculated in all diggeund the second core is also pressure-supported (see Sect. 3.4)
tions, and authors have often favoured simpler criteria suchai de nition 1 considers it to be part of the proto-stellar core,
vanishing radial velocities or thermal-to-kinetic pressure equihile de nition 2 selects only a small spheroidal core, excluding
librium. Choosing one de nition over the other can sometimebe disk around it.
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