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A B S T R A C T 

The stellar occultation technique provides competitive accuracy in determining the sizes, shapes, astrometry, etc., of the occulting 

body, comparable to in-situ observations by spacecraft. With the increase in the number of known Solar system objects expected 

from the LSST, the highly precise astrometric catalogs, such as Gaia, and the impro v ement of ephemerides, occultations 
observations will become more common with a higher number of chords in each observation. In the context of the Big Data era, 
we developed SORA , an open-source python library to reduce and analyse stellar occultation data efficiently. It includes routines 
from predicting such events up to the determination of Solar system bodies’ sizes, shapes, and positions. 

Key words: methods: data analysis – software: data analysis – occultations . 
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 I N T RO D U C T I O N  

 stellar occultation is an event that happens when an occulting body
hereafter just referred as body) comes into an observer’s line of sight
ith respect to a star. At that moment, the body’s shadow may be
bserved as the drop in the total stellar light flux measured. The
bservation can be converted into a path on the sky, called chord ,
i ven the relati ve velocity of the observer with respect to the body.
he chord’s accuracy depends primarily on the accuracy of the times
btained from the light curve. 
When many sites observe the same occultation, each will obtain 

hords of different sizes if they are separated perpendicular to the 
o v ement of the shadow. Considering all these chords, it is possible

o determine a limb profile and calculate the body’s size. It is
mportant to note that, unlike an eclipse, the star is farther and
ts angular size is much smaller than the body’s, which results in
lmost the same size for the body and its umbra. Because of this,
he stellar occultation technique can easily provide us with the bi-
imensional apparent size and shape of the Solar system body with 
igh accuracy, in many cases without the need to know much about
he star beside its position. The accuracy achieved in determining the 
izes of Solar system bodies from ground-based stellar occultations 
s only surpassed by in-situ space-based observations. 

The advantage of the stellar occultation technique is not limited 
o the precise measurement of the occulting body’s size. The centre 
f the body is obtained relative to the star, meaning that the final
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strometric position is limited by the uncertainty on the position 
f the star (Rommel et al. 2020 ). Topographic features as craters,
ountains, chasms, among others, can also be detected from the 

imb profiles or variations in the light curve, as shown in Dias-
liveira et al. ( 2017 ). In Gomes-J ́unior et al. ( 2019 ), the y impro v ed

he determination of the rotational period of the Saturnian irregular 
atellite Phoebe by comparing a 3D shape model to the observed
ccultation chords. 
The technique can also provide information about the body’s 

nvironment and surroundings. For instance, the atmosphere of 
luto was disco v ered by a stellar occultation giv en the smooth
isappearance and reappearance of the star caused by the refraction 
f the light on the atmosphere (Millis et al. 1993 ; Meza et al. 2019 ).
n addition, four out of six ring systems known to date in planets
nd small bodies in the Solar system were also disco v ered using this
echnique: Uranus (Elliot, Dunham & Mink 1977 ); Neptune (Sicardy, 
oques & Brahic 1991 ); Chariklo (Braga-Ribas et al. 2014 ); and
aumea (Ortiz et al. 2017 ). 
Furthermore, occultations can also reveal some physical param- 

ters of the star. A system with multiple stars may cause multiple
ccultations, and more than one drop can be observed in the light
urve (B ́erard et al. 2017 ; Lei v a et al. 2020 ). If the star’s angular size
rojected at the distance of the body is large enough, the penumbra
ay be noticeable as a slower disappearance and reappearance 

Widemann et al. 2009 ; Levine et al. 2021 ). 
On the other hand, stellar occultations by small bodies have 

l w ays been difficult to predict and observe. A reliable prediction
emands the accurate position of the occulted star and occulting body
phemeris. Considering that the umbra has nearly the same size as
he occulting body, its position needs to be known with an accuracy
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f the order of the occulting body’s angular size. For instance, to
nsure an occultation observation by Ceres, the required precision
f the prediction must be better than 230 milliarcseconds (mas),
hile for Pluto, an accuracy of 40 mas is needed. Although feasible,

his level of precision has been easily achieved recently with the
ublication of more precise astrometric catalogs, which impro v ed
he position of the stars themselves and allowed better astrometric

easurements of the Solar system bodies and, in consequence, better
phemeris. 

With the release of the Gaia catalog, the position of the stars
s now very accurate. For instance, the Gaia-EDR3 (Brown et al.
021 ) catalog has positions for more than 1.8 billion sources with
ncertainties below 1 mas for objects as faint as magnitude G =
1. For stars brighter than G = 17, the uncertainty of their positions
an be smaller than 50 μas. These Gaia catalogs allowed accurate
redictions of stellar occultations leading to an increase in the number
f ev ents observ ed o v er the years (Braga-Ribas et al. 2019 ; Herald
t al. 2020 ). 

Moreo v er, the Le gac y Surv e y of Space and Time (LSST) at the
era C. Rubin Observatory, expected to start operating in 2024 for
bout ten years, will provide many scientific outcomes, including
ositions of Solar system bodies and an unprecedented number of
isco v eries. It is expected that the LSST will observe more than
0 000 TNOs with R < 24.5 (Ivezic et al. 2019 ), with the majority
isco v ered by the surv e y. 
The combination of those factors will allow that the number of

eliable predicted and observed stellar occultations to significantly
ncrease (Camargo et al. 2018 ). To better benefit from this new
ig Data era, we hav e dev eloped a suitable reduction procedure

hat can be implemented in a more efficient, precise, and faster
ipeline. 
Stellar occultations have been observed for many years, and there

re a few software available that analyse these events - each one of
hem with a specific purpose and capabilities. For instance, the OCCU-
AR , R O TE , and PYO TE 1 software can extract the occultation timings
rom the light curves, and OCCULT 2 is able to make predictions of
tellar occultations and analyse the event. 

The here presented open-source Python library SORA (Stellar
ccultation Reduction and Analysis) contains methods for the

nalysis of stellar occultations. SORA is based on Python classes with
ools to handle the star , body, observer , and light curve information
hat can be integrated into a dynamical reduction methodology of data
enerated by occultation events. The nature of the library requires
he user to have previous knowledge of the python language and a
ood understanding of the occultation process to choose appropriate
arameters. Most of the parameters in SORA can be changed, thus
llowing a more personalized reduction. 

In Section 2, we describe the stellar occultation technique: how
o make predictions; the important features in the light curve to
etermine the instants of immersion and emersion; how to project
he occultation chords on the tangent plane; and possible results
btained from this technique. It is an o v erview of the science and the
eduction procedure present in SORA without getting into details of
he particularities of the software. In Section 3, we describe the SORA

ibrary itself: how SORA works; the tasks currently implemented;
he fitting procedures; and its capabilities. Finally, in Section 4 we
ummarize and discuss about the future of SORA . 
 ht tp://occult at ions.org/obser ving/softwar e/ote/
 ht tp://www.lunar-occult at ions.com/iot a/occult 4.ht ml 
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 STELLAR  O C C U LTAT I O N  T E C H N I QU E  

 stellar occultation can pro vide man y physical characteristics of the
cculting body, such as size and profile, with the quality compared to
n-situ observations made by spacecraft. This is possible by indirectly
bserving the body through its apparent interaction with the star.
ccurate coordinates are known for the star from catalogs such

s Gaia. Thus, it is possible to associate the instants of the star’s
isappearance (immersion) and reappearance (emersion) with the
bject’s position in the sk y, conv erting the time resolution of the
bservations into spatial resolution. 
To determine the instants of the occultation, we should be able

o identify the magnitude drop in the light curve. With a higher
ignal-to-noise ratio (S/N), we can identify even small drops, like
he ones caused by rings or occultation involving bodies brighter
han the occulting star, like the occultations by the Galilean satellites
Morgado et al. 2019 ). S/N is proportional to the square root of the
xposure time, thus increasing the exposure, we obtain higher S/N.
t the same time, with higher exposure, we may miss the details of

he light curve like the size of the star and diffraction pattern, or, for
vents with a short duration, the occultation may be embedded in one
xposure. Thus, it is essential to have a short exposure time, which
ecreases the S/N. In conclusion, the observations must present a
uitable S/N, considering an exposure time as short as possible to
ptimize the detection of the event. 
The success of a stellar occultation depends on a few factors:

redictions with low uncertainties to optimize the areas where
bservations must be taken place (Section 2.1); a light curve from
he observations with the highest S/N and time resolution as possible
here sub-exposure times of immersion and emersion can be
etermined (Section 2.2); the time and position of each observer
ust be synchronized with a reliable time source, for instance using
PS so that all observers can be referred to the same reference system

Section 2.3); and finally, precise reduction procedure that considers
ll the concerning effects such as diffraction, Earth’s precession and
utation, and combines all the observations to determine the physical
arameters of the body (Section 2.4). 

.1 Predicting stellar occultations 

bserving a positive stellar occultation requires a specific geometry
here the Solar system body comes into an observer’s line of sight
ith respect to a star. Unless the observer can freely move into this

ircumstance, we must wait for that to happen. Ho we ver, if the body
o v es in front of a high star density region in the sky plane, the

hances of an occultation increase (Gomes-J ́unior et al. 2016 ). 
To predict when and where such an event can be observed, the

ombined positions of the stars and the ephemeris must present
ncertainties of the order of the body’s apparent radius, as stated
efore. For a closer and large body like Ceres, it is about 230 mas,
hile for farther and smaller bodies, it can be as low as 1 mas. Thus,

t is essential to use the best star catalogs and ephemeris available. 
With the current version of SORA , the positions of the stars can

e retrieved from Gaia-DR2 (Brown et al. 2018 ) or Gaia-EDR3
Brown et al. 2021 ) catalogs. With Gaia-EDR3, the position of the
tars is known with precisions better than 1 mas, reaching 10 μas
or G < 15 stars at the catalog epoch. Due to very precise proper
otions ( ∼20 μas yr −1 for G < 15), Gaia stars may still maintain

igh precision when propagating the position farther from the catalog
poch. To make use of the highly precise Gaia proper motions, the
igorous stellar motion described by Butkevich & Lindegren ( 2014 )
s used. 

http://occultations.org/observing/software/ote/
http://www.lunar-occultations.com/iota/occult4.html
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Figure 1. Representation of an occultation geometry. S is the position of 
the candidate star, B 1 and B 2 are the body ephemerides at times t 1 and t 2 , 
respectively, and closest to the star. � 1 and � 2 are the star angular separation 
to B 1 and B 2 , respectively, while � B is the angular separation between the 
ephemerides. CA is the distance of closest approach. PA is the position angle 
of the body’s closest approach to the star. N and E give the celestial North 
and East direction on the tangent plane. 
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Even so, some Gaia-EDR3 positions must be handled with care. 
or instance, the renormalized unit weight error (RUWE) parameter 

ells us how much the centre of the star deviates from the standard
odel of stellar motion (Lindegren et al. 2021 ). This parameter has

een associated with unresolved binary stars (Stassun & Torres 2021 ) 
hich may affect the astrometric position estimated at the occultation 

poch. Lindegren ( 2018 ) proposed a RUWE < = 1.4 as a criterion for
ood solutions. Ne vertheless, positi ve occultations with RUWE > 

.4 were observed and showed a significant shift from the predictions 
Dunham et al. 2021 ). 

Furthermore, Cantat-Gaudin & Brandt ( 2021 ) found a systematic 
rror up to 80 μas yr −1 in the proper motion of the Gaia-EDR3 catalog
or G < 13 stars, a value higher than the formal uncertainties. As
n example, the star occulted by Pluto on 1988 June 9 (Millis et al.
993 ) presents a significant difference in position given the corrected 
nd uncorrected proper motions of �αcos δ = 0.08 mas and �δ = 

.10 mas while the formal uncertainty at occultation epoch is σα = 

.45 mas and σδ = 0.35 mas. 
On the other hand, the ephemeris used must also present high 

ccurac y. F or that, the astrometric positions (for old and new
bservations) used in orbital fitting must be referred to the ICRS
sing the best catalog available. The re-reduction of old observations 
ith Gaia is well encouraged (Arlot et al. 2012 ). 
Since occultation predictions are focused on the near future events, 

edicated ephemeris, such as those generated by NIMA (Desmars 
t al. 2015 ), is of fundamental importance. The ability to update
nd provide ephemerides as new observations are furnished is 
rucial to minimize the uncertainty of near events. Furthermore, 
he observations should be adequately weighted based on the catalog 
sed for reduction, the number of positions in the night, etc. (Desmars
t al. 2015 ). Using the astrometric position resulting from a stellar
ccultation itself, whose position mainly depends on the position of 
he occulted star, can highly impro v e the ephemeris (Desmars et al.
019 ), even if it is from a single-chord event (Rommel et al. 2020 ). 
Alternatively, an ephemeris offset of the body a few days before 

he occultation can be determined with new observations and used 
o correct the ephemeris and impro v e the prediction. This method
as adopted with great success by Assafin et al. ( 2012 ), Camargo

t al. ( 2013 ), and Ortiz et al. ( 2020a ), to mention a few works. The
echnique assumes the offset is constant o v er a few days, which may
e good enough in the majority of the cases. Ho we ver, the observ ation
nd astrometric reduction provide positions with uncertainties in 
enths to hundreds of mas, which may be larger than the body’s
ngular size. 

Finally, the prediction can be made by the direct cross match 
etween the ephemeris and star position at epoch. The distance 
f the apparent closest approach (CA) for a giv en observ er must
e smaller than the angular radius of the body for the occultation
o be detected. Thus, if known, the uncertainty of the ephemeris 
an be used to increase the range of search for potential events.
or occultations on Earth, the ephemeris and the star position can 
e geocentric, instead of topocentric or referred to a spacecraft, 
nd the Earth’s radius is added to the range of search. With this,
t is possible to obtain all occultations whose shadows pass on 
arth. 
The duration of a stellar occultation will depend on the velocity of

he occulting body relative to the star and the observer, usually less
han a few minutes. For example, considering only the Earth’s mean 
rbital velocity of 29 . 78 km s −1 , the small body’s shadow would
ross the Earth in about 7 min. Thus, we can assume a linear shadow
o v ement relativ e to the observ er during the ev ent. Therefore, we

alculate the occultation parameters: distance and instant of CA; 
osition angle (PA); and shadow velocity ( V S ). For that, we use the
eometry shown in Assafin et al. ( 2010 ) and reproduced in Fig. 1 . 
F or two consecutiv e ephemeris positions ( B 1 , B 2 , associated with

espective times t 1 and t 2 , where t 2 > t 1 ) close to the star ( S ), the
istance ( CA ) and instant ( t 0 ) of closest approach are determined
sing equations (1) and (2), respectively: 

A = 

√ 

� 

2 
1 −

(
� 

2 
1 − � 

2 
2 + � 

2 
B 

2 � B 

)2 

, (1) 

 0 = t 1 + ( t 2 − t 1 ) 

√ 

� 

2 
1 − ( CA ) 2 

� 

2 
B 

, (2) 

here � 1 and � 2 are the respective angular separation of the star to
 1 and B 2 , and � B is the angular separation between B 1 and B 2 . 
The V S at t 0 is determined using: 

 S = 

D ◦ sin ( � B ) 

t 2 − t 1 
, (3) 

here D ◦ is the radial distance to the occulting body . Finally , the PA
an be easily calculated from the ephemeris at t 0 and the star positions
sing standard procedures. Moreo v er, these parameters can be used
o draw an occultation map. 

It is important to note that this procedure may not provide an
ccurate shadow path if the shadow’s velocity is too low, for instance,
hen the object is in quadrature. A polynomial may be used to

epresent the difference between the ephemeris and star positions in 
uch cases. Usually, this is not a problem since the difference from a
inear path may be much smaller than the ephemeris uncertainty, for
ess precise small bodies, or the shadow size, for large bodies. 

.2 Light Cur v e analysis 

he light curve will present a drop (or multiple drops) caused by
he occultation in a positive detection. Different characteristics in the 
ight curve will reveal other physical characteristics of the body and
ts environment, such as atmospheres (Sicardy et al. 2016 ; Meza
t al. 2019 ), rings (Braga-Ribas et al. 2014 ; Ortiz et al. 2017 ),
MNRAS 511, 1167–1181 (2022) 
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Figure 2. Simulated Fresnel diffraction of a wavefront with wavelength λ = 700 nm caused by a circular body with radius R ◦ = 50 km and a distance from the 
observer D ◦ = 20 au. The Fresnel scale is f = 1.02 km. (a) shows the 2D diffraction pattern generated with POPPY , an open-source optical propagation PYTHON 

package originally developed for the James Webb Space Telescope project (Perrin et al. 2012 ). Each horizontal line represents the relative movement of the star 
behind the body as seen by an observer, i.e. a chord. (b) shows the light curves observed by the four chords in (a). (1) is a central chord; (2) is an intermediary 
chord; (3) is a grazing chord; (4) is a ne gativ e chord. 
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opographical features (Dias-Oliveira et al. 2017 ), the presence of
atellites or binarity (B ́erard et al. 2017 ; Lei v a et al. 2020 ). Intrinsic
haracteristics of the occulted star (or star system) may also be
ranslated into features present in the light curv e. F or e xample,
f the angular size is significant, it might generate a penumbra
Widemann et al. 2009 ; Levine et al. 2021 ); multiple systems can
ntroduce multiple flux drops (Lei v a et al. 2020 ); stellar variability
ay introduce systematic trends. The current version of SORA is

olely focused on the analysis of occultations by bodies without
tmosphere by a single star (see Section 4). Because of this, here we
ill discuss only occultations in these scenarios. 
From the images, it is impossible to separate the flux from the star

nd the body when the distance between them is smaller than the
oint spread function (PSF). We call the total flux measured (star +
ody) as the baseflux of the light curve. When the star is occulted, its
ight may be blocked entirely, and only the light reflected by the body
s measured (or the brightness of the sky if the body is too faint),
hich we call the bottomflux . Given the magnitudes of the star ( M � )

nd the body ( M ◦) in a given band, the magnitude drop ( � M ) during
n occultation can be estimated using equation (4). 

M = M ◦ − M � + 2 . 5 log (1 + 10 0 . 4( M � −M ◦) ) . (4) 

Equation (4) must be used to estimate the magnitude drop,
nd consequently, to calculate the minimum SNR required for the
agnitude drop to be detected. M ◦ depends on the rotational phase,
hich usually is unknown given the typical high uncertainties in

he rotational period estimation. M ◦ and M � also depend on the
nstrument setup used by the observer (filter, camera). Thus, different
agnitude drops are expected to be detected by different observers.

n the light curve analysis, the bottomflux must be calculated
ndependently for each observer. 

Furthermore, as described by Roques, Moncuquet & Sicardy
 1987 ), light diffraction must be taken into account. For example,
NRAS 511, 1167–1181 (2022) 
ig. 2 (a) shows the diffraction effects of a wavefront caused by an
paque 2D body with sharp edges (the so-called Fresnel diffraction).
he diffraction will change the apparent size of the shadow and make

he light curve in the immersion and emersion more smooth, as can
e seen in Fig. 2 (b). 
The broadening of the shadow caused by the diffraction observed

n the wavelength λ from a distance to body D ◦ can be estimated by
he Fresnel scale f = 

√ 

λD ◦/ 2 , measured in length. For a typical
bservation in the visible light ( λ ∼ 550 nm), the Fresnel scale for a
lutino ( D ◦ ∼ 39.5 au), for example, is f ∼ 1.2 km. 
Roques et al. ( 1987 ) sho wed the dif fraction pattern for a variety of

ody shapes. In these cases, they use bodies between 1 and 10 km in
ize at the distance of Uranus. The profiles broadly differ depending
n the shape. Ho we ver, considering that observing occultations by
uch small bodies at such distances is far from current detections,
e expect the Fresnel scale to be much smaller than the body itself.
ecause of this, we can restrain its analysis to the immersion and
mersion times. 

Since the light curve from the observations is a path through
he body, as shown in Fig. 2 , and the real shape is usually
nknown, we consider, as a first approximation, only a one-
imensional diffraction model for the light curve. Hence, we ap-
roximate the diffraction model using the bar shape from Roques
t al. ( 1987 ). Furthermore, since observations are usually not
onochromatic, the model should be integrated over the observed

andwidth. 
Another important physical parameter that may affect the light

urve is the size of the star projected at the distance of the occulting
ody. If significant, the penumbra may be detected in the light curve
s the star slowly disappears behind the body. An example was shown
y Widemann et al. ( 2009 ) in an occultation of a Hipparcos star by
he Uranian satellite Titania. With an angular diameter of 0.54 mas,
he star’s apparent size projected at Titania’s distance was 7.5 km.
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Figure 3. Modelled light curves for an occultation similar to Fig. 2 ( R ◦ = 

50 km, λ = 700 nm) for a central chord with a velocity of disappearance 
V N = 10 km s −1 . In each panel, (1) shows the light curv e convolv ed with 
the Fresnel diffraction for an observation with a bandwidth �λ = 300 nm. (2) 
shows the model (1) convolved with the apparent size of the star. (3) shows 
the model (2) convolved with the exposure time, where the black lines and 
red dots represent the exposure duration and the final modelled light curve, 
respectively. The space between exposures is due to the readout time, where 
no data is acquired. Each panel was chosen to emphasize a feature: (a) is 
a base model with D ◦ = 20 au, r � = 5.0 km, t exp = 1.0 s; (b) emphasizes 
the Fresnel diffraction, with D ◦ = 150 au, r � = 0.05 km, t exp = 0.3 s ; (c) 
emphasizes the stellar radius, with with D ◦ = 5 au, r � = 25.0 km, t exp = 

0.3 s; and (d) emphasizes the instrumental response, with D ◦ = 5 au, r � = 

0.05 km, t exp = 2.5 s. We highlight that in (d) the immersion time was during 
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ore recently, from an occultation by the Plutino (28978) Ixion, a 
iameter of ∼20 km at the body’s distance was measured for the
cculted star (Levine et al. 2021 ). 
Gaia-EDR3 does not provide the stellar radius, but this parameter 

an be found in Gaia-DR2 (Andrae et al. 2018 ) for 77 million stars.
iven the distance of the star, the apparent size at the distance of

he body can be easily calculated from trigonometry: r � = D ◦ ·
 � / D � , where r � and R � are the star’s apparent and physical radius,

espectively, and D � is the distance to the star. Ho we ver, it is
mportant to note that the Gaia-DR2 presents an error in its parallax
stimation, and the correction provided by Bailer-Jones et al. ( 2018 )
s encouraged to be used instead. 

For stars whose sizes are not known, an alternative method is to
stimate their sizes from empirical models such as those provided 
y van Belle ( 1999 ) and Kervella et al. ( 2004 ), for instance. Both
odels use the stars’ B-, V-, and K-broadband photometry to predict 

heir angular sizes. In van Belle ( 1999 ), the y pro vide a model with
hree different sets of parameters, depending on if the star is a

ain sequence, giant, or supergiant. Kervella et al. ( 2004 )’s model,
o we ver, is valid for dwarf stars and subgiants. 
In the light curve model previously described, the size of the star

an be added by integrating the diffraction model o v er the area of the
ngular size of the star. This is correct because we can interpret the
tar as a collection of point sources, where each one will generate a
iffraction pattern as previously described. 
We may notice that if the size of the star or diffraction is important

n the light curve, their effects will be seen differently depending on
here the chord is located relative to the centre of the body. This

s clear in Fig. 2 (b) where the diffraction model presents a more
rominent scale far from the centre path. Grazing occultations may 
ot present a bottomflux as determined by equation (4) if the star is
artially occulted. 
Considering a chord that is almost tangent to the object’s limb, 

he stellar occultation will be slower since the velocity of the stellar
ngress/egress depends on the relative stellar motion direction with 
espect to the local limb. In these cases, the model of the light curve
ith the bar shape can be adapted using the velocity of the occultation
ormal to the surface V N = 

� V S · � N , where � N is the unit normal vector.
Finally, observations are made with a giv en e xposure time ( t exp ).

ach observer must choose this exposure to maximize the S/N but 
e short enough to have many data points during the occultation. It is
mportant to remember that occultation converts time resolution into 
patial resolution. The spatial representation of a exposure is simply 
alculated using r t = V S · t exp . If the exposure is long enough, it will
ominate o v er the Fresnel diffraction ( f ) and the star’s apparent size
 r � ), which are usually in the kilometre or sub kilometre order. 

The diffraction model, convolved by the photometric band and 
he star size, using the velocity normal to the surface, must also be
ntegrated by the exposure duration. Then, we can determine a light 
urve model and compare it to the observed one with a data point for
ach exposure. 

Fig. 3 shows the light curve model considering: (1) only the Fresnel 
iffraction convolved with the observation bandwidth (blue); (2) the 
odel (1) convolved with the size of the star (green); and (3) the
odel (2) convolved with the exposure time (red). Panel (a) shows

he models for a typical observation. Panels (b), (c), and (d) show
he models when the effects of a specific parameter are the most
rominent one: the Fresnel diffraction (b), the star’s size (c), and the
xposure time (d). Furthermore, the readout time (dead time) should 
lso be considered since, during this period, no light flux is measured,
s shown in panel (d). The mean time interval between the start of
 the readout time, where no information were acquired. 
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wo consecutive exposures, i.e. the addition between the exposure
ime and readout time, is called cycle time. 

The fitting procedure should provide the times of disappearance
nd reappearance with sub-e xposure accurac y. Suppose a curv e
here an intermediary point between baseflux and bottomflux is
etected, as shown in Fig. 3 , panel (a), model (3). If the occultation
ad occurred at the start of the exposure, the relative flux of the
ntermediary point would be equal to the bottomflux . If it occurred
t the end of the exposure, it would be equal to the baseflux .
hen, the fraction of exposure in which the occultation happened

s proportional to the fraction of relative flux drop ( � f = baseflux −
ottomflux ). The uncertainty of the occultation time ( σ t ) can then be
oughly estimated by: 

t = 

σLC 

�f 
t exp , (5) 

here σ LC is the flux uncertainty. 
We may notice equation (5) is not dependent on the intermediary

oint flux. Hence, we can still obtain a sub-exposure accuracy when
he occultation happens at the start or the end of the exposure, and the
ntermediary point is unclear. On the other hand, if the occultation
ccurs in a readout time, it is impossible to identify the instant
ithin this interval where the drop occurred. Thus, in this scenario,

he uncertainty of the occultation instant is increased by the readout
ime. 

.3 Stellar occultation geometry 

sually, an occultation is observed from many stations where each
bservation will reveal a small cross-track region of the body [as
an be seen in Fig. 2 (a)]. Furthermore, as shown in Section 2.2, the
nstants of immersion and emersion can be determined with sub-
 xposure accurac y, sometimes in the tenths of milliseconds. To make
he most of this accuracy, the observations must have well-calibrated
imings. The observer’s location, either a ground-based telescope or
 spacecraft, must also be known with high precision. Otherwise,
ombining all the observations from different locations may lead to
ncorrect results. 

For a specific observer, the instants of immersion and emersion
re the moments where the line-of-sight observer star matches the
rojected limb of the body. Therefore, the relative position between
he star and the body at these moments gives the distance of the limb
o the body’s centre in a plane perpendicular to the line-of-sight, the
angent plane. Thus, we can define a bi-dimensional Offset Frame
 x , y ) based on the ICRS relative to the body’s position with origin
t the observer as: 

 = D ◦ sin [( α� − α◦) cos δ◦] , 

 = D ◦ sin ( δ� − δ◦) , (6) 

here ( α� , δ� ) and ( α◦, δ◦) are the astrometric ICRS coordinates of
he star and body , respectively , at the occultation instant centred at
he observer. 

Equation (6) requires the coordinate of the body to be known.
o we ver, in the Gaia era, the coordinate of the body presents larger
ncertainty than the star’s. To o v ercome this problem, equation (6)
s redefined with ( α◦, δ◦) being the numerically calculated position,
.e. the ephemeris. Therefore, the displacement of the observed body
entre on the tangent plane ( x c , y c ) can be interpreted as an ephemeris
ffset, thus improving the knowledge of the body’s position (see
ection 2.4). 
Furthermore, the precise calculation of equation (6) must take

nto account the position of the star with parallax corrected for the
NRAS 511, 1167–1181 (2022) 
ocation of a specific ground-based observer or spacecraft as the
bserv er mo v es on the space. Usually, the geocentric star coordinate
s enough for an occultation on Earth. Ho we ver, for occultations
nvolving closer stars and farther bodies, the use of topocentric
oordinates may be rele v ant. The reason is that the line-of-sight
bserver star for different observers cannot be approximated by
arallel lines anymore. 
For instance, considering the nearest star to the Sun, Proxima

entauri, the difference between a topocentric and geocentric star
oordinate may reach 2.3 km projected at 100 au. This differ-
nce can be significant for occultations by more distant bodies
r when observing an event combining ground and space-based
bservatories. 
Mostly, the distance of the star is not rele v ant and can be considered

t the infinity. In such cases, the coordinates ( x , y ) can be represented
y the difference in Orthographic projection of the geocentric
bserver (equation 7) and body (equation 8) coordinates in a plane
erpendicular to the direction geocentre star: 

λ = D λ cos δλ sin ( αλ − α� ) , (7) 

λ = D λ[ cos δ� sin δλ − sin δ� cos δλ cos ( αλ − α� )] , 

ξ◦ = D ◦ cos δ◦ sin ( α◦ − α� ) , (8) 

◦ = D ◦[ cos δ� sin δ◦ − sin δ� cos δ◦ cos ( α◦ − α� )] , 

x = ξλ − ξ◦, 

y = ηλ − η◦, (9) 

here ( ξλ, ηλ) and ( ξ ◦, η◦) are the orthographic projection coordi-
ates on to the tangent plane for the observer and body , respectively .
he tangent plane is defined with ξ positive in the direction of
rowing right ascension in the ICRS and η positive in the direction
f the ICRS North Pole. D λ, αλ, and δλ are the geocentre-observer
adial distance, azimuthal angle, and polar angle, respectively, in the
CRS. 

This approximation has been adopted successfully by most of the
ublished occultations such as Sicardy et al. ( 2011 ), Braga-Ribas
t al. ( 2013 ), Benedetti-Rossi et al. ( 2019 ). Ho we ver, it is important
o remember that using the geocentric coordinates to represent
opocentric observations should be handled carefully. Besides the
ituation where the star distance is rele v ant, a more common problem
ay be found if the light-time correction between geocentre and

bserver is rele v ant. Considering the Earth’s radius, the light-time
orrection is 0.021 s. With the development of more sensitive and
aster cameras, shorter exposure times are achieved. Even with larger
xposures, the analysis can obtain a time resolution in the order of
.02 s, or better, if the observations present high S/N (Section 2.2).
f the event’s velocity is, for example, 30 km s −1 , this represents
n error of 600 m on the tangent plane, a significant value for
ccultations by small bodies like NEAs. 

.4 Size determination and further results 

n Section 2.3, we associated the instants of immersion and emersion
o the projected limb of the body. Each observation can give two
oints on the tangent plane. Observations at the same site or path,
lthough important as they complement each other, will provide only
ne ef fecti ve chord in the tangent plane. 
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When only one ef fecti ve chord is detected on a given event, the
esults are minimal. Therefore, we can estimate the minimum size of
he body’s largest dimension since the body cannot be smaller than 
he chord length and obtain an astrometric position. 

When two or more ef fecti ve positi ve chords are detected, the
umber of points on the tangent plane increases. Hence, we can 
earch if ellipses (or circles) fit the observed chords. The fitted 
arameters are the apparent semi-major axis ( a 

′ 
), apparent semi-

inor axis ( b 
′ 
) or apparent oblateness ( ε

′ = 1 − b 
′ 
/ a 

′ 
), the position

ngle 3 of the apparent semi-minor axis ( P A b ′ ), and the centre
ositions ( x c , y c ). 
Large and massive bodies are more likely to have an ellipsoidal 

D shape, which can be defined by Jacobi ellipsoids or Maclaurin 
pheroids if the body is in hydrostatic equilibrium (Chandrasekhar 
987 ; Tancredi & Favre 2008 ). Thus, the body’s mean apparent
hape can be considered an ellipse even when many positive chords 
re obtained. 

Nevertheless, the uncertainty of the chord extremities must be 
andled with care. As explained in Section 2.2, we can obtain sub-
xposure uncertainties that, depending on the V S , can represent a 
ub-kilometric accuracy of the local limb. Suppose that the body 
as topographical features more prominent than the accuracy of 
he chord. In that case, the elliptical shape, that represents the 
ean surface, will be biased by the higher weight of these points,

egardless if it is in a surface depression or ele v ation, as argued by
aylor ( 1972 ). 
In Fig. 4 , we show shape models fitted to simulated chords. We

mulate the situation in panel (a), where only one positive chord 
as observed fitting a circle with a fixed radius. Thus, two possible

olutions for the centre position are obtained. The dashed straight 
ine shows the ne gativ e chord. The presence of this chord remo v es
he ambiguity in the solutions. 

In panel (b) of Fig. 4 , we fit a circle using two chords fitting
or the radius and centre position. And in panel (c), we fit all the
ve parameters of an ellipse (apparent semi-major axis, apparent 
blateness, PA of the apparent semi-minor axis, and centre positions) 
o four chords. The marginal 1 σ error bar, shown by the grey regions,
eflects the quality of the observations, the number of chords, and 
he number of fitted parameters. 

From the best elliptical model, we can look at the residuals in the
adial direction to obtain clues about potential topographical features. 
 or e xample, if a chord is located in a crater or mountain, we expect
 large residual. Furthermore, if there are close chords, they should 
ave similar values, further suggesting a topography. 
Still, we must be aware of possible time issues of the observations

hat should not be mistaken by topographical features. As explained 
n Section 2.3, the observ er must hav e the times inserted in the
bservations synchronized with a reliable time source. Ho we ver, 
ometimes this is not possible. 

In Gomes-J ́unior et al. ( 2015 ), one of the chords was displaced
y more than one minute relative to the others. The authors chose
ot to use this chord in the limb fitting because the remaining chords
ere enough for this calculation. In Ortiz et al. ( 2020b ), the authors
tted a line to the centre of the chords and identified the best time
hift for the chords with unreliable times. This method assumes that 
he body’s apparent shape is an ellipse. In this scenario, the chords’
entres should lie in a straight line connecting them. 
 Angle measured relative to the north celestial pole, turning positive into the 
irection of the right ascension. 

 

v

4

A significant result from stellar occultations is the astrometric 
osition. As shown abo v e, the fitting process can determine the centre
f figure on the tangent plane ( x c , y c ), which is the ephemeris offset
t the occultation epoch. The uncertainty of the astrometric position 
s then calculated by combining the uncertainty of the star’s position
t the occultation epoch, accounting for the error in the definition of
he tangent plane frame, and the uncertainty of centre determination. 

This is true even when we have only one positive chord. With
urther considerations, we can also estimate an astrometric position 
n such cases. For example, Rommel et al. ( 2020 ) uses the equi v alent
adius of trans-Neptunian objects, known from previous occultations 
r e v aluated by other sources like the radiometric technique, to fit
 circle to the points, determining only the centre. Gomes-J ́unior
t al. ( 2019 ) fits the single chord to the 3D shape model of Phoebe,
alculating the ephemeris offset. 

In these scenarios, if the body’s size is larger than the chord length,
here are two possible solutions - one where the centre of the body is
outh of the chord and another at the north. If a close ne gativ e chord
s detected, it would be possible to determine the correct position
nequivocally, as can be seen in Fig. 4 (a). 
The body’s apparent shape and position are direct results of 

ccultations. But combining these parameters with external data can 
ro vide or impro v e the body’s physical parameters. For example,
rtiz et al. ( 2017 ) and Benedetti-Rossi et al. ( 2019 ) obtained

otational light curves near the epoch of occultation and identified the
vent occurred close to the absolute brightness minimum. Thereby, 
hey were able to determine the body’s tri-axial dimensions. In 
ddition, Morgado et al. ( 2021 ) combined the apparent shape from
ifferent stellar occultations by the Centaur Chariklo to determine 
hat the body’s shape is a triaxial ellipsoid. 

Moreo v er, if the body’s absolute magnitude is known, its geometric 
lbedo can be calculated, as shown by Sicardy et al. ( 2011 ). In
he same sense, we can estimate the body’s density if the mass is
nown (Souami et al. 2020 ). However, if the mass is not known
ut the rotational period is, the interval of possible densities can
e calculated assuming the body is in hydrostatic equilibrium as 
escribed by the Maclaurin spheroid or Jacobi ellipsoid (Tancredi & 

avre 2008 ; Braga-Ribas et al. 2013 ). 
Although occultation observations are focused on detecting pos- 

tive chords, the negative chords are also of the utmost importance.
hen close to the limb, it will help constrain the body’s size and

hape. In situations where only one positive chord is detected, a close
e gativ e one can help to remo v e the ambiguity in the astrometric
olution. Furthermore, the lack of features in the light curves is
lso essential information that will help on the study of the object’s
nvironment (i.e. presence of rings, dust, satellite, etc.). Finally, 
hen only ne gativ e chords are obtained, one can map the region
f ephemeris uncertainty and constrain the body’s position for near- 
uture events. 

 T H E  S O R A L I B R A RY  

he goal of SORA is to be an organized structure with a diversity of
ools where the users can create their own pipeline for the analysis
f stellar occultations. Hence, we divided the package into modules 
here all the information and functionalities of the subjects involved 

n the occultation can be stored and used efficiently. 
SORA has been made public 4 with version 0.2. In this publication

ersion, the package is prepared to handle standard events, where 
 GitHub: https://github.com/r iogr oup/SORA 
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Figure 4. Examples of shape fitting using one chord (a), two chords (b), and four chords (c). In (a), a circular shape with a fixed radius was adopted, and the 
centre was fitted to chord (3). In this case, two solutions were obtained for the centre of the circle. By considering the ne gativ e chord (1), we can eliminate the 
northern solutions. In (b), we fitted a circular shape to the chords (3) and (4), varying the radius and the centre position. And in (c), all five parameters of the 
ellipse were fitted using all the chords. The black line shows the best shape calculated, i.e. the one with the smallest global χ2 . The grey region shows all the 
circles (or ellipses) that fit the chords within the marginal 1 σ error bar. 
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 single Solar system body, without atmosphere, occults a single
tar. The technique adopted is described in Section 2. Further
mpro v ements will be discussed in Section 4. 

Developed in Python, SORA is mainly based on classes, with
ttributes and methods, rather than functions. With this, we can
liminate the need of many inputs since all the data that represent
he body or the star, for instance, are stored in python objects.
s an example, once we define a star object, its Right Ascen-

ion can be accessed with star.ra , and the astrometric posi-
ion at any time calculated with star.get position(time,
bserver = ‘geocenter’) . 
7

NRAS 511, 1167–1181 (2022) 
The core development of SORA was made using ASTROPY (Ro-
itaille et al. 2013 ). Astropy has many functionalities to handle
oordinates, time, units, etc., so we focus on stellar occultation.
urthermore, the ASTROQUERY package (Ginsburg et al. 2019 ) is also
f major importance for accessing online databases and services, such
s the Gaia catalogs, CDS VizieR (Ochsenbein et al. 2000 ), 5 JPL
orizons (Giorgini et al. 1996 ), 6 the Minor Planet Center 7 (MPC,
 Website: https:// www.minorplanetcenter.net/ 

art/stac032_f4.eps
http://vizier.u-strasbg.fr/
https://ssd.jpl.nasa.gov/horizons/app.html
https://www.minorplanetcenter.net/
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arsden 1980 ) and the JPL Small-Body Database Browser 8 (SBDB, 
iorgini & Chamberlin 2014 ). 
The main modules in SORA are: body (Section 3.1), star (Sec- 

ion 3.2), observer (Section 3.3), prediction (Section 3.4), lightcurve 
Section 3.5), and occultation (Section 3.6). Other functionalities are 
escribed in Section 3.7. 

.1 The body module 

he sora.body module provides functionalities to handle the Solar 
ystem body. The main element of the module is the Body class that
an be used to represent and manipulate the information of a single
olar system body. 
Body objects can be created using standard Python object instan- 

iation. The physical parameters can be input by the user or auto-
atically downloaded from the JPL Small-Body Database Browser 

SBDB). Almost all physical parameters from SBDB, if available, 
re set as attributes of the Body object, like albedo, diameter, density,
he Standard Gravitational Parameter (GM), rotational period, pole 
oordinates, B − V and U − B colours, absolute magnitude (H), phase 
lope (G), and the SPK-ID (parameter used to identify the body in
PICE kernels). In addition, their 1 σ error bars and reference source 
re also stored. 

Other parameters provided by SBDB like the orbital-class and 
he spectral type in the Tholen classification (Tholen 1984 ) and 
MASSII classification (Bus 1999 ) are also stored as they may 
e of interest for the user. We further complement the information 
f spectral features, given the spectral classification, as defined by 
ellino et al. ( 2002 ). 
It is important to note that the SBDB does not provide information

or satellites and planets. To partially o v ercome this issue, we offer
hysical parameters from the literature for the main inner and outer 
atellites. Any information given by the user has priority over the 
etched data. 

An essential tool for the body is obtaining its position in space. This 
unctionality is provided in the sora.ephem module containing 
wo main Python classes: EphemKernel and EphemHorizons . 

The EphemKernel class was designed to facilitate the calcu- 
ation of the body’s position from SPICE kernels, which are files
ontaining navigation and ancillary information as defined by the 
AIF/SPICE system 

9 (Acton 1996 ). For that, we use the methods 
f the NAIF/SPICE toolkit through the Pythonic wrapper SPICEYPY 

Annex et al. 2020 ). 
The kernels provided to EphemKernel must be input by the 

ser, as they can be obtained from dif ferent sources. Ho we ver, we
mplemented a function that can be used to download spice kernels 
or small bodies from the JPL. 10 The spkid , necessary for the
dentification of the body in the SPICE k ernel, w as automatically
ownloaded from the SBDB. Alternatively, the EphemHorizons 
lass can be used to obtain the ephemeris querying JPL Horizons 
eb service. 
Furthermore, the positions provided by either class are in the 

CRS. The origin of coordinate can be barycenter , geocenter , or any
bserver defined in the sora.observer module (Section 3.3). 
 Website: ht tps://ssd.jpl.nasa.gov/t ools/sbdb lookup.ht ml 
 Website: https:// naif.jpl.nasa.gov/ naif/index.html 
0 Website: https://ssd.jpl.nasa.gov/?horizons doc 

t  

o

e  

1

.2 The star module 

he information about the star can be managed with the sora.star
odule. The Star class was designed to store the information about
 single star and allow it to be efficiently used in the occultation
rocess. 
A Star object can be created by querying the Gaia-DR2 or

aia-EDR3 tables on the CDS Vizier service. The six astrometric 
arameters (RA, DEC, proper motions in RA and Dec, Parallax, and
adial Velocity), their uncertainties, the magnitude in the G band, 
nd the star size are stored as parameters, when available. All the
emaining data is made available as metadata. 

The user can also choose to replace the parallax of Gaia-DR2
ith that of Bailer-Jones et al. ( 2018 ) and correct the proper motions
f Gaia-EDR3 using the methodology provided by Cantat-Gaudin 
 Brandt ( 2021 ). The reason for these corrections is explained in

ubsections 2.1 and 2.2. 
Furthermore, we provide functions to calculate the angular size of 

he star using the methodologies of van Belle ( 1999 ) and Kervella
t al. ( 2004 ). For that, the Star object can do a cross-match to the
OMAD catalog (Zacharias et al. 2004 ), that provides astrometric 

nd photometric data for o v er 1 billion stars, and download their
hotometric data, which includes the B-, V-, and K-broadband 
agnitudes required by these methods. 
Finally, the star’s position can be determined at any epoch for any

bserver. The coordinate transformation from the catalog epoch to 
ny epoch is implemented using the rigorous treatment provided by 
utkevich & Lindegren ( 2014 ). Then, the position is corrected by
arallax for the observer, which can be the barycenter (no correction), 
eocenter , or any observer defined in the sora.observer module 
Section 3.3). The uncertainty of the coordinates is also propagated 
ollowing the procedures developed by Butkevich & Lindegren 
 2014 ). 

.3 The observer module 

he sora.observer module provides support for defining and 
sing the location of the observer. The main components are the
bserver , for ground-based observer, and Spacecraft classes. 
With the Observer class, the geodetic coordinates (longitude, 

atitude, and height) can be provided by the user or fetched from the
PC if the site is re gistered. The observ er position is then referred

o the geocentre in the ICRS following the conventions defined by
he International Earth Rotation and Reference Systems Service 11 

IERS). 
The Spacecraft class was designed to provide the location 

f a spacecraft in space. For that, it uses the functionalities of the
ora.ephem module. This is done using SPICE kernels with the 
pacecraft’s position provided by the user, or the JPL Horizons web
ervice, if available. 

.4 The prediction module 

he sora.prediction module provides functionalities to pre- 
ict stellar occultations, organise the predictions in tables and plot 
he occultation maps. These outputs can be used to promote an
ccultation in observational campaigns. 
The prediction function uses a Body object, and respective 

phemeris, to calculate the body’s path on the sky. The origin of the
1 Website: https:// www.iers.org/IERS/ EN/Home/ home node 
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Figure 5. Occultation map showing the mo v ement of the shadow of Quaoar 
o v er the Earth on 2019 March 27. The arrow on the right corner gives the 
direction of its mo v ement. The blue lines show the limits corresponding to the 
size of the shadow (the assumed body’s diameter), while the red dashed ones 
extend these limits considering the 1 σ error bar (here defined as 20 mas for 
better visualization). Each black dot marks the centre of the shadow separated 
by one minute, while the big one shows the shadow location at the instant of 
closest approach. The gre y re gions on the left are the nightshade considering 
the civil twilight (light grey) and the astronomical twilight (dark grey). 
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oordinates can be the geocentre or a specific observer, defined by an
bserver or Spacecraft object. Then, the function downloads
 list of Gaia-DR2 or Gaia-EDR3 stars from VizieR, which co v ers
he region of the body’s path for a given time interval. The path can
e divided into small parts and the maximum star magnitude limited
o prevent download o v erflow. 

First, the positions of the stars are propagated to the middle epoch
f the search interval. Then, to quickly identify potential occultations,
he positions of the stars are matched to the ephemeris points using the
atch to catalog sky method provided by ASTROPY . In this

egard, we suggest that the step between ephemeris points be small
nough not to compromise the identification of potential candidates.
he function then selects those whose separations star-ephemeris are
maller than the search radius. Finally, once an event is detected, the
unction propagates the position of the star to the epoch of the closest
pproach using the rigorous treatment of Butkevich & Lindegren
 2014 ) and calculates the occultation parameters as described in
ection 2.1. 
We define the search radius as the body’s radius increased by the

phemeris 1 σ uncertainty if defined. If the prediction is made for the
eocentre, it is inferred the user searches for any occultation on Earth.
hus the Earth’s radius is added to the search interval. Furthermore,

he user can al w ays provide a custom search radius. 
The output of the prediction function is a table in the format

f the PredictionTable class, a class based on the ASTROPY

able class to make the access to the prediction information easier.
he information saved in the table is the epoch of the closest
pproach; the astrometric coordinate of the star and the body at
poch; the closest approach distance; the PA, the V S ; the distance
o the body; Gaia’s photometry in the G-band; Earth’s longitude
t the sub-star point; local solar time at sub-star point; the angular
eparation between the star and the Moon, and between the star and
he Sun; the Gaia’s (DR2 or EDR3) Source ID. 

The occultation map can be plotted from the Predic-
ionTable object. We consider a linear mo v ement of the shadow
n the tangent plane. Then, for each instant, the Earth’s view as
eferred to the star is calculated, and the location of shadow is
atched to the Earth’s surface, determining the longitude and latitude

f the centre of the shadow . Finally , the map is plotted with the Earth’s
iew at the instant of closest approach using CARTOPY (Met Office
015 ). The shadow’s path, associated with the geodetic coordinates,
s plotted o v er the Earth. 

Fig. 5 shows an example of an occultation map generated by SORA .
ome of the information provided in the table can also be exhibited
or completeness. Several parameters are provided to control how
he map is presented. 

.5 The lightcurve module 

he sora.lightcurve was created to allow the user to control
 light curve from a stellar occultation and determine the immersion
nd emersion times. The light curves are managed through the
ightCurve class. 
The functions in this module can be divided into four main

rocedures: 

(i) Set the parameters of the model; 
(ii) Prepare the light curve to be fitted; 
(iii) Create light curve models and fitting of the occultation

arameters; 
(iv) Plot and export information. 
NRAS 511, 1167–1181 (2022) 
SORA does not provide any functionality to obtain the light
urve from the observ ations. Deri ving an optimized light curve
rom photometry demands dedicated software for this task. Several
oftw are are available, lik e PRAIA (Assafin et al. 2011 ), TANGRA 

12 

P avlo v 2020 ), and PYMOVIE 13 (Anderson 2019 ), and the users can
hoose whichever software they find more suitable. Then, the light
urve can be imported into a LightCurve object. 

A LightCurve object is instantiated from the mid time of the
bservations, flux, and exposure time provided by the user. The time
cale is expected as UTC, but the user can input an Astropy Time
bject in whichever time scale that SORA will handle it correctly.
he flux uncertainty can also be input. When no flux uncertainty

s provided, it is calculated as the dispersion of the light curve
hotometry outside the occultation drop. 
As discussed in Section 2.2, five parameters have to be considered

hen modelling an occultation light curv e: the wav elength and
andwidth of the setup (which is related to the diffraction); the
xposure time; the apparent diameter of the star; the distance of the
bserver to the occulting body, and the velocity of star disappearance
reappearance). The bandwidth and exposure time must be provided
y the user, while the apparent diameter, distance and velocity can
e automatically defined by the Occultation class (Section 3.6),
nce the LightCurve object is associated with an event. 
A normalization method is provided to reduce noises and trends

aused by observational fluctuations unrelated to the occultation. A
olynomial is calculated using the data outside the occultation and

art/stac032_f5.eps
http://www.hristopavlov.net/Tangra3/
https://occultations.org/observing/software/pymovie/
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ropagated for the whole curve. This procedure is essential mainly 
or the cases where no calibration star is present in the field preventing
ifferential photometry. 
To automatically identify an occultation in the light curve, we 

rovide a function based on the box-fitting least-squares algorithm 

escribed in Kov ́acs, Zucker & Mazeh ( 2002 ). Instead of a period
earch, we compute the statistic as it would be performed in the folded
ight curve (equations 1 to 4 in the referred work). In summary, we
t a step function to the data with varying positions, widths, and
epths and collect the best fit as the most likely result. This function
s not intended to be used as a blind estimator but rather as a faster
echnique to find initial parameters in occultation ev ents. Moreo v er,
ystematic effects in the data can heavily skew the results and should
l w ays be considered; therefore, a final validation is up to the user.
inally, a more robust fitting procedure is still required to obtain 
recise immersion and emersion instants. 
The base diffraction model of Roques et al. ( 1987 ) is normalized

o baseflux and bottomflux as 1 and 0, respectively. Thus, we must
ormalize the observed light curve to these same values. Then we 
an compare the normalized light curve ( φobs ) with the modelled one
 φcal ) and compute the difference for each data point i . Finally, the

2 statistics are computed using: 

2 = 

N ∑ 

i= 1 

( φi,obs − φi,cal ) 2 

σ 2 
i 

, (10) 

here σ i is the photometric uncertainty of each data point provided 
y the user and N is the total number of points considered. 
The process of fitting implemented in SORA consists in minimizing 

quation (10) calculating φcal using the following procedures: 

(i) A Monte Carlo approach is used to generate instants of 
mmersion and emersion uniformly distributed within the interval 
iven by the user. This approach is interesting because it can test
n e xtensiv e range of parameters chosen by the user, thus giving the
ser complete control of the process. 
(ii) For each pair of immersion and emersion times, we simulate 

 light curve for a bar shape occultation (Roques et al. 1987 )
onsidering the normal velocity, the light diffraction, the size of 
he star, and the exposure time, as described in Section 2.2. 

(iii) The simulated light curve is compared to the observed one, 
nd the chi-squared statistics are computed using equation (10). 

(iv) The best-fitted model is found for the immersion and emersion 
imes that produces the global minimum chi-squared value (Chapter 
5.1 Press et al. 1992 ). 
(v) The confidence levels for each parameter is calculated using 

onstant χ2 boundaries in a marginal distribution. If a given estimate 
2 ( a j ) follows a χ2 

N distribution, then the value χ2 ( a 0 ) that minimizes
he error in that universe will follow a χ2 

N−M 

distribution. Therefore, 
t follows that the quantity �χ2 ≡ χ2 ( a j ) − χ2 ( a 0 ) will follow a

2 distribution with M degrees of freedom [see Press et al. ( 1992 ),
hapter 15.6, Theorem C]. By default, SORA considers the 1 σ one- 
imensional marginal error, in which case �χ2 = 1, whatever is 
he number of data points. In other words, a value K draw from
he �χ2 

M= 1 distribution such that the probability P ( �χ2 
M= 1 < K) = 

 . 6834 (a table with values up to M ≤ 6 is given in the aforementioned
ork). 

It is important to note the immersion and emersion times can be
tted independently (considering only a small part of the light curve) 
r jointly. To a v oid significant computational processing, the user
an set the number of simulated light curves balanced by the region
sed in the fit. Data points far from the immersion and emersion
nstants will not significantly affect the result. 

Moreo v er, the user can fit other parameters of the light curve
odel, like the baseflux , bottomflux , the velocity of the occultation

ormal to the surface, the apparent diameter of the star, etc., by
xternal iteration combining the resulting ChiSquare objects 
details in Section 3.7). 

The LightCurve class also has some visualization methods to 
elp the user to access the data and the models easily. Plots like Fig. 3
an be obtained. 

.6 The occultation module 

he sora.occultation module is the main module of the 
ibrary. The functionalities presented here are focused on the man- 
gement and processing of the occultation information to obtain the 
esults. The main feature is the Occultation class that organizes 
he python objects created with the classes described in the previous
ubsections. 

An Occultation instance is created with a Star and a Body
bjects, the instant of occultation and a location reference, usually the
eocentre. Thus, it calculates the occultation parameters necessary 
or the light curve model and occultation map. 

Then, the user can add the chords to the Occultation ob-
ect, providing an Observer or Spacecraft object, and a 
ightCurve object. The velocity of the shadow, distance to the 
ody and the star’s apparent size are passed to the LightCurve
f the occultation instants were not fitted before being added to the
ccultation . 
A Chord class was developed to link the Occultation and 

ndi vidual observ ation. This auxiliary class organizes the information 
or a single chord. It is not defined by the user but can be accessed. 

We have implemented in the Chord class the ability to project the
hord on the tangent plane using the precise methodology defined 
y equation (6) and the approximated one defined by equation (9).
he accurate method calculates the position on the plane using the
tar, the body, and the observ er for each giv en instant. Thereby, we
repare SORA for circumstances that may be rare nowadays, as will
e discussed in Section 4. 
A function is also provided to fit a straight line to the centre of

he positive chords and determine the best time shift for each chord.
s explained in Section 2.4, for an elliptical shape, the centre of the

hords should lie in a straight line connecting them. Ho we ver, we
all the attention that this procedure should be used with care, as it
an mask topographic features. 

Finally, with the Occultation object, we can fit the body’s 
ean surface to the chords’ extremities using an elliptical shape. The

unction determines the five parameters of the ellipse: the apparent 
emi-major axis, the apparent oblateness, the PA of the apparent 
emi-minor axis, and the centre position following these procedures: 

(i) A Monte Carlo approach is used to create a uniform distribution
or each of the parameters described abo v e within the intervals
iven by the user. Here, the Monte Carlo approach is even more
ritical, as in many cases, a large number of shapes could fit the data.
herefore, in this step, the user should control the exact range of
arameters to be tested. That allows, for instance, to filter the ellipses
ased on external information, such as a predetermined size or 
hape. 

(ii) For each set of parameters, an ellipse will be generated using
tandard geometrical equations. Oblateness equals zero defines a 
ircle, therefore the PA will degenerate. 
MNRAS 511, 1167–1181 (2022) 
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Figure 6. Figure showing the current fitting method implemented in SORA . In the left-hand panel, we show the chord extremities of the chords as black points 
on the tangent plane. Then, for each ellipse tested, we compute the radial difference between these points and the elliptical limb (red dashed lines), accounted 
from the ellipse’s centre. Next, the uncertainty of each chord extremity is projected in the radial direction. Finally, the χ2 is computed using equation (11), and 
the best ellipse is found as the global minimum χ2 (right-hand panel). It is up to the user to provide a suitable interval of search. 
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(iii) The radial difference between the chord’s extremities to the
llipse is calculated, and the χ2 is computed using equation (11). 

2 = 

N ∑ 

i= 1 

( r i,obs − r i,cal ) 2 

σ 2 
i + σ 2 

model 

, (11) 

here ( r i , obs − r i , cal ) is the difference between each chord extremity
 and the tested shape limb and σ i is the uncertainty of the i -th chord
xtremity. 
n SORA , the current implementation calculates ( r i , obs − r i , cal ) as
he difference between each chord extremity ‘i’ and the calculated
imb in the radial direction, concerning the centre of the ellipse, as
hown in Fig. 6 . The uncertainty of the chord is mostly in the chord
irection caused by timings, disregarding any error in the observer’s
osition. Thus, the uncertainty is projected in the radial direction to
ccount for the change in parametrization. This approach simplifies
he calculation making it faster, and matches very well the direction
f σ model , explained below. 
ontrary to expectations, the chords are not an exact parallel among

hemselves due to the variation in the relative velocity between
bservers in different latitudes due to Earth’s rotation. At the same
ime, the two extremities of the same chord may present different
irections, especially for slo w e v ents, as the mo v ement can not be
epresented by a linear motion anymore (see Section 2.1). Additional
eatures such as fitting based on the direction of the chord are planned
or future versions. 
he last parameter in equation (11) is the σ model . In Section 2.4, we
howed that, in some cases, the position of the chord on the tangent
lane might be too precise, with uncertainties in the sub-kilometre
evel, thus smaller than possible topographic features. In such cases,
he elliptical model, which accounts for the mean surface, is not
ppropriate anymore. Using these points to fit an ellipse could cause
 bias in the result due to their higher weight. To o v ercome this
ssue, Morgado et al. ( 2021 ) included an uncertainty to the elliptical
odel ( σ model ), accounting for the difference between the elliptical
odel and the real shape. Usually, σ model can be thought of as a
NRAS 511, 1167–1181 (2022) 
ypical dimension of the expected topography, accounted in the radial
irection. Note that, for instance, topographic features in the 10 km
evel were observed in Uranus’s five major satellites (Schenk &

oore 2020 ), and up to 13 km for the Plutino (208996) 2003 AZ 84 

Dias-Oliveira et al. 2017 ). σ model is a parameter the user can provide
o decrease the weight of the chords, thus obtaining an adequate
ean elliptical model or completely ignoring it. By default, SORA

ets this value as zero. 
(iv) Finally, the χ2 marginal distribution is determined using all

llipses, and the best fit is found for the ellipse where the chi-squared
alue is the global minimum (Chapter 15.1 Press et al. 1992 ). 

(v) The error bar for each parameter is determined by the criterion
2 < χ2 

min + �χ2 . By default, SORA considers the 1 σ marginal error
ar where �χ2 equals to 1. Ho we ver, the user have control and can
hoose the intended confidence interval ( �χ2 ) (Chapter 15.6 Press
t al. 1992 ). Fig. 7 shows the chi-square distribution of one parameter

art/stac032_f6.eps
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tting using the method here presented. Note the parabolic shape 
xpected from the chi-square distribution. 

SORA allows for the user to fit the ellipse using all the chords
dded to the Occultation object, a fraction of them, or even 
gnoring chord extremities. The default number of ellipses tested 
s 10 million, usually enough for an appropriate range of searches. 
o we ver, the user can set this value or combine different calls to the
tting function. 
Furthermore, a function that considers the path of the ne gativ e

hords on the tangent plane and discards the ellipsis that crosses it
s available. This functionality is essential when a ne gativ e chord is
bserved close to the body’s limb, thus constraining the shape model. 
n cases where the observation has a significant readout time, the user
an set the function not to filter the ellipses that cross the path of the
e gativ e chord within this interval since the observation would not
etect them. 

When the best ellipse is found, the V S normal to the local surface
an be obtained. Then, the user can fit the occultation instants again
f necessary. 

Observers in different locations will usually detect the occultation 
n different moments. To obtain an astrometric position of the object 
rom the occultation event, combining all these observations, the 
phemeris offset is supposed to be constant during the time interval 
f the observations. From the ellipse fitting, the obtained centre 
osition on the tangent plane is the ephemeris offset at the body’s
istance. Therefore, the astrometric position is calculated by applying 
his offset to the ephemeris position. The user can choose for which
nstant and location the astrometric position is provided. Ho we ver, it
hould not be far from the locations and times of the observations. 

As mentioned, the object size and shape determined by the stellar
ccultation can impro v e other physical parameters. Ho we ver, this
epends on e xternal knowledge. F or e xample, the absolute magnitude 
s needed to calculate the geometric albedo ( p V ). SORA has a function
hat calculates the geometric albedo based on the user’s input, shown 
n equation (12). 

 V = 10 H 	−H ◦ ×
(

149597870 . 7 

R eq 

)2 

(12) 

here R eq is the radius of the circle which area is equi v alent to
he fitted ellipse ( R eq = 

√ 

a × b ), measured in kilometres, H 	 is the
bsolute magnitude of the Sun, whose default value is H 	 = −26.74,
nd H ◦ is the absolute magnitude for the object. 

The final output of the Occultation object is the post-diction 
ap. Here we provide the occultation map automatically updated 
ith the occultation information and results. The observer locations 

re shown, identifying the positive or negative ones. The shadow’s 
ize and path o v er the Earth are corrected with the calculated
arameters. 

.7 Other functionalities 

ORA also contains other functionalities to help the user analyse the 
ccultation. The sora.extra module was created to collect classes 
nd functions that are not directly associated with the occultation 
ubjects. 

The output of the light curve and ellipse fittings are python objects
reated from the ChiSquare class. This class was developed to be 
 data table where the chi-squared statistics are associated with the 
arameters tested. We can obtain the parameters for the minimum 

2 , the marginal uncertainty, or plot the data. Multiple ChiSquare 
bjects, resulting from different runs of the fitting functions, can be
ombined into one to be analysed jointly. 

The SBDB service provides the physical parameters of the 
ody with a given unit, uncertainty, reference, and some notes. 
o better organize and use these parameters, we developed the 
hysicalData class based on the ASTROPY ’s Quantity class. 
he main information is the value and unit of the physical parameter.
he uncertainty, reference, and notes are stored as attributes of the
hysicalData object and can be accessed if needed. 
Some of the classes in SORA have functions to plot their informa-

ion and help the user to visualize the data, like the ChiSquare ,
hord , and LightCurve classes. There are also plot functions 

n the sora.extra module, like the one that draws ellipses on
he tangent plane. These plots were developed using MATPLOTLIB 

Hunter 2007 ). 
An important note about SORA visualization functions is that 

hey do not save or plot the information on-screen themselves. 
ecause of this, the user can combine different plot functions or
se the MATPLOLIB tools to impro v e the visualization. The only
xception to this rule is the function that plots the occultation
aps where the user controls the visualization through input 

arameters. 

 SUMMARY  A N D  F U T U R E  WO R K  

ORA is a python library for the reduction and analysis of stel-
ar occultations. The goal is to provide functionalities related 
o stellar occultations where the users can develop their own 
ipeline. 
In the current version of the package, v0.2, the implemented tasks

ocus on analysing stellar occultations involving a single star and a
ingle body, which is usually the case. The methodology adopted for
his is presented in Section 2. 

SORA is intended to be as precise as possible. First, the star and
he body positions are computed for an observer accurately without 
ssumptions. Then, to combine the chords, we assume a constant 
ffset between the body ephemeris and the star position. 
The package is divided into modules organizing the tools related 

o each occultation subject: body, star , observer , light curve, and a
odule that concatenates these tools for the occultation itself. In 
ection 3, we described all the modules in SORA , their goals and
sage. 
For each of these modules, a main python class was developed and

an be used to define a single element with its attributes. For example,
he Star class of the sora.star module is used to define a
ingle star with its information, like coordinates. Using classes, with 
ttributes and methods, instead of functions, we reduce the number of
nputs since most can be downloaded from web services and stored
n python objects. 

SORA is documented online and can be accessed at https://sora.rea 
thedocs.io/. We include how to install and start using SORA , detailed
xamples, and guidelines. SORA is under open-source license and 
an be accessed on https://github.com/r iogr oup/SORA . The users 
an also participate in the development of SORA using the GitHub
rocedures. 
We have validated each specific step, comparing the functions and 
ethods within SORA with well-established astronomical software 

ike the SPICE/NAIF toolkit and the SOFA library. We also have
ompared the timings obtained between SORA and OCCULT for 
n unpublished occultation. The times and respective uncertainties 
btained are comparable within their 1 σ error bar. 
MNRAS 511, 1167–1181 (2022) 
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Different methods for the reduction of stellar occultations can
e implemented in the future. For instance, Lei v a et al. ( 2020 )
nd Strauss et al. ( 2021 ) adopt a Bayesian approach. They model
he occultation using different priors for the body and star. They
hen compare the modelled light curves with the observed ones,
kipping the necessity of determining the instants of immersion and
mersion. 

Furthermore, with the increase in the number of stellar occul-
ations observ ed, ev ents involving bodies with atmospheres, rings,
atellites, binaries, etc., and even occultations by multiple stars, may
ecome more common. Functionalities to analyse occultations in
uch scenarios are already being planned. 

Some minor effects are not detectable by current observations.
o we v er, with the impro v ements in catalogs, ephemeris, equipment,

nd setups, they may be noticeable soon. For instance, as already
iscussed in Section 2.3, we make it possible to analyse occultations
here the distance of the star is rele v ant or to consider the light-time

orrection between the geocentre and observer on observations with
igh-time resolution. 
Further impro v ements are foreseen, such as correcting the relative

osition between body and star due to the gravitational deflection
aused by the occulting body. F or e xample, the gravitation deflection
aused by Pluto of a light ray close to the body’s surface as observed
n Earth is about 200 m. Furthermore, we can extend this analysis to
he deflection caused by the Sun and planets, which are significant
n the sub-mas regime (Klioner 2003 ). 

When the velocity of the occultation is small, combining ob-
ervations may require constraints on the rotational parameters.
n example is the occultation of a Gaia-EDR3 star (source id
568323823770876672) by Mars on 2020 September 10. The
v ent’s v elocity was 0 . 12 km s −1 , slower than Earth’s rotation
f 0 . 5 km s −1 , making the shadow last about 14 h o v er the
arth. 
Suppose a body with a triaxial ellipsoidal shape and rotation

eriod of 7.6 h, a typical value for TNOs (Thirouin et al. 2010 ),
n the same circumstance. The body could rotate almost twice during
he e vent, and dif ferent observers on the same path could detect
hords with different lengths. If the body has a diameter of 1000 km,
he difference between the immersion and emersion times for a
entral chord would be ∼2 h, so we should consider the rotation
 v er all the observations. To o v ercome this problem, we intend to
mplement the use of rotational elements in SORA in the analysis of the
ccultation. 
Complementary to this approach is the analysis of multiple

ccultations. F or e xample, Morgado et al. ( 2021 ) analysed 11
ccultations by Chariklo between 2013 and 2020, constrained by
he rotational elements, to fit a triaxial ellipsoidal shape. SORA will
dopt a similar procedure. The user will choose what parameters will
e constrained when fitting multiple occultations: rotational period,
hape, astrometry, pole, etc. 

Another essential feature to be included in SORA is the ability to
andle 3D shape models. F or e xample, Gomes-J ́unior et al. ( 2019 )
tted the occultation chords to the 3D shape model of Phoebe. Thus,

hey could determine the sub-observer longitude at the occultation
poch and impro v e the rotational period. In contrast, the user can
btain the projection of the timings on the tangent plane with SORA

nd use them on software that combine the occultation chords with
ther kinds of observations, like 3D models from rotational light
urv e inv ersion. 

In conclusion, stellar occultations can be used to obtain many
hysical parameters of the occulting body and its vicinity with high
ccurac y. SORA was dev eloped to be a precise, efficient, fast, and easy
NRAS 511, 1167–1181 (2022) 
o use tool to handle stellar occultation data. Many more valuable
eatures are planned and will be included in the library in due time. 
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