
HAL Id: insu-03719740
https://insu.hal.science/insu-03719740

Submitted on 11 Jul 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Abundance of zirconium in the globular cluster 47
Tucanae: a possible Zr-Na correlation?,

E. Kolomiecas, V. Dobrovolskas, A. Kučinskas, P. Bonifacio, S. Korotin

To cite this version:
E. Kolomiecas, V. Dobrovolskas, A. Kučinskas, P. Bonifacio, S. Korotin. Abundance of zirconium in
the globular cluster 47 Tucanae: a possible Zr-Na correlation?,. Astronomy and Astrophysics - A&A,
2022, 660, �10.1051/0004-6361/202141970�. �insu-03719740�

https://insu.hal.science/insu-03719740
https://hal.archives-ouvertes.fr


Abundance of zirconium in the globular cluster 47 Tucanae:
a possible Zr–Na correlation?⋆,⋆⋆

E. Kolomiecas1, V. Dobrovolskas1, A. Kučinskas1, P. Bonifacio2, and S. Korotin3
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ABSTRACT

We determined abundances of Na and Zr in the atmospheres of 237 RGB stars in Galactic globular cluster (GGC) 47 Tuc (NGC 104),
with a primary objective of investigating possible differences between the abundances of Zr in the first generation (1P) and second
generation (2P) stars. For the abundance analysis, we used archival UVES/GIRAFFE spectra obtained during three different observing
programmes. Abundances were determined from two Na I and three Zr I lines, using 1D hydrostatic ATLAS9 model atmospheres.
The target stars for the abundance analysis were limited to those with 4200 ≤ Teff ≤ 4800 K. This is the largest sample of GGC
stars in which Na and Zr abundances have been studied so far. While our mean [Na/Fe] and [Zr/Fe] ratios agree well with those
determined in the earlier studies, we find a weak but statistically significant correlation in the [Zr/Fe] − [Na/Fe] plane. A comparison
of the mean [Zr/Fe] abundance ratios in the 1P and 2P stars suggests a small but statistically significant Zr over-abundance in the
2P stars, ∆[Zr/Fe]2P−1P ≈ +0.06 dex. Also, our analysis shows that stars enriched in both Zr and Na are more centrally concentrated.
However, we find no correlation between their distance from the cluster centre and their full spatial velocity, as indicated by the velocity
dispersions at different mean values of [Zr/Fe] and [Na/Fe]. While there may be some influence of CN line blends on the determined
Zr abundances, it seems very unlikely that the detected Zr–Na correlation, for the slightly higher Zr abundances in the 2P stars, would
be caused by the CN blending alone. The obtained results indicate that, in 47 Tuc, some amount of Zr should have been synthesised by
the same polluters that enriched 2P stars with the light elements. While sizeable amounts of Zr may be synthesised by both AGB stars
(M ∼ 1.5–5 M⊙) and massive rotating stars (M ∼ 12–25 M⊙, vrot > 150 km s−1), our data alone do not allow us to distinguish which of
the two scenarios, or whether or not a combination of both, could have operated in this GGC.
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1. Introduction

Nearly all Galactic globular clusters (GGCs) studied until now
exhibit spreads and correlations (or anti-correlations) between
the abundances of light chemical elements; for example the
O–Na, Mg–Al (Carretta et al. 2009), and Li–O (Pasquini
et al. 2005; Shen et al. 2010) anti-correlations, and the Na–Li
(Bonifacio et al. 2007) correlation. Evolutionary scenarios pro-
posed to explain these trends typically assume that stars in the
GGCs formed during several star formation episodes and that the
second-generation (2P) stars were polluted with light chemical
elements synthesised in the first-generation (1P) stars. Various
candidate polluters have been proposed, including fast-rotating
massive stars (FRMS; e.g. Decressin et al. 2007), asymptotic
giant branch (AGB) stars (e.g. D’Antona et al. 2016), and super-
massive stars (∼104 M⊙, SMS; e.g. Denisenkov & Hartwick
2014; Gieles et al. 2018).

In contrast to the light elements, variations in the abundances
of neutron-capture elements (s-process and r-process elements)

⋆ Table D.1 is only available at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.
u-strasbg.fr/viz-bin/cat/J/A+A
⋆⋆ Based on observations obtained at the European Southern Obser-

vatory (ESO) Very Large Telescope (VLT) at Paranal Observatory,
Chile.

are less commonly reported and have been observed only in a few
GGCs which belong to a class of so-called anomalous or Type-II
clusters (Marino et al. 2015, 2019). Type-II clusters are amongst
the most massive ones (>106 M⊙) and are characterised by sig-
nificant spreads in the abundance of Fe and Fe-group elements
(e.g. Marino et al. 2019). Although the remaining GGCs, namely
Type-I, are generally homogeneous in the s-process abundances,
there have been claims that relations between the abundances of
s-process and light elements may exist in some Type I GGCs as
well (see e.g. Gratton et al. 2013; Yong et al. 2013). For example,
Gratton et al. (2013) suggested the existence of a Na–Ba correla-
tion in the red horizontal branch (RHB) stars of one of the closest
GGCs, 47 Tuc. However, this finding was not corroborated by
further investigation of this cluster (e.g. Cordero et al. 2014;
Thygesen et al. 2014). Unfortunately, studies of the s-process
elements in 47 Tuc (and in the majority of the other GGCs)
have mostly been based on relatively small stellar samples. This
makes it difficult to make a robust statistical assessment of the
abundance spreads and correlations.

To partly fill this gap, we determined abundances of Na and
Zr in 237 red giant branch (RGB) stars in 47 Tuc. This is the
largest stellar sample used to study s-process elements in any
GGC so far. As discussed in Prantzos et al. (2018), evolution of
Zr in the Galaxy is well reproduced by nucleosynthesis in mas-
sive rotating stars. Theoretical models predict that light s-process
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Table 1. Spectroscopic data used in this work.

Programme Date of Setting λcentral, R Exposure, Number of
observation nm s targets

072.D-0777(A) 2003-10-21 HR13 627.3 26400 1500 112
2003-10-21 HR13 627.3 26400 3600 121

073.D-0211(A) 2004-07-07 HR13 627.3 22500 1600 113
088.D-0026(A) 2011-11-26 HR13 627.3 26400 3 × 700 113

elements (Sr, Y, Zr) are produced in AGB stars (1.5–5 M⊙) or
massive stars (>9 M⊙) during weak s-process nucleosynthesis,
while the heavier s-process elements (Ba, La, etc.) are synthe-
sised mostly in lower-mass AGB stars, via the main s-process
(e.g. Cristallo 2018). Thus, the detection of correlations between
the abundances of light and s-process elements may allow more
stringent constraints to be placed on the nature of possible
polluters.

2. Observational data and atmospheric parameters

2.1. Spectroscopic data and determination of atmospheric
parameters

Abundances of Fe, Na, and Zr were determined using
VLT/GIRAFFE spectra that were obtained during three observ-
ing programmes (Table 1) and downloaded for the analysis
from the ESO Advanced Data Products archive1. The data were
taken during three observing programmes: 072.D-0777(A) (PI:
P. François); 073.D-0211(A) (PI: E. Carretta); 088.D-0026(A)
(PI: I. McDonald). The median sky spectrum was subtracted
from each individual stellar spectrum, and the remaining spec-
tra were then continuum normalised using the IRAF splot task
(Tody 1986). Each object in the programme 088.D-0026(A) was
observed multiple times, therefore the sky-subtracted spectra
from the individual exposures were co-added together. The typ-
ical signal-to-noise ratios in the spectra were S/N ∼ 70–150 at
620 nm.

The effective temperatures of the target RGB stars were
determined using photometric observations from Bergbusch &
Stetson (2009) and the Teff − (V − I) calibration of Ramírez &
Meléndez (2005). Although Gaia EDR3 photometry for the tar-
get stars was also available, we decided to use photometric data
from Bergbusch & Stetson (2009) in order to retain homogene-
ity and consistency with our previous studies of 47 Tuc (see e.g.
Dobrovolskas et al. 2014; Černiauskas et al. 2017). The aver-
age difference between the effective temperatures determined
using (V − I) colour indices and those obtained from the Gaia
EDR3 photometry and colour-effective temperature calibration
from Mucciarelli et al. (2021) is ∼−59 K and does not affect
the results obtained in this study. To check the reliability of
our Teff estimates, we determined Fe abundances in 111 RGB
stars in the 073.D-0211(A) sample using a set of Fe I lines (see
Appendix B.2.1) and effective temperatures from photometry.
On average, the residual slopes of the iron abundance versus the
line excitation potential were smaller than 0.03 dex eV−1 with a
typical 1σ slope uncertainty of 0.04 dex eV−1, suggesting good
agreement between the photometric and spectroscopic effective
temperatures.

Surface gravities of the target stars were determined
using the classical relation between stellar mass, luminosity,
1 http://archive.eso.org/wdb/wdb/adp/phase3_spectral/
form
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Fig. 1. Atmospheric parameters of the target RGB stars. Stars observed
in different programmes are shown in different symbols and colours:
orange triangles – 072.D-0777(A), grey circles – 073.D-0211(A), blue
diamonds – 088.D-0026(A). The Yonsei-Yale isochrone of 12 Gyr and
[M/H] =−0.68, and [α/Fe] = +0.4 is shown for comparison as a red solid
line (Kim et al. 2002).

effective temperature, and surface gravity. We assumed an iden-
tical mass of 0.89 M⊙ for all target RGB stars, as determined
from the Yonsei-Yale isochrone2 (12 Gyr, [M/H] =−0.68; Kim
et al. 2002). We did not use spectroscopic gravities: although
there were four Fe II lines available in the wavelength range
of GIRAFFE spectra, accurate equivalent width (W) measure-
ments were possible for only two or three lines per target star
spectrum which was insufficient for reliable gravity determina-
tion. Nevertheless, the mean iron abundance obtained for the
entire sample of stars using Fe I and Fe II lines agrees to within
0.01 dex. For any particular star, the largest difference between
the two Fe abundance estimates never exceeded 0.1 dex. This
suggests good agreement between the surface gravities deter-
mined from photometry and those obtained via the ionisation
balance condition.

After visual inspection of the target star positions in the
Teff − log g diagram, we discarded 36 horizontal branch (HB) and
AGB stars in the sample of 072.D-0777(A). We also discarded
four HB stars from the 088.D-0026(A) sample and one HB star
from the sample of 073.D-0211(A). The determined effective
temperatures and gravities of the target stars are shown in Fig. 1
and are listed in Table D.1.

2.2. Radial velocities, proper motions, and cluster
membership

Radial velocities of the target stars were measured from the
VLT/GIRAFFE spectra using the cross-correlation method with
the IRAF task fxcor. For cross-correlation, we used the ATLAS9
model with Teff = 4500 K, log g = 1.90, [Fe/H] = −0.7 to com-
pute a synthetic spectrum with R = 22 000 in the wavelength
range of 612–640 nm using SYNTHE. We obtained a mean value

2 Version 2 from http://www.astro.yale.edu/demarque/
yyiso.html
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Fig. 2. Proper motions of the target RGB stars from the Gaia EDR3 cat-
alogue (Gaia Collaboration 2021). Identifications of non-member stars
are shown next to the symbols. The region that encloses motions falling
within 1.5 mas yr−1 from the mean cluster proper motion is marked by
a orange circle. Stars falling outside this region were rejected from the
abundance analysis. Zoomed-in region marked by a square is shown in
the top right corner.

for radial velocity of −17.4 km s−1 (σ = 7.9 km s−1) with a typi-
cal measurement error of ±0.1 km s−1 for individual stars. Stars
with radial velocities falling within ±3σ of the mean cluster
radial velocity were assigned as cluster members.

Full spatial velocities of our target stars were obtained
by combining their radial velocities (determined by us) with
their proper motions from the Gaia EDR3 catalogue (Gaia
Collaboration 2021). We matched the coordinates of the tar-
get stars (taken from Bergbusch & Stetson 2009) with those of
stars in the Gaia EDR3 catalogue using a 1′′ matching radius.
The average proper motion of 47 Tuc, µRA = 5.25 mas yr−1 and
µDec = −2.53 mas yr−1, was taken from Baumgardt et al. (2019)
and the proper motions of individual stars were computed rel-
ative to the average proper motion of the cluster. Following
Milone et al. (2018), targets were selected as cluster members
if their proper motions did not deviate by more than 1.5 mas yr−1

from the mean cluster proper motion. Based on this considera-
tion, 13 stars were rejected from further analysis (Fig. 2).

Finally, we converted the proper motions from angular units
to tangential velocities in km s−1 assuming the distance of
4.5 kpc to 47 Tuc. The obtained radial and tangential veloci-
ties were used to compute full spatial velocities. After rejecting
the likely non-members based on kinematical considerations,
we further restricted our target sample to stars with 4200 ≤
Teff ≤ 4800 K. This was done in order to limit the influence of
uncertainties on the abundances determined at the lower and
higher ends of Teff range (see Sect. 3).

3. Determination of abundances

Elemental abundances were determined using the 1D hydrostatic
ATLAS9model atmospheres (Kurucz 1993; Sbordone et al. 2005)
enhanced in the α-element abundances (O, Ne, Mg, Si, S, Ar,
Ca, Ti) by [α/Fe] = +0.4. In cases where target star spectra were
available from several observing programmes, abundances of Fe,

Na, and Zr were determined from each individual spectrum and
average abundances were used for further analysis. The equiva-
lent width method was used for obtaining abundances of Fe and
Zr (but also see Sect. 3.3 below) while the Na abundances were
measured by performing spectral line synthesis.

The stars used in the abundance analysis were limited to
those with effective temperatures in the range 4200 ≤ Teff ≤
4800 K. This choice was made because: (a) uncertainties in the
continuum determination and a possible influence of molecular
blends become higher at lower temperatures and lead to larger
errors in Zr abundances; (b) uncertainties in the Zr abundances
increase significantly due to weaker Zr I lines at higher temper-
atures; and (c) at higher Teff , Zr I lines become increasingly too
weak to be detected in stars with the lowest Zr abundance. The
final sample thus consists of 237 RGB stars (Appendix A).

Examples of the Na I and Zr I line fits are shown in Fig. 3
where we also provide a synthetic spectrum computed with Zr
abundance set to zero to indicate a possible influence of CN
lines on the determined Zr abundances (this effect is discussed in
Sect. 4.3). Abundances of Fe, Na, and Zr determined in the indi-
vidual stars are provided in Table D.1. Details of the abundance
determination process are provided in Sects. 3.1–3.3 below.

3.1. Abundance of Fe

Local thermodynamic equilibrium (LTE) was assumed in the
analysis of Fe abundances which were determined using the
equivalent width method. Abundances were obtained using a set
of 17–28 Fe I lines (612.79–691.67 nm), where the lower level
excitation potentials of the lines are in the range of 2.18–4.61 eV
(Table B.1).

Microturbulence velocities, ξmicro, were determined along-
side Fe abundances by enforcing a zero trend of Fe I abundances
with the line equivalent width. We discarded strong lines (W >
15 pm) because of their lower sensitivity to ξmicro. The obtained
ξmicro are plotted versus Teff in Fig. 4. The typical accuracy of the
determined ξmicro values was ±0.2 km s−1 and was constrained by
the number of Fe I lines (17–28) available.

Iron abundances determined in the individual RGB stars are
provided in Table D.1. The obtained abundances show no strong
dependence on either ξmicro or Teff . In addition, no significant dis-
crepancies are seen in abundances determined using data from
different observing programmes (Appendix B.2.1).

3.2. Abundance of Na

In the case of Na, abundances were measured assuming non-
local thermodynamic equilibrium (NLTE) in the spectral line
synthesis computations that were performed using the MULTI
code (Carlsson 1986; Korotin et al. 1999). The Na model atom
used in the analysis consisted of 20 levels of Na I and the ground
state of Na II, with 46 radiative transitions between the differ-
ent atomic levels. Collision rates with electrons and hydrogen
were taken from Igenbergs et al. (2008) and Barklem et al. (2010)
respectively (see Dobrovolskas et al. 2014, for details). Two Na I
lines located at 615.4225 and 616.0747 nm were used in the
analysis. Synthetic line profiles were computed with the MULTI
code and were broadened with a Voigt profile to account for the
instrumental and macroturbulence broadening. We used micro-
turbulence velocities that were determined individually for each
target star. The abundance of Na and macroturbulence velocity
were then determined iteratively to achieve the best fit of the
synthetic line profiles to the observed spectra (Fig. 3).
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Fig. 4. Microturbulence velocity in the target RGB stars, ξmicro, versus
the effective temperature of individual stars.

No significant systematic differences are seen in Na abun-
dances obtained from the two Na I lines or those determined
using data from different observing programmes. There is a
hint of a weak dependence of Na abundance on Teff but it does
not exceed 0.1 dex (see Appendix B.2.2). The Na abundances
determined in the target RGB stars are provided in Table D.1.

3.3. Abundance of Zr

3.3.1. Zr abundance from Zr I lines

Abundances of Zr were determined with the WIDTH9 code
(Sbordone et al. 2005; Kurucz 2005a) using three Zr I lines
located at 612.7475, 613.4585, and 614.3252 nm (Table B.2). Line
equivalent widths were measured by fitting Gaussian profiles
with the splot task in IRAF. Because the 612.7475 nm Zr I line
is blended with the Fe I 612.7906 nm line, the equivalent width
of the former was determined using the IRAF task deblend. In
addition, all Zr I lines used in our study were affected by weak
CN blends. We did not take this effect into account when mea-
suring line equivalent widths but we did investigate its possible
influence on the determined Zr abundances and did not find it
to be critical (see Sect. 4.3 for details). The final Zr abundances
were obtained by averaging the measurements of all three Zr I
lines.

For the abundance determination, we used an updated Zr I
ionisation energy of 6.634 eV from Hackett et al. (1986) instead
of the default value of 6.840 eV implemented in the original
versions of the Kurucz ATLAS9, WIDTH9, and SYNTHE packages
(Sbordone et al. 2005). This led to a systematic change in zirco-
nium abundance of +0.29 dex at Teff = 4200 K and +0.25 dex at
Teff = 4800 K.

There is good agreement between Zr abundances obtained
from the three Zr I lines and those determined using data from
different observing programmes. The obtained abundances do
not show trends with the microturbulence velocity or Teff (see
Appendix B.2.3). Abundances of Zr obtained for the individual
target RGB stars are provided in Table D.1.

It is important to stress that in our analysis, the hyperfine
structure splitting (HFS) of Zr I lines was not taken into account.
To assess its influence, we synthesised all three Zr I lines with
and without taking HFS into account. For this, we used the
ATLAS9 model atmosphere with Teff = 4320 K, log g = 1.52,
ξmicro = 1.56 km s−1, [Fe/H] = −0.78, and [α/Fe] = +0.4. The
effective temperature of the model atmosphere is similar to those
of the ‘coolest’ stars in our sample (Teff ≈ 4200 K). Because at
a given Zr abundance Zr I lines are stronger in stars with lower
Teff , one may anticipate larger HFS-related effects at the lower
end of the Teff scale. Spectral line synthesis was done with the
SYNTHE package. Line oscillator strengths for the individual HFS
components were taken from Thygesen et al. (2014) while for
the computation of line profiles without HFS these components
were added up for each Zr I line (Table 2). We used A(Zr) = 2.16
for both HFS and non-HFS lines. The equivalent widths of syn-
thetic lines were measured by fitting the Gaussian profile, and
abundances of Zr were determined from the obtained equiva-
lent widths using the WIDTH9 code. As seen from Table 2, the
largest abundance difference of +0.02 dex is seen in the case of
the 612.7475 nm line, while the difference for lines at 613.4585
and 614.3252 nm is smaller than 0.01 dex. At higher Teff values,
the differences are even smaller because the Zr I lines are weaker.
We therefore conclude that HFS of the Zr I lines does not have a
significant impact on Zr abundances determined in our study.

The 088.D-0026(A) sample contains one star – ‘R265’ or
‘Lee 4710’ – which is strongly enriched in s-process elements
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Table 2. Impact of HFS on the determination of Zr abundance from the
Zr I lines used in this study.

HFS no-HFS ∆A(Zr)

λ (nm) W (pm) A(Zr) W (pm) A(Zr) (HFS–noHFS)

Teff = 4320 K
612.7475 5.57 2.177 5.46 2.159 +0.018
613.4585 5.61 2.184 5.59 2.181 +0.003
614.3252 6.07 2.174 6.02 2.166 +0.008

(Cordero et al. 2015). For this star, we determined a zirconium
abundance of [Zr/Fe] = 0.79 ± 0.15 (error is standard deviation
due to line-to-line abundance scatter), which is in very good
agreement with the value of 0.83 ± 0.17 obtained by Cordero
et al. (2015). The atmospheric parameters of the star deter-
mined in both studies also agree very well: we obtained Teff =
4452 K, log g = 1.82, ξmicro = 1.55 km s−1, and [Fe/H] = −0.79
while Cordero et al. (2015) derived Teff = 4475 K, log g = 1.60,
ξmicro = 1.65 km s−1, and [Fe/H] = −0.78. Due to its anoma-
lous abundance patterns, Lee 4710 was excluded from further
analysis.

3.3.2. Zr abundance from Zr II lines

To some extent, the robustness and reliability of Zr abun-
dances obtained from Zr I lines may be assessed by comparing
them with those determined using Zr II lines. Unfortunately, no
existing VLT/GIRAFFE observations of 47 Tuc extend over the
wavelengths of Zr II lines. We therefore used VLT/UVES spectra
of 13 RGB stars in 47 Tuc obtained by Thygesen et al. (2014)
whose wavelength range covers several Zr II lines. Although the
authors focused on the coolest RGB stars in 47 Tuc, there are
three stars with 4200 ≤ Teff ≤ 4800 K (our Teff scale) that have
been observed both in their UVES and our GIRAFFE samples. To
the best of our knowledge, these are the only archival UVES spec-
tra of our GIRAFFE targets which cover the wavelength range of
Zr II lines.

The results of our analysis of the three stars suggest good
agreement between Zr abundances obtained using Zr I and Zr II
lines (see Appendix B.2.4 for details). Even in the extreme cases,
the differences do not exceed 0.10 dex. For each star, the cor-
responding averages obtained from Zr I and Zr II lines show
even better agreement, with the differences being smaller than
0.03 dex. We therefore conclude that, despite the small num-
ber of stars used in this test, the consistency of Zr abundances
obtained from individual Zr I and Zr II lines nevertheless sug-
gests that the influence of various effects (NLTE, line blends,
line data, systematic errors in the analysis procedures, etc.) on
the determined Zr abundances is likely minor (the case of CN
blends is discussed separately in Sect. 4.3).

3.4. Abundance determination errors

To estimate the errors in the determined abundances of
Fe, Na, and Zr, we followed the prescription provided in
Černiauskas et al. (2017). Briefly, we account for the uncertain-
ties in stellar parameters, continuum determination, and line pro-
file fitting, with the final abundance errors determined by adding
error components in quadrature. Detailed descriptions of the
methodology, error determination procedure, and the determined

Table 3. Minimum, maximum, and mean Fe, Na, and Zr abundance
ratios determined in the sample of 237 RGB stars in 47 Tuc.

[X/H]min [X/H]max ⟨[X/H]⟩ [X/Fe]min [X/Fe]max ⟨[X/Fe]⟩

Fe I (LTE) −0.87 −0.54 −0.75 ± 0.05 – – –
Na I (NLTE) −0.70 0.03 −0.34 ± 0.16 0.05 0.78 0.41 ± 0.16
Zr I (LTE) −0.64 −0.07 −0.40 ± 0.09 0.11 0.68 0.35 ± 0.09

Notes. Errors denote the standard deviation due to star-to-star abun-
dance variation.

abundance errors are provided in Appendix B.2.5, with typical
values being in the range of 0.09–0.16 dex (Tables B.5–B.7).

4. Results and discussion

4.1. Mean abundances of Fe, Na, and Zr in the target RGB
stars in 47 Tuc

For the sample of 237 stars (4200 ≤ Teff ≤ 4800 K, Sect. 3),
we obtained a mean ⟨[Fe/H]⟩ = −0.75 ± 0.05 (Table 3; the
error denotes standard deviation due to the star-to-star abun-
dance scatter). This agrees well with the values determined in
earlier studies (e.g. ⟨[Fe/H]⟩ = −0.74 ± 0.05 by Carretta et al.
2009, for 114 RGB stars; ⟨[Fe/H]⟩ = −0.77± 0.08 by Wang et al.
2017, for 44 RGB stars), as well as with the mean iron abun-
dance measured by us for the same target stars using Fe II lines
(⟨[Fe/H]Fe II⟩ = −0.73 ± 0.093). For reference, we used the solar
iron abundance of A(Fe)⊙ = 7.55 ± 0.06 that was determined in
Appendix B.1 utilizing the same set of Fe I lines as in the analysis
of target RGB stars in 47 Tuc.

As expected, the obtained [Na/Fe] ratios show a consider-
able range of scatter, 0.05 ≤ [Na/Fe] ≤ 0.78, with a mean value
of ⟨[Na/Fe]⟩ = 0.41± 0.16 (Table 3; we remind that abundances
of Na were determined assuming NLTE and those of Fe using
LTE). The scatter range, as well as the mean [Na/Fe] value,
agree well with those obtained in other studies; for example
∆[Na/Fe] = 0.76 and ⟨[Na/Fe]⟩ = 0.47 ± 0.15 (Carretta et al.
2009, 147 RGB stars), ∆[Na/Fe] = 0.56 and ⟨[Na/Fe]⟩ = 0.36 ±
0.18 (Wang et al. 2017, 27 RGB stars).

For Zr, the range of star-to-star scatter is similar to that
obtained for Na, 0.11 ≤ [Zr/Fe] ≤ 0.68, with a mean value
of ⟨[Zr/Fe]⟩ = 0.35 ± 0.09 (Table 3). Again, the mean value
and abundance dispersion due star-to-star scatter agree well
with those obtained in earlier studies; for example ⟨[Zr/Fe]⟩ =
0.52 ± 0.03 (Worley et al. 2010, 5 AGB stars), and ⟨[Zr/Fe]⟩ =
0.41 ± 0.19 (Thygesen et al. 2014, 13 RGB stars). A larger dif-
ference is seen when comparing with the results of Wylie et al.
(2006, average in seven RGB/AGB stars) who obtain ⟨[Zr/Fe]⟩ =
0.69 ± 0.15.

4.2. A possible Zr–Na correlation?

The obtained Zr and Na abundances suggest the existence of a
weak correlation in the [Zr/Fe] − [Na/Fe] plane (Fig. 5, top). To
estimate its statistical significance, we assumed a null hypoth-
esis that the Pearson’s and the non-parametric Spearman’s and
Kendall’s correlation coefficients (r, ρ, and τ, respectively) are
zero in this plane, that is, that the two abundance ratios are uncor-
related. Although the determined correlation coefficients suggest

3 As was already mentioned in Sect. 2.1, typically, only 2–3 Fe II lines
could be measured reliably in the target star spectra. For this reason, we
did not determine stellar gravities using the assumption of ionization
equilibrium.
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Fig. 5. [Zr/Fe] ratios in the sample of 237 RGB stars in 47 Tuc. Top
panel: [Zr/Fe] versus [Na/Fe] ratios. Middle and bottom panels, respec-
tively: [Zr/Fe] and [Na/Fe] ratios versus projected distance from the
cluster centre, r/rh. Linear least-square best fits are shown as solid lines,
fit parameters, correlation coefficients, and the p-values are provided in
each individual panel. Typical errors of the individual abundance mea-
surements are indicated in the top panel.

Table 4. Pearson, Spearman and Kendall correlation coefficients and
the corresponding p-values in the [Zr/Fe]–[Na/Fe] and abundance–
distance planes.

Pearson Spearman Kendall

r p ρ p τ p

[Zr/Fe] − [Na/Fe] 0.41 <10−10 0.41 <10−10 0.29 <10−10

[Na/Fe] − r/rh −0.26 5 × 10−5 −0.28 2 × 10−5 −0.19 2 × 10−5

[Zr/Fe] − r/rh −0.24 1 × 10−4 −0.22 5 × 10−4 −0.15 6 × 10−4

only a weak relation between the Zr and Na abundances, the two-
tailed probability, p, for obtaining such Student’s t-values in the
given data set by chance is indeed extremely small, as seen from
the determined p-values in Table 4.

A qualitatively similar picture is seen also in the [Zr/Fe] −
[Na/Fe] plots constructed using stars divided into bins of ∆Teff =
100 K. Here, we obtained p < 0.05 in all but one of the
temperature bins, namely 4400 ≤ Teff ≤ 4500 K; Fig. 6.

Our data also indicate that stars with the highest [Na/Fe] and
[Zr/Fe] ratios tend to concentrate towards the cluster centre, as
suggested by trends seen in the [Zr/Fe]− r/rh and [Na/Fe]− r/rh
planes (Fig. 5), where r is the projected distance from the clus-
ter centre of the given target star and rh is the half-light radius
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Fig. 6. [Zr/Fe] − [Na/Fe] plots for stars divided into bins of ∆Teff =
100 K (N is the number of stars in each bin). Values of different corre-
lation coefficients and the corresponding p-values are provided for each
temperature bin.

of 47 Tuc (rh = 174′′, Trager et al. 1993). This is in line with
the findings of previous studies of this and other GGCs (see e.g.
Bastian & Lardo 2018). The p-values computed for all correla-
tion coefficients are extremely small (Table 4).

We find no correlation between the [Zr/Fe] and [Na/Fe] ratios
and the full spatial velocities of the target stars (Fig. 7). Simi-
larly, there is no statistically significant correlation between the
two abundance ratios and velocity dispersions computed in the
non-overlapping 0.1 dex-wide abundance bins, as indicated by
the results of the t-test and the Levene’s test (Fig. 8; see also
Appendix C; we note that this result is not affected by the size of
the binning step and/or whether the bins are overlapping or not).
This is in contrast to the findings of Kučinskas et al. (2014) who,
based on the analysis of 101 TO stars in 47 Tuc, detected a weak
but statistically significant correlation between the radial veloc-
ity dispersion and [Na/O] and [Li/Na] abundance ratios. One
possible explanation for this discrepancy is that [Na/O] shows
a significantly larger 1P–2P variation range (>1 dex) than the
[Na/Fe] or [Zr/Fe] ratios which may make the detection of a
possible correlation more difficult in the latter two cases. Nev-
ertheless, while our stellar sample is more than two times larger,
we find no differences in the kinematical properties of 1P and 2P
stars as traced by the [Na/Fe] and/or [Zr/Fe] abundance ratios.

4.3. Influence of CN blends on the determined Zr
abundances

One issue of concern is that all three Zr I lines used in this study
are blended with CN lines (see Figs. 3, 9). Because abundances
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of C and N differ significantly in the 1P and 2P stars (e.g.
Carretta et al. 2005; Mészáros et al. 2020), the strengths of
CN blends will differ as well. This may lead to systematically
stronger blended lines (i.e. Zr+CN) and higher Zr abundances in
the 2P stars when measured from the line equivalent widths with-
out taking the influence of CN lines into account (i.e. as was done
in our study because abundances of C and N are not known for all
target stars; see Sect. 4.3.2). Because the 2P stars have higher Na
abundances, the CN blends may therefore lead to systematically
overestimated Zr abundances in these stars, which in turn may
produce a spurious correlation between Zr and Na abundances.
We carried out two tests to assess the possible influence of CN
blends, the results of which are described below.

4.3.1. Influence of CN blends estimated using extreme C and
N abundances

For the first test, we computed synthetic profiles of the three Zr I
lines at 612.7475, 613.4585, and 614.3252 nm, with the CN line
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Fig. 9. Zr I lines in GIRAFFE spectrum of the target RGB star 23821
(dots) overlaid with the synthetic spectrum (grey solid line) com-
puted using Teff = 4404 K, log g = 1.46, [Fe/H] = −0.76, ξmicro =
1.38 km s−1, and ξmacro = 4.80 km s−1. Different panels show the envi-
ronment of Zr I lines located at 612.7475 nm (left), 613.4585 nm (mid-
dle), and 614.3252 nm (right). Red and blue solid lines are synthetic
profiles of the individual Zr I and CN lines, respectively.

profiles calculated using CNO abundances determined in the 1P
and 2P stars of this GGC from the APOGEE-2 data by Mészáros
et al. (2020, 82 RGB stars in total). For this, we selected three
sets of CNO abundances corresponding to the CN-weak, CN-
intermediate, and CN-strong lines:

– [C/Fe] = +0.20, [N/Fe] = +0.20, [O/Fe] = +0.80 (case-A,
“CN-weak”, 1P);

– [C/Fe] = −0.20, [N/Fe] = +1.10, [O/Fe] = +0.60 (case-B,
“CN-intermediate”);

– [C/Fe] = −0.80, [N/Fe] = +1.70, [O/Fe] = +0.10 (case-C,
“CN-strong”, 2P).

In all three cases, the same Zr abundance was used, namely
A(Zr) = 2.16. The Zr I line profiles were computed using two
ATLAS9 models with Teff = 4320 K, log g = 1.52, [Fe/H] =
−0.78, and 4675 K, log g = 2.13, and [Fe/H] = −0.67 (both with
[α/Fe] = +0.4), representing stars at the ‘cooler’ and ‘hotter’
ends of the effective temperature range in our target sample.
We used CN line data from Brooke et al. (2014) which were
taken from the Kurucz’s website4. The equivalent widths of syn-
thetic Zr I lines were determined by fitting the Gaussian profiles,
that is, in the same way as in the measurements of Zr abun-
dances in the target stars (Sect. 3.3.1). The measured equivalent
widths were then used with the Kurucz WIDTH9 code to derive Zr
abundances.

The obtained results show that while the influence of CN
blends is non-negligible, even in the extreme cases it does not
exceed 0.08 dex for the individual Zr I lines (Table 5). The aver-
age C–A (2P–1P) corrections obtained for the three Zr I lines
are 0.04 dex and 0.07 dex at Teff = 4320 K and 4675 K, respec-
tively. We stress that CNO abundances selected for cases A and
C represent the extreme values observed in this GGC. However,
the CNO abundance variation will be smaller for the majority
of stars, and therefore the actual mean corrections will also be
somewhat smaller. For further tests, we assumed a conserva-
tive change in the slope of the [Zr/Fe]–[Na/Fe] plane due to CN
blends of ≈+0.11.

To eliminate the influence of CN line blends, we corrected Zr
abundances determined from the three Zr I lines in Sect. 3.3.1 by
removing a contribution to the slope in the [Zr/Fe] − [Na/Fe]
plane that may be caused by CN blends alone. To this end,
we added a correction that changed linearly from +0.04 dex at
[Na/Fe] = 0.10 to −0.04 dex at [Na/Fe] = 0.75 which corre-
sponds to the change in slope of ≈−0.11. This left us with a

4 http://kurucz.harvard.edu/molecules.html
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Table 5. Impact of CN line blends on the determination of Zr abundances from Zr I lines at different CNO abundances (see Sect. 4.3.1 for details).

case-A case-B case-C ∆A (Zr) ∆A (Zr) ∆A(Zr)

λ (nm) W (pm) A(Zr) W (pm) A(Zr) W (pm) A(Zr) (C–A) (B–A) (C–B)

Teff = 4320 K, log g = 1.52, [Fe/H] = −0.78
612.7475 6.09 2.26 6.20 2.28 6.41 2.31 +0.05 +0.02 +0.03
613.4585 5.82 2.22 6.02 2.25 6.19 2.27 +0.05 +0.03 +0.02
614.3252 6.54 2.25 6.68 2.27 6.77 2.28 +0.03 +0.02 +0.01

Teff = 4675 K, log g = 2.13, and [Fe/H] = −0.67
612.7475 2.15 2.26 2.32 2.31 2.43 2.33 +0.07 +0.05 +0.02
613.4585 2.00 2.25 2.18 2.30 2.30 2.33 +0.08 +0.05 +0.03
614.3252 2.53 2.29 2.65 2.32 2.72 2.34 +0.05 +0.03 +0.02

Table 6. Impact of CN line blends on the determination of Zr abun-
dances from Zr II lines at different CNO abundances (see Sect. 4.3.1 for
details).

case-A case-C ∆A(Zr)

λ (nm) W (pm) A(Zr) W (pm) A(Zr) (C–A)

Teff = 4320 K
511.2270 3.86 2.23 4.85 2.42 +0.19
535.0089 1.56 2.24 1.44 2.20 −0.04
535.0350 2.50 2.17 2.46 2.16 −0.01
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Fig. 10. Influence of CN lines on the Zr–Na correlation. To account
for the influence of CN blends, the original Zr abundances obtained
from Zr I lines in Sect. 3.3.1 were modified by adding a correction
which changed linearly from +0.04 dex at [Na/Fe] = 0.10 to −0.04 dex
at [Na/Fe] = 0.75. A linear fit to the modified data (filled grey circles) is
shown as a red solid line. The black dashed line is linear fit to the non-
modified abundances in the [Zr/Fe] − [Na/Fe] plane shown in Fig. 5
(top panel) shifted to match the mean [Zr/Fe] value in the modified data
at [Na/Fe] = 0.42.

residual slope in the [Zr/Fe] − [Na/Fe] equal to ≈+0.12 which
still gives a change of +0.07 dex in Zr abundance over the range
of 0.10 ≤ [Na/Fe] ≤ 0.75.

Using this modified data set, we computed Pearson, Spear-
man, and Kendall-τ correlation coefficients in the [Zr/Fe] −
[Na/Fe] plane. The Student’s t-test shows that the probability
of obtaining such t-values by chance is lower than p = 0.002
(Fig. 10). The results of this test therefore support the notion that
the Zr–Na correlation seen in our data is in fact real, despite a
small possible influence of CN blends.

We did not search for a possible Zr–Na correlation using
Zr abundances determined from Zr II lines because these abun-
dances were determined for only three stars in our sample

(Sect 3.3.2). Nevertheless, we estimated the influence of CN
blends on these lines using the same methodology as described
above. The obtained results (Table 6) show that the influence
of CN blends on the 511.2270 nm line is significant and may
lead to overestimation of Zr abundances by up to ≈0.19 dex. The
remaining two lines, 535.0089 nm and 535.0350 nm, are weakly
affected and therefore may be used as good Zr abundance indi-
cators regardless of CNO abundance variations (we note that the
535.0350 nm is also influenced by weak V II and Ti I blends but
the effect is minor; see Appendix B.2.4).

4.3.2. Influence of CN blends in the subsample of RGB
targets with known C and N abundances

For the second test, we selected a subsample of our target
RGB stars for which C and N abundances were determined by
Mészáros et al. (2020) using APOGEE-2 spectra. This resulted in
a subset of 54 stars. We then determined Zr abundances from
the same three Zr I lines as was done in Sect. 3.3.1 but this time
using the spectral synthesis methodology to eliminate the influ-
ence of CN blends on the determined abundances. For this, we
used the SYNTHE package together with the model atmospheres
used in the analysis of these stars in Sect. 3, and the CN line list
taken from Brooke et al. (2014). The obtained Zr abundances are
shown in Fig. 11.

Indeed, the slope in the [Zr/Fe] − [Na/Fe] plane becomes
smaller when using Zr abundances obtained by taking the influ-
ence of CN lines into account and is equal to ≈+0.12 (Fig. 11).
This value is about two times smaller than that obtained using
Zr abundances determined with the equivalent width method,
of namely ≈0.23 (Sect. 4.2). Part of the difference stems from
the fact that for the subsample of 54 RGB stars, the slope in
the [Zr/Fe] − [Na/Fe] plane is lower than that obtained for
237 stars, ≈+0.17 vs. ≈+0.23. The rest of the change in the slope,
∆ = +0.05, is caused by CN lines alone, as is seen in Fig. 11.

Thus, the Zr–Na correlation remains prominent when Zr
abundances are determined with the line synthesis methodology,
that is, by eliminating the influence of CN lines. We obtain
p = 0.08 when using this approach on our subsample of 54 RGB
stars. If adjusted for the smaller subsample size, this value would
become smaller, p = 0.04, and would suggest that the Zr–Na
correlation may in fact be real.

4.4. Mean values of Na and Zr abundances in the 1P and 2P
stars in 47 Tuc

As the detected Zr–Na correlation is relatively weak, we can also
compare mean abundances in the 1P and 2P stars in order to
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Fig. 11. Comparison of Zr abundances obtained in the subsample of
54 RGB stars with and without taking the influence of CN lines into
account. Top: [Zr/Fe] abundance ratios obtained using the equivalent
width method (Sect. 3.3.1, grey circles) and spectral line synthesis
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Table 7. Mean [Na/Fe] and [Zr/Fe] abundance ratios in the 1P and 2P
stars in 47 Tuc and the corresponding p-values.

⟨[X/Fe]⟩1P ⟨[X/Fe]⟩2P p-value

Na I (NLTE) 0.247 ± 0.006 0.517 ± 0.009 <10−15

Zr I (LTE) 0.310 ± 0.008 0.372 ± 0.007 <10−7

Zr I (LTE), 0.331 ± 0.008 0.361 ± 0.007 0.007
CN-adjusted

Notes. Uncertainties are standard errors of the mean. The last line pro-
vides the values obtained with Zr abundances in 237 RGB stars adjusted
to account for the influence of CN blends (see Sect. 4.3.1.

check whether they are indeed statistically different. For this, fol-
lowing Carretta et al. (2009) we classified stars with [Na/Fe] =
[[Na/Fe]min, [Na/Fe]min + 0.3] as 1P stars, and those with the
higher [Na/Fe] abundance ratios as 2P. In each population, we
then computed the mean abundance ratios and the errors of the
mean. The obtained results are provided in Table 7.

Using the mean 1P and 2P abundances, we ran the two-
sample t-test to verify whether the possible 2P–1P differences
are indeed statistically significant. We also did the same test
using the modified [Zr/Fe] ratios obtained in Sect. 4.3.1. We
did not perform such a test for the subsample of 54 target RGB
stars with Zr abundances determined using the line synthesis
approach (Sect. 4.3.2) because in this case the sample size was
too small for a meaningful comparison of the 2P–1P difference
in mean Zr abundance.

When comparing the mean [Na/Fe] abundance ratios in the
1P (N = 93) and 2P (N = 144) stars, the probability of obtaining
the t-values by chance is p < 10−15, which supports the notion
that the difference that we see between the mean Na abundances
in the 1P and 2P stars is real. A similar situation is also seen for
the differences in the mean [Zr/Fe] abundance ratios where the
p-values obtained using original Zr abundances (Sect. 3.3.1) and
abundances adjusted to account for CN blends (Sect. 4.3.1) do
not exceed p = 0.07.

4.5. Implications for nucleosynthesis in the GGCs

Taken together, the evidence we find suggests that there may
indeed be a statistically significant correlation between [Zr/Fe]
and [Na/Fe]. No earlier studies hinted towards the existence
of a Zr–Na correlation, either in 47 Tuc or in other GGCs.
On the one hand, this is unsurprising given the small num-
ber of stars per GGC studied in these papers (N < 14). On
the other hand, an analysis of the data obtained by Thygesen
et al. (2014) suggests a weak correlation in the [Zr/Fe] − [Na/Fe]
plane although the authors did not find it to be statistically
significant (see their Fig. A.2). Importantly, abundances from
Thygesen et al. (2014) follow the same trend as seen in our
data in the [Zr/Fe] − [Na/Fe] plane, even if the mean [Na/Fe]
and [Zr/Fe] ratios obtained in the two studies differ slightly
(Appendix B.2.4).

Theoretical modelling of s-process element yields shows
that Zr may be synthesised both in AGB stars (M ∼ 1.5–5 M⊙;
Cristallo et al. 2015) and massive rotating stars (M ∼ 12–
25 M⊙, vrot > 150 km s−1; Limongi & Chieffi 2018). It is there-
fore impossible to provide reliable constraints on the possible
polluters based on the abundances of Zr alone.

Interestingly, analysis of 106 red horizontal branch (RHB)
stars in 47 Tuc by Gratton et al. (2013) revealed a weak but statis-
tically significant correlation in the [Ba/Fe] − [Na/O] plane. In
contrast, our recent study of Ba abundance in the same sample
of RGB stars as that used in our Zr analysis does not corroborate
this finding, as we detect no statistically significant correlation in
the [Ba/Fe] − [Na/Fe] plane (Dobrovolskas et al. 2021), despite
the fact that our target sample was twice as large as that used
in Gratton et al. (2013). To the best of our knowledge, there are
no other s-process elements with similar correlations detected in
47 Tuc (although there may be hints to such correlations in other
Type I GGCs, e.g. Sr–Na and Y–Na relations in M 4, Spite et al.
2016; Villanova & Geisler 2011; but see also D’Orazi et al. 2013).

This evidence is therefore not sufficient to identify the pos-
sible enrichment scenario that has operated in this GGC. It is
important to stress that existing abundance determinations of
other s-process elements are not very helpful here because they
show no evidence for correlations with the abundances of light
elements, as seen in the case of Zr. Thus, they may reflect abun-
dances of the primordial gas cloud that was enriched prior to
the formation of 2P stars. Future investigations of differences
between the heavy s-process elements in the 1P and 2P stars of
this and other GGCs would therefore be very desirable, espe-
cially for large samples of GGC stars as this is critical for a
reliable detection of weak correlations between the elemental
abundances. In particular, it would be very interesting to check
whether such differences also exist for Sr, Y, and other elements
of the so-called ‘first s-process peak’ which are synthesised
under similar conditions to Zr. In addition, detection of 1P–2P
differences for heavier s-process elements in the Ba and Pb peaks
may allow more stringent constraints to be placed on the possible
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polluters, because s-process elements in the different peaks are
synthesised under different conditions and in different polluters.

5. Conclusions and outlook

Our analysis of Na and Zr abundances in 237 RGB stars in
47 Tuc suggests the existence of a weak Na–Zr correlation.
The data also reveal a small but statistically significant differ-
ence between the mean Zr abundances in the 1P and 2P stars,
of namely ∆[Zr/Fe]2P−1P ≈ 0.06 dex. Correlation is seen in the
[Zr/Fe] − r/rh plane as well, where r is the projected distance
from the cluster centre. Although there may be some influence
on Zr abundance from blending with CN lines (≤0.08 dex), the
residual correlations remain statistically significant when the
estimated trends due to CN blends are removed.

If the detected Zr–Na correlation is indeed real, it would
indicate that at least some fraction of Zr in 47 Tuc should have
been synthesised by the same polluters that enriched 2P stars
with light elements. Amongst the potential candidate polluters
are AGB stars (M ∼ 1.5–5 M⊙ Cristallo et al. 2015) and/or mas-
sive rotating stars (M ∼ 12–25 M⊙, vrot > 150 km s−1 Limongi
& Chieffi 2018), both of which may synthesise Zr in sizeable
amounts. Unfortunately, our Zr data alone do not allow us to
distinguish between the pollution scenarios, or to confirm that
a combination of them has operated in this GGC. It would
therefore be very desirable to investigate whether such 1P–2P
differences exist for other s-process elements in this or other
GGCs in order to put tighter constraints on the possible polluters
and evolutionary scenarios of the GGCs.
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Note added in proof. A new study of the s-process element Ce
in several GGCs performed by Fernández-Trincado et al. (2021,
2022) seems to suggest the existence of Ce–N and Ce–Al corre-
lations in NGC 6380, Tonantzintla 2 (Ton 2), and perhaps also in
47 Tuc. Together with the Zr–Na correlation in 47 Tuc discussed
in our paper, may imply that at least in some GGCs abundances
of s-process elements in the 2P stars may be different from those
in 1P stars. This, in turn, may indicate that sizeable amounts
of s-process elements must have been produced by the potential
polluters of the 2P stars.
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Appendix A: Target RGB stars common to different
observing programmes

The list of targets common to the three observing programmes
is provided in Table A.1. Amongst them, there are five stars
that were observed in all three datasets. This sample of over-
lapping stars was used to investigate possible systematic shifts in
the abundances determined using different datasets (Sect. B.2.1-
B.2.3). Abundances obtained using different datasets were aver-
aged. The final sample for the abundance analysis consisted of
237 individual RGB stars.

Table A.1. List of stars common to different observing programmes.

072.D-0777(A) 073.D-0211(A) 088.D-0026(A)

B-1256 – R287
F-1389 1389 –
B-3449 – R563
F-3476 – R317
F-4373 4373 –
– 5172 R259
B-5362 – R253
F-7711 7711 –
– 7904 R443
B-7993 – R277
B-9163 – R800
– 9518 R237
– 9717 R682
B-9997 – R248
F-10198 – R756
F-10527 – R782
F-12408 – R784
F-13668 13668 –
B-13795 13795 R752
B-13853 – R246
B-14583 14583 –
F-15451 15451 –
– 15552 R381
B-16667 – R790
B-17819 – R245
– 21369 R249
F-24463 24463 –
B-29146 – R256
– 29490 R231
B-30463 30463 –
B-30949 – R766
B-32730 32730 –
B-35878 35878 –
B-38976 – R762
B-41429 – R392
B-42866 42866 R656
B-42887 – R760
F-43632 43632 R512
B-43852 43852 R704
B-43889 43889 R450

Appendix B: Abundance analysis

Abundances of Fe and Zr in the sample of 237 RGB stars were
determined using the equivalent width method, assuming LTE
in spectral synthesis calculations. In the case of Na, we fitted
synthetic line profiles that were computed under the assumption
of NLTE. In what follows, we describe some technical aspects of
the abundance determination of all three elements, including the
line lists, diagnostics of obtained abundances, and a comparison
of abundances determined in stars common to several observing
programmes.

Table B.1. The list of Fe I and Fe II lines used in the abundance analysis.

λ, nm χ, eV log gf Ion. stage

612.79070 4.1400 –1.398 Fe I
615.16180 2.1800 –3.300 Fe I
616.53600 4.1400 –1.460 Fe I
617.33360 2.2200 –2.810 Fe I
618.02040 2.7300 –2.650 Fe I
618.79900 3.9400 –1.580 Fe I
620.03130 2.6100 –2.310 Fe I
621.34300 2.2200 –2.550 Fe I
621.92810 2.2000 –2.410 Fe I
622.92283 2.8450 –2.805 Fe I
623.26410 3.6500 –1.130 Fe I
624.63188 3.6020 –0.733 Fe I
625.25554 2.4040 –1.687 Fe I
626.51340 2.1800 –2.510 Fe I
627.02250 2.8600 –2.570 Fe I
627.12788 3.3320 –2.703 Fe I
630.15012 3.6540 –0.718 Fe I
631.58115 4.0760 –1.710 Fe I
632.26860 2.5900 –2.280 Fe I
633.53308 2.1980 –2.177 Fe I
633.68243 3.6860 –0.856 Fe I
634.41490 2.4300 –2.890 Fe I
638.07430 4.1900 –1.270 Fe I
660.91100 2.5600 –2.610 Fe I
670.35670 2.7600 –3.010 Fe I
672.66660 4.6100 –1.010 Fe I
675.01530 2.4200 –2.580 Fe I
680.68450 2.7300 –3.090 Fe I
681.02630 4.6100 –0.940 Fe I
684.36560 4.5500 –0.780 Fe I
685.51620 4.5600 –0.570 Fe I
685.81500 4.6100 –0.910 Fe I
691.66820 4.1500 –1.260 Fe I
614.92580 3.8900 –2.720 Fe II
623.83920 3.8700 –2.520 Fe II
624.75570 3.8900 –2.320 Fe II
636.94620 2.8910 –4.160 Fe II

Table B.2. Parameters of Na I and Zr I lines used in the abundance
analysis.

Element λ, nm χ, eV log gf log γrad log γ4
Ne

log γ6
NH

Na I 615.4225 2.102 −1.547 7.85 −4.39 −7.28
Na I 616.0747 2.104 −1.246 7.85 −4.39 −7.28
Zr I 612.7475 0.154 −1.060 7.77 −5.69 −7.79
Zr I 613.4585 0.000 −1.277 7.77 −5.70 −7.79
Zr I 614.3252 0.071 −1.097 7.77 −5.69 −7.79

Oscillator strength values of Zr I lines were taken from Biemont et al.
(1981) and of Na I lines from NIST database (https://www.nist.
gov/pml/atomic-spectra-database).

Appendix B.1. Reference abundances in the Sun and
Arcturus

To obtain the element-to-iron abundance ratios, [X/Fe], in the
sample of RGB stars in 47 Tuc, we determined the reference
abundances of Fe, Na, and Zr in the Sun. For this, we used the
Kitt Peak Solar Flux atlas (Kurucz et al. 1984) and spectral lines
of Fe I, Na I, and Zr I that are identical to those that were used
in the analysed RGB targets. Abundances were determined with
the 1D hydrostatic ATLAS9 solar model atmosphere that was
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computed by F. Castelli5 using the solar abundance table from
Asplund et al. (2005).

Solar iron abundances were obtained using the equivalent
width method. The Fe I line list used for the abundance deter-
mination is provided in Table B.1. Atomic line data were taken
from the VALD3 database (Ryabchikova et al. 2015). We deter-
mined the microturbulence velocity iteratively to obtain zero
trend of Fe abundance with the line equivalent width. The ob-
tained solar value, ξmicro = 0.93 km s−1, is in good agreement
with the typical values of 0.9–1.0 km s−1 found in other stud-
ies (e.g. Doyle et al. 2014). The average solar Fe abundance,
A(Fe)⊙ = 7.55 ± 0.01 (σ = 0.06; here ±0.01 is the error of
the mean, σ denotes the standard deviation due to line-to-line
abundance variation), which was obtained from 29 Fe I lines
with W < 10.5 pm, agrees well with the value of A(Fe)⊙ =
7.52 (σ = 0.06) from Caffau et al. (2011a).

To obtain the reference solar Na abundance, we used the
same set of Na I lines and analysis methodology as we used in
the analysis of target RGB stars (Sect. B.2.2). Atomic param-
eters of the Na I lines are listed in Table B.2. We obtained an
identical abundance from both Na I lines, A(Na)⊙ = 6.17, which
agrees well with A(Na)⊙ = 6.21±0.04 determined by Scott et al.
(2015a).

The Zr I lines that were used in the analysis of target RGB
stars in 47 Tuc were too weak in the solar spectrum for reliable
reference abundance determination. We therefore used solar Zr
abundance of A(Zr)⊙ = 2.62 from Caffau et al. (2011b).

We also determined abundances of Fe, Na, and Zr in the at-
mosphere of Arcturus in order to check whether the abundances
obtained from the Fe I, Na I, and Zr I lines used in our study agree
with those determined in the earlier studies of Arcturus. As in
the case of the Sun, we used the same line lists as those used
in the analysis of target RGB stars in 47 Tuc6. The abundances
were obtained using the ‘Visible and Near Infrared Atlas of the
Arcturus Spectrum 3727-9300 Å’ by Hinkle et al. (2000). We
calculated the model atmosphere of Arcturus using the ATLAS9
model atmosphere package and Teff = 4286 K and log g = 1.66
from Ramírez & Allende Prieto (2011), with the solar-scaled
chemical composition from Asplund et al. (2005) and α-element
enhancement of +0.4 dex.

In case of Arcturus, we determined the microturbulence
velocity of ξmicro = 1.78 km s−1 and iron abundance of A(Fe) =
7.03 ± 0.02 (σ = 0.09) or [Fe/H] = −0.52, with both the micro-
turbulence velocity and abundance obtained using Fe I lines with
W < 16 pm. As in the case of the Sun, the mean Fe abundance
and microturbulence velocity agrees well with the results ob-
tained in the earlier studies (cf. Ramírez & Allende Prieto 2011;
Sheminova 2015).

Abundance of Na in Arcturus was determined in NLTE using
the same line list and methodology as utilised in the analysis
of RGB stars in 47 Tuc (Sect. B.2.2). We obtained identical Na
abundance from both Na I lines, A(Na) = 5.71 or [Na/Fe] =
0.06. This agrees reasonably well with the NLTE estimate of
A(Na) = 5.80 derived using a set of 14 Na I lines by Osorio
et al. (2020). In LTE, we obtained A(Na) = 5.85 which agrees
very well with A(Na) = 5.83 ± 0.03 determined by Ramírez &
Allende Prieto (2011) using the two Na I lines utilised in our
study (we note that the LTE value obtained by Osorio et al. 2020,

5 https://wwwuser.oats.inaf.it/castelli/sun.html
6 Note that the Fe I line sets used to determine Fe abundances in the
Sun, Arcturus, and RGB stars in 47 Tuc were not identical but individual
lines were always selected from the list in Table B.1.

A(Na) = 5.91, is noticeably higher than that determined either
by us or Ramírez & Allende Prieto 2011).

A Gaussian fit to the observed profiles of Zr I lines in the
Arcturus spectrum resulted in the equivalent widths of 5.42 pm,
4.97 pm, and 5.39 pm for the lines located at 612.7475 nm,
613.4585 nm, and 614.3252 nm, respectively, with the corre-
sponding A(Zr) = 2.05, 1.98, and 1.97. The obtained mean Zr
abundance is [Zr/Fe] = −0.10 (σ = 0.04). This agrees reason-
ably well with [Zr/Fe] = 0.01 (σ = 0.07) obtained by Worley
et al. (2009) from seven Zr I lines.

It is important to note that in the original Kurucz software
package (ATLAS9, WIDTH9, SYNTHE) the value of Zr I ionisation
potential is set to 6.840 eV (Sbordone et al. 2005). Throughout
this study, we used a revised value of 6.634 eV from Hackett
et al. (1986) which is set as default in the F. Castelli version of
the Kurucz’s package7. For Arcturus, this lead to an increase in
Zr abundance of +0.29 dex. In case of target RGB stars of 47 Tuc,
the corresponding upward change was +0.25 to +0.29 dex at
Teff = 4800 K and 4200 K respectively.

Appendix B.2. Determination of Fe, Na, and Zr abundance in
RGB stars of 47 Tuc: additional tests

Appendix B.2.1. Abundance of Fe

As it was described in Sect. 3, for each target RGB star in 47 Tuc,
iron abundances were determined using a set of 17−28 Fe I lines
located at 612.79 − 691.67 nm, with the line lower level exci-
tation potentials spanning the range of 2.18 − 4.61 eV. Atomic
data of Fe I and Fe II lines used in the analysis are provided in
Table B.1.

There is a very weak dependence of the obtained abundances
on ξmicro and Teff (Fig. B.1). However, even between the extreme
ends of the effective temperature scale the average difference in
Fe abundance is less than 0.05 dex. There are no statistically sig-
nificant differences between the Fe abundances determined using
spectra obtained in different observing programmes (Fig. B.2).

Appendix B.2.2. Abundance of Na

As indicated in Sect. 3, an NLTE approach was used to deter-
mine Na abundance in 47 Tuc. For this purpose, we used spectral
synthesis code MULTI (Carlsson 1986; Korotin et al. 1999) and
ATLAS9model atmospheres, together with the model atom of Na
that was exploited in our earlier studies (e.g. Dobrovolskas et al.
2014). Two Na I lines located at 615.4225 and 616.0747 nm were
used in the abundance analysis (Table B.2).

There is reasonably good agreement between abundances
obtained from the two Na I lines, with the differences typically
below 0.05 dex (Fig. B.3). While there may be a very weak
dependence of the Na abundance on Teff , the differences in
Na abundance at the extreme ends of Teff scale do not exceed
0.10 dex (Fig. B.4). Furthermore, we find no statistically signifi-
cant differences between Na abundances determined using spec-
tra obtained in the different observing programmes (Fig. B.5).

Appendix B.2.3. Abundance of Zr

As described in Sect. 3.3.1 above, Zr abundance was deter-
mined for the target RGB stars using three Zr I lines located at
612.7475, 613.4585, and 614.3252 nm (Table B.2) under the
assumption of LTE. Examples of the observed and best-fitted Zr I
line profiles are shown in Fig. 3.
7 https://wwwuser.oats.inaf.it/castelli/sources.html
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Fig. B.1. Abundance of Fe in the target RGB stars, plotted against the
microturbulence velocity (top) and effective temperature (bottom).
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Fig. B.2. Differences in the Fe abundances obtained in the target RGB
stars that are common to different observing programmes used in this
study. In each panel, ⟨∆⟩ symbol denotes the mean difference between
the A(Fe) values obtained using spectra from the different programmes,
σ is standard deviation from ⟨∆⟩.

Abundances obtained from the three Zr I lines agree well,
with mean differences in A(Zr) obtained from the individual
lines of ≤0.03 dex (Fig. B.6). Also, there are no significant
trends of Zr abundance with microturbulence velocity or effec-
tive temperature (Fig. B.7). Finally, there are no significant
differences between Zr abundances determined using spectra
obtained in the different observing programmes (Fig. B.8).
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Fig. B.3. Differences in the Na abundances obtained from the two Na I
lines used in this study. The ⟨∆⟩ symbol denotes the mean difference
between the A(Na) values obtained using different Na I lines, and σ is
the standard deviation from ⟨∆⟩.
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Fig. B.4. Abundance of Na in the target RGB stars versus the microtur-
bulence velocity (top) and effective temperature (bottom).

Appendix B.2.4. Determination of zirconium abundance
using Zr II lines

As discussed in Sect. 3.3.1, Zr abundances in our target RGB
stars were determined using three Zr I lines. Unfortunately, all
three lines are contaminated with weak CN blends (see Sect. 4.3
which were not taken into account when determining Zr abun-
dances in Sect. 3.3.1.

As discussed in Sect. 3.3.2, several Zr II lines are available
for abundance analysis and some of them are free from CN
blends (Sect. 4.3). Unfortunately, none of the spectral ranges
covering Zr II lines have been observed with GIRAFFE for our
target RGB stars. We therefore used the UVES spectra of three
stars in our sample obtained by Thygesen et al. (2014) to compare
abundances determined from the Zr I and Zr II lines.

The UVES spectra from Thygesen et al. (2014) were obtained
in the 580 nm setting, with a resolving power of R = 110 000.
The spectra of the three common stars were taken from the
ESO Advanced Data Products archive8. We determined Zr abun-

8 http://archive.eso.org/wdb/wdb/adp/phase3/spectral/
form
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Fig. B.5. Differences in the Na abundances obtained in the target RGB
stars that are common to different observing programmes. In each panel,
the ⟨∆⟩ symbol denotes the mean difference between the A(Na) values
obtained using spectra from the different programmes, and σ is the
standard deviation from ⟨∆⟩.

dances using the same Zr I lines as in the analysis of GIRAFFE
spectra (Sect. 3.3.1), as well as Zr I 614.0460 nm line (which
becomes too weak to be measured reliably in the GIRAFFE
spectra for stars with Teff > 4450 K) and three Zr II lines lo-
cated at 511.2270, 535.0089, and 535.0350 nm. Abundances
from all lines were obtained by fitting synthetic spectra to the
observed line profiles. The main reason for this was that all Zr I
and Zr II lines are blended with CN lines (Sect. 4.3). In addi-
tion, the 535.0350 nm Zr II line is influenced by the weak V II
535.0358 nm and Tl I 535.0456 nm lines, while the 511.2270 nm
Zr II line is affected by the nearby MgH 511.2080 nm and Cr I
511.2484 nm lines (Fig. B.9); and the Zr I 612.7475 nm line is
blended with the Fe I 612.7906 nm line (Sect. 3.3.1). Further-
more, Mg abundance influences the opacity of stellar model
atmosphere which leads to a slight change in the electron den-
sities and thus in determined Zr abundances. To account for
the latter, we used Mg abundances obtained in the three stars
by Thygesen et al. (2014). Solar-scaled CN abundances, A(C) =
7.82 and A(N) = 7.22, were used to account for the influence
of CN blends, with the CN line data taken from Brooke et al.
(2014); see also Sect. 4.3 for more details about the influence of
CN blends on the determined Zr abundances.

For abundance analysis with the UVES spectra we had to
modify oscillator strength of the 535.0089 nm line because the
VALD3 oscillator strength led to solar Zr abundance that was
∼0.28 dex higher than the reference value of A(Zr) = 2.62
from Caffau et al. (2011b, cf. Fig. B.10, left panel); the solar
model atmosphere used in the analysis was the same as that used
in Sect. B.1. We therefore modified the oscillator strength of
this line so that we would obtain A(Zr) = 2.62 from this line
in the Kurucz solar spectrum (Fig. B.10, left panel). With the
new value of log g f = −0.964, the Zr II 535.0089 nm line gave
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Fig. B.6. Differences in the Zr abundances obtained from different Zr I
lines used in this study. The ⟨∆⟩ symbol denotes the mean difference
between the A(Zr) values obtained using different Zr I lines, and σ is
the standard deviation from ⟨∆⟩.
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Fig. B.7. Abundance of Zr in the target RGB stars versus the microtur-
bulence velocity (top) and effective temperature (bottom).

A(Zr) = 2.17 in Arcturus (Fig. B.10, right panel; the model at-
mosphere of Arcturus was identical to that used in Sect. B.1). Us-
ing A(Fe) = −0.52 determined in Sect. B.1, this gives [Zr/Fe] =
+0.07. The latter value agrees well with [Zr/Fe] = +0.01 ± 0.07
determined by Worley et al. (2009) but it is slightly higher than
the average Zr abundance in Arcturus that we determined using
Zr I lines, [Zr/Fe] = −0.10 (Sect. B.1).
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Table B.3. Abundances of Zr in the three stars common to the GIRAFFE (used in this work) and UVES samples (Thygesen et al. 2014), determined
from Zr I and Zr II lines in the UVES spectra.

ID Teff log g ξmicro A(Zr)I A(Zr)I A(Zr)I A(Zr)I A(Zr)II A(Zr)II A(Zr)II
K km s−1 612.7475 nm 613.4585 nm 614.0535 nm 614.3252 nm 511.2270 nm 535.0089 nm 535.0350 nm

13396 4245 1.34 1.57 2.24 2.18 2.17* 2.16 2.26 2.14 2.23
20885 4359 1.41 1.82 2.16 2.13* 2.12* – 2.18 2.16 2.20
29861 4217 1.32 1.61 2.12* 2.18 – 2.18 2.20 2.15 2.22

Note: Atmospheric parameters used in the abundance analysis were those determined in our study (Sect 2.1). Abundances marked
with the asterisks were determined from the weak and/or noisy lines.

Table B.4. Mean abundances of Fe, Na, and Zr in the three common stars obtained by us from the GIRAFFE and UVES spectra, and those determined
by Thygesen et al. (2014) from the same UVES spectra.

This study Thygesen et al. (2014)
ID Teff log g ξmicro [Fe/H] [Na/Fe] [ZrI/Fe] [ZrI/Fe] [ZrII/Fe] Teff log g ξmicro [Fe/H] [Na/Fe] [ZrI/Fe]

K km s−1 GIRAFFE GIRAFFE GIRAFFE UVES UVES UVES UVES UVES
13396 4245 1.34 1.57 −0.77 0.16 0.36 0.34 0.36 4190 1.45 1.60 −0.83 0.07 0.25
20885 4359 1.41 1.82 −0.74 0.21 0.31 0.27 0.30 4260 1.35 1.90 −0.84 0.11 0.18
29861 4217 1.32 1.61 −0.82 0.28 0.38 0.36 0.39 4160 1.20 1.50 −0.84 0.10 0.23

Note: Abundances obtained by us from the Zr I 614.0460 nm line were not used in the computation of the mean Zr abundances.
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Fig. B.8. Differences in the Zr abundances obtained in the target RGB
stars that are common to different observing programmes. In each panel,
the ⟨∆⟩ symbol denotes the mean difference between the A(Zr) values
obtained using spectra from the different programmes, σ is standard
deviation from ⟨∆⟩.

For the three target RGB stars in 47 Tuc that have been ob-
served both in the GIRAFFE and UVES samples, abundances de-
termined from individual Zr I and Zr II lines in the UVES spectra
agree to ≤0.06 dex (Table B.3; Fig. B.11). The mean abun-
dances obtained from Zr I lines in the GIRAFFE and UVES spectra
agree even better, with the differences being less than 0.03 dex
(Table B.4, Fig. B.11).
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Fig. B.9. Zr II lines in the UVES spectrum of the target star 20885 (dots)
overlaid with the synthetic spectrum (grey solid line) computed using
the ATLAS9 model with Teff = 4359 K, log g = 1.41, [Fe/H] = −0.74,
[Zr/Fe] = 0.30 dex, ξmicro = 1.82 km s−1, ξmacro = 3.00 km s−1 and solar-
scaled elemental abundances (Grevesse & Sauval 1998). The left panel
shows the vicinity of Zr II 511.2270 nm line, the right panel that of
535.0089 nm and of 535.0350 nm Zr II lines. Other solid lines are syn-
thetic profiles of individual lines, left panel: Zr II 511.2270 nm (red
line), MgH 511.2080 nm (green line), CN 511.2360 nm (blue line); right
panel: Zr II 535.0089 nm and 535.0350 nm (red line), V II 535.0358 nm
(orange line), Tl I 535.0456 nm (cyan line), CN 535.0215 nm (blue line).

On average, abundances that we obtained using Zr I lines in
the UVES spectra are ∼0.10 dex higher than those determined by
Thygesen et al. (2014, cf. Table B.4, Fig. B.12). Although there
are small differences in the effective temperatures and gravities
used in the two studies, they alone cannot account for more than
∼0.02 dex of this discrepancy. On average, the microturbulence
velocities obtained by Thygesen et al. (2014) are ∼0.04 km s−1

lower than those used in our study (Table B.4). This would lead
to Zr abundances that are by ∼0.1 dex higher than those that
would be obtained with our ξmicro values. However, the main
difference between the two analyses is that we used an updated
ionisation potential for Zr I, 6.634 eV from Hackett et al. (1986)
instead of the default value of 6.840 eV that is implemented with
the older version of Kurucz package (Sect. 3). This alone would
lead to our Zr abundances being ∼0.29 dex higher. Thus, the lat-
ter two effects (working in different directions) would be fully
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Fig. B.10. Left: Fit of the synthetic Zr II 535.0089 nm line to that
observed in the solar spectrum from Kurucz (2005b). The red solid line
shows the best fit obtained using the VALD3 oscillator strength, and
the blue dashed line is the fit obtained using A(Zr) = 2.62 from Caffau
et al. (2011b) and a modified oscillator strength (oscillator strengths and
Zr abundances used/determined are indicated in the figure). For the line
synthesis we used ξmicro = 1.00 km s−1 and ξmacro = 3.80 km s−1 from
Doyle et al. (2014). Right: Best fit of the synthetic Zr II 535.0089 nm
line to that observed in the spectrum of Arcturus from Hinkle et al.
(2000). Spectral line synthesis was done using ξmicro = 1.70 km s−1 and
ξmacro = 5.20 km s−1 from Sheminova (2015).
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Fig. B.11. Abundances of Zr in the three RGB stars common to the
GIRAFFE (this study) and UVES samples (Thygesen et al. 2014) deter-
mined by us using Zr I and Zr II lines in the GIRAFFE and UVES spectra
(Table B.3 and B.4, Sect. B.2.4) and plotted against the effective temper-
ature (top) and [Na/Fe] ratio (bottom). The mean abundances obtained
using Zr I lines in the GIRAFFE and UVES spectra are shown by solid red
and green triangles, respectively, while the mean abundances obtained
from Zr II lines are plotted as green circles; and abundances determined
from individual Zr II lines in the UVES spectra are shown as hollow
circles.

able to account for the difference in Zr abundances obtained by
us and Thygesen et al. (2014).
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Fig. B.12. Differences between Zr abundances determined in this study
and those obtained by Thygesen et al. (2014) from Zr I lines in the
UVES spectra, plotted against the effective temperature (top) and [Na/Fe]
values (bottom).

Appendix B.2.5. Errors in the determined Fe, Na, and Zr
abundances

For estimating typical uncertainties in the determined abun-
dances of Fe, Na, and Zr, we followed the procedure described
in Černiauskas et al. (2017). With this, we accounted for the fol-
lowing error sources:

– The error in abundance due to uncertainty in the determined
effective temperature was estimated by computing Teff val-
ues that were increased and decreased by the amount which
corresponded to the uncertainty in determined photometric
magnitudes. A conservative estimate of σ(V) = σ(I) = 0.03
was used, which translated to an uncertainty of ±60 K in the
effective temperature. This value was used to estimate abun-
dance uncertainty caused by errors in the determination of
Teff .

– An abundance error due to uncertainty in the determination
of surface gravity, σ(log g) = ±0.2, was obtained by taking
into account individual uncertainties in the estimates of Teff ,
luminosity, and stellar mass.

– We used the RMS variation of microturbulence velocity,
±0.2 km s−1, as a representative uncertainty in ξmicro. This
value was used to estimate the abundance error due to varia-
tion in ξmicro.

– An abundance error due to uncertainties in the continuum
determination, σ(cont), was obtained by measuring the con-
tinuum flux dispersion, σ(flux), in the wavelength intervals
that are located close to the investigated spectral lines and
that are line-free:

σ(cont) =
σ(flux)√

N
, (B.1)

where N is the number of wavelength points. The resulting
error was used to increase and decrease the continuum level,
after which the line fitting was done again and the resulting
difference in the abundance was taken as the abundance error
due to uncertainty in the continuum determination.
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Table B.5. Typical Fe abundance measurement errors.

Teff Star ID σ(Teff) σ(logg) σ(ξt) σ(cont) σ(fit) σi(total)
dex dex dex dex dex dex

4195 19042 0.03 0.02 0.12 0.10 0.02 0.16
4317 23335 0.03 0.02 0.12 0.10 0.02 0.16
4395 23175 0.03 0.02 0.12 0.10 0.02 0.16
4459 13047 0.03 0.02 0.12 0.10 0.03 0.16
4560 27381 0.03 0.02 0.11 0.10 0.03 0.16
4645 30297 0.03 0.02 0.11 0.10 0.04 0.16
4712 10496 0.04 0.02 0.11 0.10 0.05 0.16
4797 26403 0.04 0.02 0.11 0.10 0.05 0.16

Table B.6. Typical Na abundance measurement errors.

Teff Star ID σ(Teff) σ(logg) σ(ξt) σ(cont) σ(fit) σi(total)
dex dex dex dex dex dex

4195 19042 0.06 0.01 0.05 0.03 0.03 0.09
4317 23335 0.06 0.01 0.05 0.03 0.04 0.09
4395 23175 0.06 0.01 0.04 0.03 0.04 0.09
4459 13047 0.06 0.01 0.04 0.03 0.04 0.09
4560 27381 0.06 0.01 0.04 0.03 0.05 0.09
4645 30297 0.06 0.01 0.03 0.03 0.05 0.09
4712 10496 0.06 0.01 0.03 0.03 0.05 0.09
4797 26403 0.06 0.01 0.03 0.03 0.05 0.09

Table B.7. Typical Zr abundance measurement errors.

Teff Star ID σ(Teff) σ(logg) σ(ξt) σ(cont) σ(fit) σi(total)
dex dex dex dex dex dex

4195 19042 0.11 0.02 0.09 0.03 0.04 0.15
4317 23335 0.11 0.01 0.07 0.03 0.04 0.14
4395 23175 0.11 0.01 0.04 0.03 0.05 0.13
4459 13047 0.11 0.01 0.03 0.03 0.05 0.13
4560 27381 0.11 0.00 0.03 0.03 0.05 0.13
4645 30297 0.11 0.00 0.02 0.03 0.05 0.13
4712 10496 0.11 0.00 0.01 0.03 0.05 0.12
4797 26403 0.11 0.00 0.01 0.03 0.05 0.12

– To estimate errors in the line profile fitting, we computed
RMS variation between the observed and best-fitted line
profiles. The line equivalent width was then increased and
decreased by this value to obtain the difference in the corre-
sponding abundances of the given element. The latter were
used as abundance uncertainties due to errors in the line
profile fitting.

The final abundance errors were obtained by adding indivi-
dual error components in quadratures. To obtain abundance er-
rors for our target stars, we selected a subsample of 8 stars for
Zr, Na and Fe abundance error estimation, with their effective
temperatures distributed evenly over the entire Teff range of 237
RGB targets. Using the prescription above, we determined typ-
ical abundance errors of Zr, Na, and Fe for these stars. In this
procedure, we assumed median equivalent widths of these lines
at the given Teff , i.e. no variation of the line strength was taken
into account. The determined abundance errors are provided in
Tables B.5-B.7.

Appendix C: Statistical significance of possible
correlations between the full spatial velocity
dispersions and [Na/Fe] and [Zr/Fe] abundance
ratios

As in the case of testing the statistical significance of the pos-
sible correlations in the abundance–abundance and abundance–
radial distance planes, we computed the p-values using Pear-
son’s, Spearman’s, and Kendall’s correlation coefficients in the
σvfull − [Na/Fe] and σvfull − [Zr/Fe] planes. In the former case, the
we obtain p > 0.2 which indicates that there is no correlation be-
tween the full spatial velocity dispersion and [Na/Fe] ratio. The
values obtained for the Spearman’s and Kendall’s coefficients
are sufficiently small (p < 0.04) to claim the possible exis-
tence of a weak correlation in the σvfull − [Zr/Fe] plane, though
the p-value obtained for the Pearson’s correlation coefficient is
somewhat higher, at p = 0.059.

To further verify the possible existence of the correlation in
the σvfull − [Zr/Fe] plane, we tested the statistical significance
of differences between the variances of full spatial velocities of
individual stars in the 0.1 dex wide [Zr/Fe] and [Na/Fe] abun-
dance bins (Sect. 4 and Fig. 8). This was done using the Levene’s
test (Levene 1960; Brown & Forsythe 1974) which was applied
to verify the assumption of the null hypothesis that the full spa-
tial velocities in the different [Zr/Fe] and [Na/Fe] abundance bins
have equal variances.The obtained p-values were ≥ 0.37 both in
the σ(vfull) − [Na/Fe] and σ(vfull) − [Zr/Fe] planes thereby indi-
cating that in both cases the null hypothesis could not be rejected.
Based on these results we therefore conclude that there are no
statistically significant correlations between the dispersions of
full spatial velocities and [Na/Fe] and [Zr/Fe] abundance ratios
in the target RGB stars of 47 Tuc.

Appendix D: Abundances of Fe, Na, and Zr
determined in the target RGB stars in 47 Tuc

Abundances of Fe, Na, and Zr determined in the individual target
RGB stars in 47 Tuc (Sect. 3.1, 3.2, and 3.3.1, respectively) are
listed in Table D.1, together with the atmospheric parameters of
individual targets determined in Sect. 2.1.
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