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A B S T R A C T 

We analyse Gaia EDR3 and re-calibrated HST proper motion data from the core-collapsed and non-core-collapsed globular 
clusters NGC 6397 and NGC 3201, respectively, with the Bayesian mass-orbit modelling code MAMPOSST-PM . We use 
Bayesian evidence and realistic mock data sets constructed with AGAMA to select between different mass models. In both 

clusters, the velocities are consistent with isotropy within the extent of our data. We robustly detect a dark central mass (DCM) 
of roughly 1000 M � in both clusters. Our MAMPOSST-PM fits strongly prefer an extended DCM in NGC 6397, while only 

presenting a mild preference for it in NGC 3201, with respective sizes of a roughly one and a few per cent of the cluster ef fecti ve 
radius. We explore the astrophysics behind our results with the CMC Monte Carlo N -body code, whose snapshots best matching 

the phase space observations lead to similar values for the mass and size of the DCM. The internal kinematics are thus consistent 
with a population of hundreds of massive white dwarfs in NGC 6397, and roughly 100 se gre gated stellar-mass black holes in 

NGC 3201, as previously found with CMC . Such analyses confirm the accuracy of both mass-orbit modelling and Monte Carlo 

N -body techniques, which together provide more robust predictions on the DCM of globular clusters (core-collapsed or not). 
This opens possibilities to understand a vast range of interesting astrophysical phenomena in clusters, such as fast radio bursts, 
compact object mergers, and gravitational waves. 

Key words: proper motions – stars: black holes – stars: kinematics and dynamics – stars: neutron – white dwarfs – globular 
clusters: individual: NGC 3201; NGC 6397. 
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 I N T RO D U C T I O N  

lobular star clusters (GCs) are among the most dynamically
ctive environments in the Universe. These roughly spherical, dense
lusters are composed of ∼10 5 –10 6 stars tightly packed, with the
ensest GCs having inner densities as much as ∼10 6 times greater
han what is observed in our solar neighbourhood (McK ee, Parrav ano
 Hollenbach 2015 ). In such dense environments, stellar evolution

s shaped by the internal dynamics by means of phenomena such
s runaway mergers, as well as mass segregation: a consequence of
ynamical friction and energy equipartition that leads more massive
tars to locate closer to the cluster’s centre, while less massive
nes are mo v ed tow ards the outskirts. This mak es GCs excellent
aboratories to study compact objects – including white dwarfs (e.g.
icher et al. 1997 ), neutron stars (e.g. Lyne et al. 1987 ), stellar-
ass black holes (e.g. Giesers et al. 2018 ), and intermediate-mass

lack holes (IMBHs; e.g. Greene, Strader & Ho 2020 ) – by means of
imulations (e.g. Wang et al. 2016 ; Askar et al. 2017 ; Kremer et al.
020a ; Rodriguez et al. 2021 ) and observational data analysis (e.g.
an der Marel & Anderson 2010 ; Vitral & Mamon 2021 ; H ̈aberle
t al. 2021 ). 
 E-mail: vitral@iap.fr 
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One of the most interesting phenomena related to GCs is the pro-
ess of core-collapse, which is intrinsically related to the exchange of
nergy due to dynamical interactions in the cluster. In self-gravitating
ystems like GCs, the virial theorem reveals that the centres of GCs
ave a negative heat capacity, i.e. an energy input in the system
riggers a decrease of the kinetic energy, which can be regarded as
he system’s ‘temperature’ (e.g. Binney & Tremaine 2008 ). Such a
ounterintuitive relation tends to evolve in a typical cluster’s interior,
s it exchanges energy with its outer regions, naturally from the
ormer to the latter. This process leads inevitably to the ‘collapse’ of
tars to the cluster’s inner-most regions (e.g. H ́enon 1961 ; Lynden-
ell & Wood 1968 ). 
The core-collapse process has been studied through many

spects (e.g. Heggie 1979 ; Cohn 1980 ; Makino & Hut 1991 ;
oodman 1993 ), but an important disparity arises when analysing

he time-scales expected for core-collapse from classic dynamical
rguments and the ages of Galactic GCs: Many of Milky Way GCs
re sufficiently dense to have experienced enough relaxation for
ore-collapse to occur in their lifetimes 1 (e.g. Spitzer 1987 ; Quinlan
996 and equation 5 from Portegies Zwart & McMillan 2002 ).
 GCs are particularly old systems with ages ranging up to 13 Gyr (Mar ́ın- 
ranch et al. 2009 ). 
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2 These methods provide, in particular, good constraints on which kind of 
stellar remnants (i.e. white dwarfs, neutron stars, and black holes) compose 
dark central masses in GCs. 
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o we ver, there is a clear bi-modality of core-collapsed and non-
ore-collapsed clusters among the roughly 150 GCs observed in our 
alaxy, with only a fifth of them presenting a core-collapse structure
Djorgovski & King 1986 ; Harris 2010 ), characterized by a steep
ncrease in the density profile at very inner radii. Many works argue
hat such bimodality is related to three-body encounters, a process 
alled binary burning , where dynamical interactions of binaries 
ith other stars cause tight (‘hard’) binaries to harden while the 

hird star (not necessarily the original one) is kicked out at a higher
peed than the initial third star came in with (Heggie 1975 ). This
rocess ef fecti v ely pumps energy to the cluster’s inner re gions, thus
reventing core-collapse from continuing indefinitely (Hills 1975 ). 
More recently, Chatterjee et al. ( 2013 ) showed that the bi-modality

etween core-collapsed and non-core-collapsed clusters could be as- 
ociated with clusters having reached or not, respectively, this binary- 
urning phase. Ho we ver, this study needed to assume relati vely lo w
nitial cluster densities (with respect to recent observations of young 

assive star clusters – the expected local universe analogues of GC 

rogenitors; Bastian et al. 2005 ; Scheepmaker et al. 2007 ; Portegies
wart, McMillan & Gieles 2010 ) in order to obtain correct time-
cales of core-collapse, which still seemed to arrive too fast. Thus,
he question remains: What mechanism is able to ef fecti vely delay
ore-collapse in order to explain the relatively small core-collapsed 
C population in the Milky Way? 
The answer to this question has been gradually shaped in the 

ast decade, especially thanks to the impro v ement of our knowledge
f black hole populations in GCs (e.g. Strader et al. 2012 ; Giesers
t al. 2018 , 2019 ). In fact, by means of realistic N -body simulations
e.g. Morscher et al. 2015 ; Wang et al. 2016 ; Askar et al. 2017 ;
remer et al. 2020a ; Rodriguez et al. 2022 ), black holes are now

uggested to be behind the observed delay of core-collapse in many 
Cs (Merritt et al. 2004 ; Mackey et al. 2007 ; Breen & Heggie 2013 ;
skar, Arca Sedda & Giersz 2018 ; Kremer et al. 2018b , 2019a ).
lack holes in GCs form and sink early (on � 100 Myr time-scales)

o the cluster’s centre due to a combination of their high masses
nd energy equipartition. Once in the inner regions of GCs, black 
oles dynamically interact with one another and with luminous stars. 
hose living in hard binaries thus provide a similar energy exchange 

owards the cluster’s interior as in the classical stellar binary-burning 
cenario, but amplified due to the relative high masses of black holes
ompared to stars. This phenomenon has been referred to as black 
ole binary burning (Kremer et al. 2020b ). 
This new theoretical comprehension of the physics go v erning 

Cs suggests that the ones without the characteristic inner cuspy 
tructure of core-collapse probably harbour a se gre gated black hole 
opulation, responsible for the delay of core-collapse. Nevertheless, 
lack holes are expected to eventually leave the cluster, primarily 
rom repeated dynamical encounters between black hole binaries and 
ther black holes. These encounters harden the black hole binaries 
e.g. Heggie 1975 ) and also pump linear momentum into the black
ole binaries and single black holes, ultimately leading to ejection of
lack holes from their host clusters (e.g. Kulkarni, Hut & McMillan 
993 ; Morscher et al. 2015 ; Kremer et al. 2020a ). Also, when binary
lack holes merge, the massive amount of energy released in the 
orm of gravitational waves is in general anisotropic (e.g. Barausse 
 Rezzolla 2009 ; Lousto et al. 2012 ; Gerosa & Kesden 2016 ), and

onservation of linear momentum leads to gravitational kicks (Peres 
962 ), whose amplitudes (Lousto et al. 2010 ) should be usually
ufficient to eject the resulting black hole from its host cluster. Ulti-
ately ( � 10 Gyr time-scales), the clustered black hole population 

ecomes negligible, allowing other luminous stellar components to 
ink, as well as less massive compact objects such as neutron stars and
hite dwarfs. When these more luminous components collapse in the 
entre, forming the characteristic core-collapse inner cusp, stellar 
nd white dwarf binary-burning ef fecti vely halts further shrinking 
f the core (Kremer et al. 2021a ). Complementary observational 
onstraints are required in order to validate these various theoretical 
redictions. Conv eniently, we find ourselv es in a prosperous moment
o perform such observational analysis, since new releases from the 
aia mission (Gaia Collaboration et al. 2018b , 2021 ) and long base-

ines from the Hubble Space Telescope ( HST; Bellini et al. 2014 , 2018
nd Libralato et al. 2018 , 2019 ) are available, with proper motion
ata having unprecedented precision and completeness for nearby 
Cs. In addition, new mass-orbit modelling algorithms, such as 
AMPOSST-PM (Mamon, Biviano & Bou ́e 2013 ; Mamon & Vitral

n preparation) and others (see Read et al. 2021 for a comparison
f different approaches), have become available to analyse large 
iscrete kinematic data sets. These algorithms come to complement 
revious Jeans modelling techniques (e.g. Binney & Mamon 1982 ; 
an der Marel 1994 ; Cappellari 2008 ; Mamon & Bou ́e 2010 ), as
ell as distribution function modelling (e.g. Wojtak et al. 2009 ),

n particular multimass distribution function based models 2 dating 
rom Da Costa & Freeman ( 1976 ), Illingworth & King ( 1976 ), Gunn
 Griffin ( 1979 ), with recent applications highlighted in Sollima,
ellazzini & Lee ( 2012 ), Gieles et al. ( 2018 ), Zocchi, Gieles &
 ́enault-Brunet ( 2019 ), and H ́enault-Brunet et al. ( 2020 ). 
Such mass-orbit modelling of the kinematics can answer funda- 
ental questions concerning the cores of globular clusters: (1) Do 

lobular clusters contain excess matter in their cores? (2) If yes, is
he excess mass point-like, implying the presence of the long sought-
fter IMBHs, or are the y e xtended? Recent analyses of GC kinematics
ndicate that se gre gated compact objects inhabit the inner regions of
Cs (Mann et al. 2019 ; Zocchi et al. 2019 ; Vitral & Mamon 2021 ,
ereafter, VM21). Beyond the realm of mass-orbit modelling, we 
lso ask (3) If the excess mass is extended, what dominates its mass:
hite dwarfs, neutron stars, or stellar-mass black holes? 
In this work, we provide the first comparative analysis of the inner

nseen excess-mass of globular clusters, based on both observations 
nd simulations, in a non-core-collapsed cluster (NGC 3201) and 
 classic core-collapsed one (NGC 6397). We divide our paper as
ollows. In Section 2 , we o v erview the data we use and the two
lusters we analyse. Sections 3 and 4 explain the data cleaning
rocedure and the methods we use to analyse the data. We present
ur results and robustness checks in Section 5 . Finally, we discuss
nd summarize our work in Section 6 . 

 DATA  OV ERVI EW  

.1 Proper motions 

e perform our mass-modelling fit with proper motion data from 

ST and Gaia EDR3. We briefly describe the main aspects of these
ew data below. 

.1.1 Gaia EDR3 

mong the main qualities of the Gaia EDR3 data set that impact
ur work (for a summary of the main aspects of this mission, see
aia Collaboration et al. 2021 ; Lindegren et al. 2021 ), we highlight,
MNRAS 514, 806–825 (2022) 
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ompared to the previous Gaia DR2 data, the ∼2 times better
recision on proper motion measurements and better photometric
recision, rendering more homogeneous colour–magnitude diagrams 
CMDs). In practice, this yielded not only more reliability to our data,
ut also impro v ed completeness, especially for nearby clusters such
s the ones we analyse. 

Gaia EDR3 data present an inconvenient issue related to spatially
orrelated systematic errors (e.g. Lindegren et al. 2021 ), which is
sually associated with the telescope scan directions, even though
here has been significant impro v ement from DR2 to EDR3. The

odelling and correction of these systematics in our data is beyond
he scope of this work, and we only use the statistical errors provided
n the catalogue. In fact, the impact of these systematics on GCs is
ot yet very clear, with recent works focusing more on describing
hem rather than presenting a method to correct for them (e.g. Fardal
t al. 2021 ). The most robust correction for these systematics in GCs
s perhaps the one given in Vasiliev & Baumgardt ( 2021 ), where
he authors calculate an uncertainty floor of εμ ∼ 0 . 026 mas yr −1 ,
hich remains considerably below the smallest statistical errors of
ur cleaned Gaia EDR3 data, of the order of εμ ∼ 0 . 06 mas yr −1 for
oth of the clusters we study. Notice that in their fig. 6, Vasiliev
 Baumgardt ( 2021 ) do test the impact of these systematics in the

elocity dispersion profile of NGC 3201, and one can see that for the
agnitude range of our Gaia EDR3 cleaned data for this cluster (i.e.
 � 18.5, as seen in our Fig. 6 ), the impact of these systematics is

mall, especially when considering the spatial range of our Gaia data
i.e. ∼2–8 arcmin in projected radii, such as seen in Fig. B5 (provided
s online material)]. We checked with E. Vasiliev that a similar trend
as found for NGC 6397, in a Gaia EDR3 magnitude range close to
urs (i.e. G � 19). Fig. B6 (provided as online material) also corrobo-
ates the negligible effect of such systematics in our mass modelling.

.1.2 HST 

he HST data reduction and proper-motion computation were per-
ormed following the prescriptions of Bellini et al. ( 2014 , 2018 ) and
ibralato et al. ( 2018 , 2019 ). In this section, we briefly summarize

he salient points. The detailed description of the workflow will be
rovided in an upcoming paper (Libralato et al. in preparation). 
We made use of all suitable flc exposures taken before 2019

ith the Wide-Field Channel (WFC) of the Advanced Camera for
urv e ys (ACS) and with the Ultraviolet-VISible (UVIS) channel of

he Wide-Field Camera 3 (WFC3). In a first pass, an initial set of
ositions and fluxes for the brightest and most isolated sources in each
xposure was estimated via fits of the point spread function (PSF)
o the brighter sources. The PSF model varies across the frame and
epends on the frame. These sources, in combination with the Gaia
ata Release 2 catalogue (Gaia Collaboration et al. 2016 , 2018a ),
ere then used to setup a common reference-frame system. Once on

o the same reference system, all images were used at once to re-
etermine position and flux of all detectable sources, this time PSF-
ubtracting all close-by neighbours prior to the final fit. This second-
ass-photometry stage is designed to enhance the contribution of
aint sources, and yields better measurements in crowded regions
by subtracting all detected close-by neighbours before estimating
osition and flux of an object). 3 
NRAS 514, 806–825 (2022) 

 NGC 6397 was analysed by Vitral & Mamon ( 2021 ) using the proper-motion 
atalogue made by Bellini et al. ( 2014 ). The data reduction carried out in this 
anuscript mainly differs from that of Bellini et al. ( 2014 ) by the addition of 

he second-pass-photometry stage. As e xhaustiv ely described in Bellini et al. 

(
b
p
4

s

Finally, proper motions were computed following Bellini et al.
 2014 ), i.e. by fitting geometric-distortion-corrected positions trans-
ormed on to the same reference system as a function of epoch with
 least-squares straight line. The slope of the straight line provides
n estimate of the proper motion. Spatial patterns in proper motions
ndicate systematic errors, which were also corrected, both for low
nd high spatial frequency, with the prescriptions of Bellini et al.
 2018 ) and Libralato et al. ( 2018 , 2019 ). 

Various HST data sets were used to compute the astrophotometric
atalogues of NGC 3201 and NGC 6397. In the following, we
onsidered in the analysis only objects that were measured in
oth GO-10775 (ACS/WFC images in F606W and F814W filters;
I: Sarajedini) and GO-13297 (WFC3/UVIS exposures in F275W,
336W, and F438W filters; PI: Piotto) data. Finally, as described in,
.g., Bellini et al. ( 2017 ) and Libralato et al. ( 2018 ), the procedure
sed to compute proper motions remo v es an y signature of the
ystemic rotation of the GC in the plane of the sky. Thus, we cannot
nfer rotation directly from our HST proper motions. 

.2 NGC 3201 and NGC 6397 

he choice of which clusters to study depends on the availability
f good-quality data as well as on structural characteristics that
acilitate our modelling. For instance, strong imprints of rotation or
on-spherical sources are not ideal, as our mass-modelling routine
onsiders a spherical system with no rotation when solving the Jeans
quation (see Section 4.1.1 ). Similarly, sources that are located too far
way (e.g. �5 kpc) usually have characteristic uncertainties much
igher than the local velocity dispersion, which could induce an
rror underestimation that undermines our study. For those reasons,
e choose to work with NGC 3201 and NGC 6397, whose main

eatures we comment below. 

.2.1 NGC 3201 

GC 3201 is a 10.4-Gyr-old cluster that orbits the Milky Way in a
etrograde orbit and recedes from the Sun with a velocity of nearly
00 km s −1 (Mar ́ın-Franch et al. 2009 ; Gaia Collaboration et al.
018b ). It is located at 4.74 kpc from the Sun (Baumgardt & Vasiliev
021 ), it had its dynamics studied many times (e.g. Bianchini, Ibata &
 amae y 2019 ; Wan et al. 2021 ) and its ellipticity is 0.12, according to
arris ( 1996 , 2010 ). 4 The median and maximum HST proper motion
aselines among the stars are 4 and 8 yr for this cluster. 
Rotation in this cluster can be o v erestimated when disregarding

erspective rotation (see van de Ven et al. 2006 and Wan et al.
021 for details) due to its high line-of-sight velocity, but recent
tudies that treat this issue tend to agree that a rotation signal of
mplitude ∼10 per cent of the velocity dispersion is present in its
nnermost regions (Sollima, Baumgardt & Hilker 2019 ), a feature
hat is erased, by construction, on our HST subset. The outskirts of
ur Gaia data, ho we v er, could hav e an increasing rotation pattern,
ut recent studies using Gaia proper motions found that its rotation
s much smaller than its velocity dispersion (Bianchini et al. 2018 ;
ollima et al. 2019 ; Vasiliev 2019b ). Along with the fact that our
aia data actually represents only ∼14 per cent of our NGC 3201
 2018 ) and Libralato et al. ( 2018 , 2019 ), second-pass photometry provides 
etter results for faint sources and crowded environments than first-pass 
hotometry. 
 Ellipticity is defined in this catalogue as e = 1 − b / a , where a and b are the 
emimajor and minor axis of the isophote projected ellipse, respectively. 
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Table 1. Main assumptions. 

Cluster ID Distance ηR Age A v [M/H] ( α0 , δ0 ) 
(kpc) (Gyr) (deg) 

NGC 3201 4.74 0.492 10.40 0.8215 −1.02 (154 . ◦40346, −46 . ◦41249) 
NGC 6397 2.48 0.468 12.87 0.558 −1.54 (265 . ◦17540, −53 . ◦67441) 

Note. Columns are: (1) Cluster ID; (2) distance to the Sun, in kpc (Baumgardt & Vasiliev 2021 ); (3) Reimers scaling factor 
(McDonald & Zijlstra 2015 ); (4) age, in Gyr (Mar ́ın-Franch et al. 2009 ); (5) total extinction, considering R v = 3.1 (Harris 
1996 , 2010 ; VandenBerg et al. 2013 for NGC 3201 and just Harris 1996 , 2010 for NGC 6397); (6) metallicity, in log 
solar units (Mar ́ın-Franch et al. 2009 ); (7) cluster centre, in degrees (calculated with BALROGO , Vitral 2021 ). For the total 
extinction of NGC 3201, we selected values between the different ones provided in the literature, so that we had a better 
adjustment of PARSEC isochrones, as discussed in Section 2 . 
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Figure 1. Colour–magnitude diagrams of the two globular clusters: the 
small gr ey-gr een points are the HST data, cleaned according to Section 3 , 
while the filled circles are the predictions from the PARSEC code, colour- 
coded by stellar mass. 
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ubset, we thus ignore this cluster’s rotation and assume it to have
n weak effect on our mass modelling. 

Among the many interesting features of NGC 3201, we stress that 
t is far from a core-collapse state (Djorgovski & King 1986 ), which is

ost likely related to the black hole population thought to inhabit its
nner regions (Kremer et al. 2019a ; Weatherford et al. 2020 ). Indeed,
iesers et al. ( 2018 ) recently provided solid evidence for a stellar-
ass 5 black hole dynamical detection near the cluster’s centre and 

ollo w-up observ ations re vealed additional black holes (Giesers et al.
019 ). Such a black hole population could provide enough energy, 
y means of dynamical interactions, to halt the cluster core-collapse. 

.2.2 NGC 6397 

GC 6397 is the second closest GC to our Sun, at only 2.48 kpc away
Baumgardt & Vasiliev 2021 ), and is a very metal-poor ([M/H] =
1.54), old (12.87 Gyr) cluster (Mar ́ın-Franch et al. 2009 ). It is very

pherical ( e = 0.07, Harris 1996 , 2010 ) and its rotation is negligible
elative to its velocity dispersion (Bianchini et al. 2018 ; Sollima et al.
019 ; Vasiliev 2019b ). As a matter of fact, recent mass modellings of
his cluster have neglected rotation and argued that such assumption 
id not affect its o v erall modelling (e.g. Kamann et al. 2016 , VM21).
he median and maximum HST proper motion baselines among the 
tars are 9.7 yr (both statistics) for this cluster. 

Claims of a central dark mass in this cluster were recurrent: 
arson ( 1984 ) first proposed that a central 1600 M � component

ormed by compact remnants could reside int the cluster’s core, 
hile Kamann et al. ( 2016 ) fitted line-of-sight data of this cluster to

laim a 600 M � intermediate-mass black hole (IMBH) detection. 
ecently, VM21 showed, with proper motions from HST , Gaia 
R2 and the velocities from Kamann et al. ( 2016 ) that such a fit
as indeed consistent with the data, but an extended component of

oughly 1000 M �, composed by stellar remnants, was actually much 
a v oured by statistical indicators and goodness-of-fit comparisons. 
s the authors did not account for a thorough cluster evolution 

nalysis that took into account dynamical interactions and black 
ole ejection from the cluster, they proposed that such population 
ould be dominated by stellar-mass black holes, in mass, and by 
hite dwarfs, in number. 
Ho we ver, NGC 6397 is a core-collapsed cluster (Djorgovski & 

ing 1986 ), which is not consistent with it presenting many black
oles. As explained before, core-collapse is thought to occur once the 
lack hole original population of the cluster has been almost entirely 
jected, and therefore no strong energy input can be provided to delay
he core from collapsing (e.g. Merritt et al. 2004 ; Mackey et al. 2007 ;
reen & Heggie 2013 ; Wang et al. 2016 ; Askar et al. 2018 ; Kremer
 They measured a mass of 4.36 ± 0.41 M �. 6
t al. 2019a , 2020a ). Recent studies have then proposed that the dark
opulation detected by VM21 is most likely composed of se gre gated
assive white dwarfs, which form a subcluster in the internal regions

f the GC (Rui et al. 2021a ; Kremer et al. 2021a ). 

.3 PARSEC isochrones 

n order to handle mass–magnitude conversions, as well as to relate
he magnitude systems from Gaia EDR3 and HST , we used PARSEC

sochrones 6 (e.g. Bressan et al. 2012 ; Chen et al. 2014 , 2015 ; Marigo
t al. 2017 ; Pastorelli et al. 2019 ). The input parameters we used
nd their references are displayed in Table 1 (along with a few other
ssumptions from our modelling). 

For the value of total extinction of NGC 3201, we used a value
etween the ones presented in Harris ( 2010 ) and VandenBerg et al.
 2013 ), which yielded a better fit to our data (as well as to the
ombination of other parameters). Fig. 1 displays the isochrones 
f the two analysed clusters, with respect to the cleaned HST data
according to Section 3 ). 

 DATA  CLEANI NG  

.1 Maximum projected radius 

assages close to the Milky Way’s disc, as well as possible amounts
f dark matter in its outskirts can provide an important source of
MNRAS 514, 806–825 (2022) 

 ht tp://st ev.oapd.inaf.it/cgi-bin/cmd 

art/stac1337_f1.eps
http://stev.oapd.inaf.it/cgi-bin/cmd
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ynamical heating to the outer regions of GCs. As our modelling
oes not include dark matter components, neither encompasses the
nfluence of the Milky Way tidal field, we chose to analyse our data
p to a maximum allowed radius, where we expect such effects to be
egligible. 
The mean plane-of-sky velocities in the frame aligned with the

osition of the star, v R and v T , are equal up to 2 R e , where R e is the
ffective radius containing half the projected number of stars. The
ean velocity profiles diverge further out for both NGC 6397 (see
M21, fig. 6) and NGC 3201. Also, for both NGC 6397 (fig. 6 of
M21) and NGC 3201, the velocity dispersion profiles σ R and σ T 

ecrease up to 5 R e and increase further out. We therefore set the
aximum allowed projected radius as 2 R e . 

.2 Quality indicators 

he first step in our data cleaning was to remo v e stars with poor
hotometric and astrometric measurements. We detail below this
leaning procedure for both Gaia EDR3 and HST . 

.2.1 Gaia EDR3 

e retained Gaia stars that satisfied: 

(i) Astrometric accuracy : RUWE <η90 ( RUWE ), where RUWE is
aia ’s Renormalized Unit Weight Error and ηn ( x ) is the n th per-

entile of the x data ( η90 ( RUWE ) � 1.1, close to the threshold of 1.15
hosen by Vasiliev & Baumgardt 2021 ). 

(ii) Photometric accuracy : 

( r) − f ( G BP − G RP ) < 3 σC , (1) 

here C ( r ) is Gaia ’s phot bp rp excess factor , f ( x) =
 

i a i x 
i , with the polynomial coefficients a i taken from table 2 of

iello et al. ( 2021 ), and G BP − G RP is given by bp rp . 

Equation ( 1 ) performs an additional filter for unreliable astrometric
olutions (mainly in the cases of blended stars), affecting mainly faint
ources in crowded areas. 

.2.2 HST 

ur HST astrophotometric catalogues include several diagnostic
arameters to select trustworthy objects for the analysis. For each
luster, a sample of well-measured objects in the HST data is defined
ith the following criteria (similarly to Libralato et al. 2019 , but with

ome small changes labelled as ‘new’ or ‘changed’): 

(i) The star is unsaturated. 
(ii) The number of single exposures used to compute the magni-

ude of a star in the second-pass-photometry stage differs by less than
5 per cent from the number of images in which a star was actually
ound (new). 

(iii) The star flux is greater than the flux from neighbours within
he PSF fitting radius of the star. 

(iv) The photometric rms uncertainty is lower than 0.2 mag
changed). 

(v) The quality, QFIT of the PSF fit is greater than 0.8 (changed).
(vi) The absolute value of the shape parameter RADXS (Bedin

t al. 2008 ) is lower than 0.15 (changed). The RADXS parameter
epresents the e xcess/deficienc y of flux outside of the fitting radius
ith respect to the PSF prediction and helps discerning stars from
ther objects like galaxies or cosmic rays. 
NRAS 514, 806–825 (2022) 
(vii) All photometry-based selections abo v e must be fulfilled in
oth (ACS/WFC) F606W and F814W filters. 
(viii) The acceptance rate in the proper-motion fit (number of
easurements used to compute the proper motion (PM) of a star

efore and after all outlier rejections; see Bellini et al. 2014 ) is
reater than 85 per cent (changed). 
(ix) An a posteriori correction was applied to the proper motion

o account for spatial and magnitude-dependent systematics (see
ection 2.1.2 and Libralato et al. in preparation). 

.3 Proper motion error threshold 

ven though our mass-modelling routine takes into account the distri-
ution of errors by convolving it with the local velocity distribution,
t is wise to limit the tracers to a maximum error threshold, for
obustness. Indeed, if the proper motion errors are underestimated,
hich can be the case for stars with very high errors, an artificial

ncrease of the velocity dispersion (and thus, of the mass) can take
lace. We therefore remo v ed stars with error greater than or equal
o a constant times the local (mass and position) velocity dispersion
f stars of given mass. The local velocity dispersion (for each star)
as computed empirically, without relying on a particular model,

ccording to the following steps: 

(i) We converted F606W magnitudes 
 G magnitudes for Gaia ) into mass by interpolating the magnitude
ith respect to the respective PARSEC isochrone of the cluster,
isregarding the horizontal branch, which could cause a de generac y
n the interpolation and would be eventually removed further on. 

(ii) We first selected the 100 closest stars in both log M � and log R ,
here R is the projected distance to the cluster centre (hereafter
rojected radius ). The distance ξ in the log M � versus log R plane
as calculated as 

= 

√ 

( 	x new ) 
2 + ( 	y new ) 

2 , (2) 

ith x ≡ log M � , y ≡ log R , and 

x new = 	x / [ η84 ( x ) − η16 ( x)] , (3a) 

y new = 	y / [ η84 ( y ) − η16 ( y)] , (3b) 

where, once again, ηn ( x ) designates the n th percentile of the variable
 . 

(iii) We computed the velocity dispersion of this subset according
o 

μ = 

√ 

σ 2 
POSr + σ 2 

POSt , (4) 

here POSr and POSt stand for plane of sky radial (tangential)
irections, respectiv ely. Moreo v er, the PM in the radial direction
s corrected for perspective rotation (causing apparent expansion)
ccording to equation (4) of Bianchini et al. ( 2018 ), by using the
ine-of-sight velocity displayed on the website of H. Baumgardt. 7 

We finally applied εμ < σμ (we test this assumption in Sec-
ion 5.3.1 ), where the proper motion error εμ was calculated
ccording to equation B2 from Lindegren et al. ( 2018 ): 

μ = 

√ 

1 
2 ( C 33 + C 44 ) + 

1 
2 

√ 

( C 44 − C 33 ) 2 + 4 C 

2 
34 , (5a) 

https://people.smp.uq.edu.au/HolgerBaumgardt/globular/
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 33 = ε2 
μα∗ , (5b) 

 34 = εμα∗ εμδ
ρ , (5c) 

 44 = ε2 
μδ

, (5d) 

here ρ is the correlation coefficient between μα∗8 and μδ . Notice 
hat ρ is zero for HST stars since μα∗ and μδ were independently 
alculated for this catalogue. 

The steps abo v e were repeated iterativ ely for each star, until no
ore star was discarded from the cluster. This ensures that at least

he most discordant stars will be remo v ed, so that they will not affect
he dispersion of their network. The procedure usually consisted of 
 −10 iterations. 

.3.1 Caveats 

uring the procedure described abo v e, it was possible (mostly for
aia data) that a strong amount of Milky Way interlopers could 
ias the dispersion measurements. That is why, at each iteration, 
hen picking the 100 closest stars in order to compute the velocity
ispersion, we considered only a naively filtered subset, with less 
nterlopers. We did this by first selecting stars whose errors were 
maller than the previously computed σμ and whose PM moduli 9 

ere smaller than five times the cluster velocity dispersion fitted 
ointly with the Milky Way contaminants by BALROGO (Vitral 
021 ). 10 

.4 Proper motion interloper filtering 

AMPOSST-PM can handle the presence of interlopers in 
roper motion space. Ho we v er, we hav e noticed that the best-fit
AMPOSST-PM parameters that linked to the visible components 

ppear more physically realistic when the interloper fraction is much 
ess than one-half. 

This model assigns a fat-tailed Pearson VII (Pearson 1916 ) dis-
ribution to the Milky Way contaminants (as disco v ered by VM21),
nd a Gaussian to the cluster members, which allows us to compute
embership probabilities to each star. 11 We then filter out stars whose 
embership probabilities are smaller than 90 per cent. We provide 

he plot of stars having passed that test for both Gaia EDR3 and HST
s online material. 

.4.1 HST bulk proper motion 

n contrast with the Gaia data, the original HST PMs are relative to
he bulk motion of the clusters and do not provide information about
he absolute motions of stars on the sky. Before applying our mixture
odel mentioned abo v e, we re gistered the HST relativ e PMs on to

n absolute reference frame by cross matching well-measured Gaia 
nd HST stars and computing the PM offset between them (we test
his assumption in Section 5.3.4 ). 

Well-measured stars in the Gaia catalogue were defined as those 
ith RUWE < 1.3 and εμ < 0.1 mas yr −1 . For HST data, we selected
nly unsaturated stars with QFIT > 0 . 99 and magnitude rms lower
han 0.1 mag in both F606W and F814W data. We refined this sample
 We use the standard notation μα∗ = cos δ d α/ d t , μδ = d δ/d t . 
 We define the PM modulus as in equation (19) of Vitral & Mamon ( 2021 ). 
0 ht tps://gitlab.com/eduardo-vit ral/balrogo 
1 Following Vitral ( 2021 ), we allow asymmetric Pearson VII profiles. 

 

c  

f  

a  

t
×

y including only objects whose proper motions have a rejection rate
ower than 20 per cent, χ2 

x < 2 and χ2 
y < 2, and error lower than

 . 1 mas yr −1 . Some of these quality selections are less severe than
hose described in Section 3.2.2 and represent a good compromise 
etween the need of a statistically significant sample of objects to
ompute the offset, and the rejection of poorly measured stars in both
atalogues. Our final estimates had separations, with respect to those 
omputed in Vasiliev & Baumgardt ( 2021 ), of the order of the Gaia
ystematics (i.e. ∼ 0 . 025 mas yr −1 ). 

.5 Colour–magnitude filtering 

iltering the colour–magnitude diagram (CMD) not only remo v es 
eld stars whose PMs coincide by chance with those of GC stars, but
lso remo v es GC members that are unresolved binary stars and lie
n the edges of the stellar main sequence, as well as particular Blue
tragglers, which are believed to be associated with GC mergers and
inaries (Leonard 1989 ; Davies 2015 ). Removing binaries and stars
hat have gone through mergers is wise because their kinematics 
ould be dominated by two-body interactions (i.e. their motions 
ight be more affected by the companion or by previous encounters

han by the cluster’s potential), while our modelling (Section 4.1 )
ssumes that stellar motions are dominated by the global gravitational 
otential of the GC. 
Mass-orbit modelling of line-of-sight data is biased by the 

resence of binaries whose velocities are more affected by their 
utual interaction than by the gravitational potential of the GC (e.g.
astello, Carraro & Capuzzo-Dolcetta 2020 ). In contrast, mass-orbit 
odelling based on PM-based fits are not very affected by them

Bianchini et al. 2016b ). Our study is entirely based on PMs, and
herefore, the influence of those binaries should be almost negligible, 
ut we still filter them, for the reasons mentioned abo v e. 

We filter these outliers according to the BALROGO Kernel Density 
stimation (KDE) confidence limits explained in Vitral ( 2021 ), by
eeping stars inside a 2 − σ confidence contour. The KDE bandwidth 
as set as half the one derived by the Silverman rule (Silverman
986 ), to access a better resolution. 

.6 Data stitching 

n order to stitch our cleaned Gaia EDR3 and HST data sets, we
erformed a similar approach to the one from VM21. First, we
emo v ed Gaia stars which had an angular separation in the sky from
ST stars smaller than one arcsec. Secondly, we selected only Gaia

tars with magnitudes within the range of magnitudes of our cleaned
ST data. 
The conversion of Gaia G magnitude into the HST F606W filter,

or comparison purposes, was done by interpolating the output of 
ARSEC isochrones for a same cluster, with different filters, in a
imilar fashion as what is described in Section 3.3 for the mass–
agnitude interpolation. 
The final cleaned data sets from NGC 3201 and NGC 6397

ontained 7422 stars (1064 from the Gaia EDR3 catalogue, and 6358
rom HST ) and 12271 stars (5772 from the Gaia EDR3 catalogue,
nd 6499 from HST ), respectively. We provide, as online material,
he plot of the distribution of Gaia and HST stars in the sky (i.e. in α

δ coordinates). 
MNRAS 514, 806–825 (2022) 
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 M E T H O D S  

.1 Mass modelling 

.1.1 General formalism 

e perform our mass modelling with the Bayesian code
AMPOSST-PM (Mamon & Vitral in preparation), which is an

xtension of MAMPOSST (Mamon, Biviano & Bou ́e 2013 ) to
andle PMs in addition to line-of-sight velocities. MAMPOSST-PM
s briefly described in section 2 of VM21, and was tested by Read
t al. ( 2021 ), who showed that MAMPOSST-PM reproduced well
he radial profiles of mass density and velocity anisotropy of mock
warf spheroidal galaxies. 
MAMPOSST-PM fits models for the radial profiles of total mass

nd the velocity anisotropy of the visible stars to the distribution
f these stars in projected phase space. The velocity anisotropy
‘anisotropy’ for short) is defined as in Binney ( 1980 ): 

( r) = 1 − σ 2 
θ ( r) + σ 2 

φ ( r) 

2 σ 2 
r ( r) 

, (6) 

here θ and φ are the tangential components of the coordinate
ystem, while σ 2 

i stands for the velocity dispersion of the component
 of the coordinate system. In spherical symmetry, σφ = σ θ . In these
ts, MAMPOSST-PM assumes that the local velocity ellipsoid is an
nisotropic Gaussian, whose major axis is aligned with the spherical
oordinates. 

The expression of the local velocity distribution function involves
he observable components of the velocity dispersion. In the sky
rame aligned with the position of a given star, one has (Strigari,
ullock & Kaplinghat 2007 ) 

2 
POSr ( R | r) = 

[
1 − β( r) + β( r ) 

R 

2 

r 2 

]
σ 2 

r ( r) , (7a) 

2 
POSt ( R | r) = [ 1 − β( r) ] σ 2 

r ( r) . (7b) 

f line-of-sight velocities are available: 

2 
LOS ( R | r) = 

[
1 − β( r) 

R 

2 

r 2 

]
σ 2 

r ( r) (8) 

Binney & Mamon 1982 ). The required radial squared velocity dis-
ersion σ 2 

r ( r) is obtained by solving the spherical Jeans equation with
o streaming motions (Binney 1980 ): 

d 
(
ρσ 2 

r 

)
d r 

+ 2 
β( r) 

r 
ρ( r ) σ 2 

r ( r ) = −ρ( r ) 
G M ( r ) 

r 2 
, (9) 

ssuming a given mass profile M ( r ) and anisotropy profile β( r ) for
 previously determined mass density profile ρ( r ) for the kinematic
racers (here stars). The term ρ σ 2 

r is the dynamical pressure that
ounteracts gravity. 12 We discuss our choices for M ( r ) and β( r ) in
ection 4.1.2 , and our estimate of ρ( r ) in Section 4.1.4 . 
NRAS 514, 806–825 (2022) 

2 In fact, the Jeans equation ( 9 ) is a consequence of the Collisionless 
oltzmann Equation, which considers the incompressibility in phase space 
f the six-dimensional (6D) distribution function (DF). Expressing the DF in 
erms of 6D number, mass or luminosity density, implies that the term ρ in the 
eans equation is the number, mass or luminosity density. For the present case 
f a globular cluster made of stars, it makes more physical sense to reason 
ith mass density. In the absence of mass se gre gation, the mass density is 
roportional to the number density, so the mass density profile is obtained 
rom deprojecting the observed surface number density profile. 

a  

p

1

c
u
β
1

d
1

.1.2 Mass and velocity anisotropy profiles 

n MAMPOSST-PM , the mass profile can be the sum of several
omponents. Here, the GCs al w ays include a component for the
ain-Sequence stars, assuming that the mass density profile of this

omponent follows the number density profile, i.e. that the mean
tellar mass is independent of radius. Ho we ver, Main-Sequence stars
f different mass should follow different distributions in projected
hase space, because of exchanges of energy between stars of differ-
nt masses by two-body relaxation, and also because stars of different
asses are expelled differently in three-body encounters with hard

inaries. This mass se gre gation is difficult to quantify, because the
election effects from confusion vary with stellar magnitude and
ocal surface density in a complicated way. We shall re-discuss mass
e gre gation in section 5. 

We consider four different mass scenarios: (1) no central dark
omponent (i.e. just the Main-Sequence stars); (2) central IMBH;
3) cluster of unseen objects (CUO), and (4) central IMBH plus a
UO. 
While GCs are often modelled with isotropic velocities, isolated

ore-collapsed GCs should have radial anisotropy in their envelopes
Takahashi 1995 ; Tiongco, Vesperini & Varri 2016 ; Zocchi et al.
016 ; Bianchini, Sills & Miholics 2017 ). We therefore performed
any runs of MAMPOSST-PM with freedom in the anisotropy

rofile. 
The anisotropic runs of MAMPOSST-PM used the generalization

hereafter gOM) of the Osipkov–Merritt model (Osipkov 1979 ;
erritt 1985 ) for the velocity anisotropy profile: 

gOM 

( r) = β0 + ( β∞ 

− β0 ) 
r 2 

r 2 + r 2 β

, (10) 

here r β is the anisotropy radius, which can be fixed as the scale
adius of the luminous tracer by MAMPOSST-PM . 13 

.1.3 Likelihood 

n MAMPOSST-PM , the likelihood is written 

 = 

∏ 

i 

p( v i | R i ) , (11) 

here the conditional probability of measuring a velocity v i is the
ean of the local velocity distribution function, h ( v | R, r), integrated

long the line of sight: 14 

( v | R ) = 

2 

�( R ) 

∫ ∞ 

R 

h ( v | R, r) ν( r) 
r √ 

r 2 − R 

2 
d r . (12) 

AMPOSST-PM determines the marginal distributions of the free
arameters and their covariances by running the Markov chain Monte
arlo (MCMC) routine ( COSMOMC , 15 Lewis & Bridle 2002 ). We
enerally use flat priors on the mass and anisotropy parameters,
nd Gaussian priors on the pre-determined surface density profile
arameters (Section 4.1.4 ) and on the bulk motions (Section 4.1.5 ). 
3 Mamon et al. ( 2019 ) and Vitral & Mamon ( 2021 ) found no significant 
hange in models of galaxy clusters and globular clusters, respectively, when 
sing this model for β( r ) compared to one with a softer transition: β( r) = 

0 + ( β∞ 

− β0 ) r/ ( r + r β ), first used by Tiret et al. ( 2007 ). 
4 While the mass density ρ enters the Jeans equation ( 9 ), it is the number 
ensity ν that enters the local velocity distribution function. 
5 https:// cosmologist.info/cosmomc/ . 

https://cosmologist.info/cosmomc/
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for NGC 3201 next to the true data for this cluster. 

17 N free varied from 6 (isotropic model with no central component) to 11 
(anisotropic model with central IMBH plus CUO). 
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.1.4 Priors on the surface density 

n the absence of mass se gre gation, the tracer mass density profile,
( r ) is proportional to the number density profile ν( r ), which is
eprojected from the surface mass density profile, �( R ), using
pherical symmetry. But the surface distribution of kinematic tracers 
s usually incomplete, in particular in the inner regions of the GCs.

e therefore estimate the surface density profile in two steps. 

(i) First, we use Gaussian priors based on MCMC fits of the S ́ersic
S ́ersic 1963 , 1968 ) model surface density profile plus a uniform field
urface density to the distribution of projected radii. For this, we do
ot restrict our sample to the stars whose kinematics we later analyse
ith MAMPOSST-PM , because we noticed in VM21 that kinematic 
ata are increasingly incomplete towards the GC centre. We therefore 
onsider all stars in a magnitude range, but we also emphasize that
patial incompleteness can still strongly affect our results in the 
luster’s centre due to crowdness (Arenou et al. 2018 ), especially for
GC 6397, which is much denser. We try several maximum allowed 
rojected radii, R 

allow 
max and adopt the MCMC means for the log scale

adius and S ́ersic index in the middle of the plateau of R 

allow 
max , where

he means are roughly constant (see the left-hand panel of fig. 10 of
M21). 
(ii) Since MAMPOSST-PM takes into account not only the dis- 

ribution of projected radii, but also kinematic data, a second pass
hat uses it should add more constraints on our fits (and future priors,
onsequently), and decrease the spatial incompleteness intrinsic to 
ur Gaia and HST data (see the previous step). Hence, we run
AMPOSST-PM with these means for the particular case of no 

entral mass and isotropic velocities, 16 using Gaussian priors with 
airly wide uncertainties (0.1 dex in ef fecti ve radius and 0.5 in S ́ersic
ndex), centred on the means of the S ́ersic fits of the first step. 

For each mass model, we then run MAMPOSST-PM with the 
ean and uncertainties on surface density parameters returned by 
AMPOSST-PM in that first run. The data used for the first step

ombines the HST and Gaia data, stitched together in a given 
agnitude range: we used stars fainter than the brightest HST star,
hile brighter than the 95th percentile of magnitudes associated 
ith stars whose PM error was below a fixed threshold, set as the
aximum PM error of our cleaned sample. 

.1.5 Bulk motion and distance priors 

e set Gaussian priors for the bulk proper motion of our data, centred
n the HST offset discussed in Section 3.4.1 , with a width equivalent
o the uncertainty of the offset calculation. The current version of

AMPOSST-PM does not allow for a kinematics distance fit. We 
herefore fix the distance of each GC to those derived by Baumgardt
 Vasiliev ( 2021 ). 

.1.6 Marginal distributions and covariances 

e explored the parameter space to determine marginal distributions 
nd parameter covariances as in VM21. In particular, we used 
ix MCMC chains run in parallel and stopped the exploration of
arameter space after one of the chains reached a number of steps
 steps = 10 000 N free , where N free is the number of free parameters
6 We also tested other mass-anisotropy models to check if the derived priors 
ere too different, which was not the case. 

l
f
r
o

f the model. 17 We discard the 3000 N free first steps of each MCMC
hain, which are associated with a burn-in phase. 

.2 Mock data 

e built mock data sets to test the ability of MAMPOSST-PM to
eco v er central mass excesses, either point-like (IMBH) or extended
CUO). For each GC, we generated four mocks, one with no central
xcess mass, one with an IMBH, one with an extended central mass,
nd one with both IMBH and an extended central mass. 

.2.1 Positions and velocities in a Cartesian frame 

he mocks were constructed with the AGAMA software (Vasiliev 
019a ). For each GC, we used information obtained from our
AMPOSST-PM runs (see Section 5 ): i.e. with the same mass

rofiles as determined by MAMPOSST-PM . Therefore, the GC 

ollowed a S ́ersic profile and the CUO, if present, followed a Plummer
rofile, while the GC Main-Sequence and CUO stars had isotropic 
elocities. The parameters are displayed in the online version of 
able A1. The mean tracer mass of each population (i.e. GC and
UO) is required by AGAMA for the construction of the mock. 

(i) For GC tracers, we estimated the mean mass assuming a power-
aw mass function (MF), d N /d M : 

¯  � = 

∫ m max 

m min 
m [d N/ d m ]d m ∫ m max 

m min 
[d N/ d m ]d m 

= 

m 

α+ 2 
max − m 

α+ 2 
min 

m 

α+ 1 
max − m 

α+ 1 
min 

, (13) 

here 
e used the MF slopes α available at the website of H. Baumgardt, see

ootnote 7), while m min and m max are the minimum and maximum
tellar masses of our data, derived from PARSEC isochrones (see 
ig. 1 ). 
(ii) For CUO tracers, we used the mean mass of the compact

bjects from the Monte Carlo models described in Section 4.4 , up
o twice the 3D half mass radius we derived from the real data with

AMPOSST-PM (Table A1). 

.2.2 Sk y member ship 

e transformed the Cartesian coordinates into astrometric data (i.e. 
, δ, μα, ∗, and μδ) positioned similarly to the studied clusters with

he routine ANGLE.CART TO RADEC from BALROGO . We used the
ame values of cluster centre, mean bulk motion, 18 line-of-sight 
elocity and distance we considered for the true data. 

Next, for each star, we assigned Gaia EDR3 and HST -like
emberships by mimicking the membership of the closest star in 

he true data set. The top panels of Fig. 2 show the mock data used
MNRAS 514, 806–825 (2022) 

We considered the HST bulk motion as calculated in Section 3.4.1 for HST - 
ike stars, and the bulk motion values from Vasiliev & Baumgardt ( 2021 ) 
or the Gaia -like stars. Having two different bulk motions may surprise the 
eader, and we test in Section 5.3.4 the robustness of our results to the choice 
f bulk motions. 
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Figure 2. Mocks: Comparison of our mock data ( left ) and the true data set 
( right ), for NGC 3201. Stars associated with HST are in blue , while the ones 
associated with Gaia EDR3 are in red . The upper panels show the positions 
on the sky, while the lower panels show the dependence of proper motion 
errors with magnitude. The axis limits are the same between mock and data. 
The colours go from faint tones in less populated regions to darker tones in 
more populated regions). 
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19 Since some of our priors are Gaussians, our maximum likelihood parameter 
vectors are really maximum posteriors, but we will refer to these as ‘maximum 

likelihood’ to a v oid confusion with the modes of the marginal parameter 
distributions. 
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.2.3 Proper motion errors 

e estimated proper motion errors in our mock GC stars, separately
or the HST and Gaia EDR3 data sets, according to the following
teps: 

(i) We constructed an empirical cumulative distribution function
CDF) of magnitudes (the original F606W for HST data, and the
onverted G mag to F606W for Gaia ) for the true data, by sorting and
rranging it from zero to one. 

(ii) We interpolated the CDF with the respective magnitudes for
 uniformly distributed array (from zero to one) of length equal the
ock Gaia EDR3 or HST -like data set, which is greater than the

ength of the true data set. This creates a random distribution of
agnitudes following the same shape as the true data. 
(iii) From those magnitudes, we associated an error (both in α and

) by picking the same εα, ∗ and εδ from the star with the closest
agnitude from the true data set. 

n this way, the proper motion errors follow the same trend and
catter with magnitude as the observed ones, as can be seen from the
imilarity of the bottom panels of Fig. 2 . 

(iv) Having those errors, we add them up to the proper motions
y sorting random Gaussian variables with zero mean and standard
eviation equal to the respective error. The original errors are saved
nd taken into account during the mass modelling, when convolving
he velocity distribution function of the tracers. 

Finally, we randomly selected, from each data set, a number
f tracers equal to the amount of respective Gaia and HST stars
rom our true data set, which artificially (and intentionally) adds
ncompleteness to our subset. 

.3 Statistical tools 

e first use Bayesian evidence to compare our four basic models for
ach GC: no excess inner mass, a central IMBH, a CUO, and a combi-
ation of IMBH and CUO. This model selection involves comparing
he maximum log posteriors using a Bayesian information criteria.
NRAS 514, 806–825 (2022) 
e then measure how well the posterior distributions obtained by
AMPOSST-PM on the observations match those obtained on mock

ata constructed to mimic these observations. 

.3.1 Bayesian inference 

e use the corrected Akaike Information Criterion (derived by
ugiura 1978 and independently by Hurvich & Tsai 1989 who
emonstrated its utility for a wide range of models) 

ICc = AIC + 2 
N free (1 + N free ) 

N data − N free − 1 
, (14) 

here AIC is the original Akaike Information Criterion (Akaike
973 ) 

IC = −2 ln L MLE + 2 N free , (15) 

nd where L MLE is the maximum likelihood estimate found when
xploring the parameter space, N free is the number of free parameters,
nd N data the number of data points. We prefer AICc to the other
opular simple Bayesian evidence model, the Bayes Information
riterion (BIC; Schwarz 1978 ), because AIC(c) is more robust for

ituations where the true model is not among the tested ones (e.g.
ur choice of S ́ersic density profiles is purely empirical and not
heoretically moti v ated), in contrast with BIC (Burnham & Anderson
002 ). 
The likelihood (given the data) of one model relative to a reference

ne is 

exp 

(
−AIC − AIC ref 

2 

)
(16) 

Akaike 1983 ) and we assume strong evidence for one reference
odel o v er another whenev er 95 per cent confidence is attained (i.e.
ICc > AICc ref + 6). We consider AICc differences smaller than
.5 (i.e. less than 90 per cent confidence) are usually not enough
o consistently distinguish two models, based on purely statistical
rguments (thus, no astrophysics involved). 

.3.2 Distance on parameter space 

o correctly compare the mass-modelling outputs of the mock
ata and the true, observed data, we also compute the distance on
arameter space from the maximum likelihood 19 solutions of the real
ata and the mock data set. For each free parameter k , we define the
istance between the maximum likelihood solutions λMLE 

ik and λMLE 
jk 

rom the set of chains from the data and mock, C i and C j as 

 ij ( k) = | λMLE 
ik − λMLE 

jk | . (17) 

With this information, we follow the iteration below: 

(i) For each parameter k , select a random value from the chain C i ,
nd another one from the chain C j . 

(ii) Evaluate if the modulus of the difference between these two
alues is greater than 	 ij ( k ). 

(iii) Repeat it 10 6 times. 
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Table 2. Number of compact objects in our CMC Monte Carlo N -body 
models. 

ID BH NS WD WD WD 

[ONeMg] [CO] [He] 
(1) (2) (3) (4) (5) (6) 

NGC 3201 108 334 1954 78501 315 
NGC 6397 0 191 620 31941 73 

Note. Columns are: (1) cluster ID; (2) number of black holes; (3) number 
of neutron stars; (4) number of [ONeMg] white dwarfs; (5) number of [CO] 
white dwarfs; (6) number of [He] white dwarfs. 
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20 The CMC N -body models are intended to provide a basic numerical 
supplement that complements the Jeans modelling constraints. We are not 
claiming to have performed an e xhaustiv e match between the models and 
observed cluster properties, which may include other diagnostics such as 
mass se gre gation measurements (e.g. Weatherford et al. 2020 ), blue straggler 
populations, cataclysmic variables, etc. Such a comparison would be a much 
more intensive endea v our than is intended here. 
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Then, we compute the fraction φ	 k of times where the absolute 
ifference between the random values from C i and C j is greater than
 ij ( k ). If this fraction is high, it means that the distance between

he fits from the mock and true data is small when compared to the
 v erall difference of MCMC chain values. On the opposite, small
ractions (e.g. � 50 per cent ) indicate a disagreement between the fits
f mock and true data. We test this statistic for the free parameters of
 dark central component fit (i.e. mass and scale radius of the dark
omponent) in order to better e v aluate its composition. 

.3.3 AD and KS statistics 

n some cases, the marginal distribution of the posterior might be very
road, indicating higher uncertainties for the maximum likelihood 
olutions. In that case, it is interesting to compare the shapes of the
arginal distributions obtained by MAMPOSST-PM on the mock 

nd observed data sets, to probe the expected contrast between 
ifferent mass models. For this purpose, we used Kolmogorov–
mirno v (Kolmogoro v 1933 ; Smirno v 1939 , hereafter KS) as well
s Anderson–Darling (Anderson & Darling 1952 , hereafter AD) 
tatistics to quantify the disagreement between mock and observed 
arginal distributions of mass and scale radius of a dark central 

omponent. 
Since the KS and AD tests quantify whether two 1D distributions

rise form a single parent distribution, they will be sensitive to 
ny shift between them. We adapt these statistics to compare the 
istribution of shapes without being sensitive to any offset. For this,
e translated (shifted) the two marginal distributions by a proxy 
f their respective median. In practice, we performed the following 
teration three times: 

(i) We first consider only the intersection of the two chains C i and
 j to be compared. 
(ii) We assign this intersection to an auxiliary pair of chains ˜ C i 

nd ˜ C j . 
(iii) We translate the distributions of C i and C j by a respective 

mount of M 

[ ˜ C i 
] 

and M 

[ ˜ C j 
] 
, where M[ x ] is the median of a

istribution x . 

This iteration remo v es undesirable effects on the borders of the
istributions, where there may be artefacts of our choice of priors.
his iteration thus allows a more honest comparison between the 
hapes of the distributions than just a single shift by the difference of
edians, because our distributions can be skewed non-Gaussians 

the median does not necessarily follow the mode of a skewed 
istribution). We considered the intersection of the translated mock 
nd observed marginal distributions of a specific parameter, and 
omputed the KS and AD statistics associated with them. We 
emind that smaller KS and AD statistics relate to a better match
f distributions. 

.4 Monte Carlo N -body models 

o facilitate interpretation of our results, we use Monte Carlo N -
ody cluster models of NGC 3201 and NGC 6397, computed using
he cluster dynamics code CMC (Kremer et al. 2020a ; Rodriguez 
t al. 2022 ). CMC is a H ́enon-type Monte Carlo code that includes
arious physical processes relevant to the dynamical evolution of 
lusters including two-body relaxation, tidal mass loss, and direct 
ntegration of small- N resonant encounters. For strong binary- 
ediated encounters, CMC computes the energy exchange between 

inaries and stars directly, by performing direct N -body integrations 
sing the Fewbody code (Fregeau & Rasio 2007 ), now updated to
nclude post-Ne wtonian ef fects for black hole encounters (Rodriguez 
t al. 2018 ). Although individual distant encounters (with pericentre 
istances much larger than the characteristic hard-soft boundary) 
re not modelled directly, the cumulative effect of many distant 
ncounters is computed as a single effective encounter at each time-
tep using the scheme described in Stodolkiewicz ( 1982 ) and Joshi,
asio & Portegies Zwart ( 2000 ). This method captures the effect of
istant encounters on the cluster as a whole, in particular upon the
wo-body relaxation process. For a detailed and current explanation 
f the methods implemented in CMC , see Rodriguez et al. ( 2022 ,
pecifically Section 2.1 for discussion of the treatment of weak 
ncounters and two-body relaxation, and Section 2.2 for the treatment 
f strong encounters). The Monte Carlo approach employed in CMC 
as been shown to agree well with direct N -body models, especially
ertaining to dynamical evolution of black holes (e.g. Rodriguez 
t al. 2016 ). Finally, by employing the COSMIC single/binary star
 volution code (Brei vik et al. 2020 ), CMC tracks v arious e volution
eatures (including stellar type, mass, radius, luminosity, etc.) for 
ll N stars as the model cluster evolves dynamically. This makes it
traightforward to compute standard observed cluster features from 

he CMC snapshots, in particular surface brightness and velocity 
ispersion profiles, binary fractions, and colour–magnitude diagrams 
e.g. Rui et al. 2021b ). 

Previous studies have identified specific CMC models that match 
ccurately both NGC 3201 and NGC 6397 (using observed surface 
rightness and velocity dispersion profiles as the key diagnostic to 
 v aluate goodness of fit; for details, see Rui et al. 2021b ). For NGC
201, we use the CMC model presented in Kremer et al. ( 2019a ). For
GC 6397, we use the models published in Kremer et al. ( 2021a ) and

lso compute a few additional models in effort to more accurately
atch the compact object distributions inferred from our analysis. 20 

n both clusters, CMC starts with isotropic stellar orbits (e.g. assumes
tandard King profiles as initial conditions; King 1966 ), and despite
hree-body encounters and natal kicks, the models remain roughly 
sotropic o v er time. In Table 2 , we list various features of our best-
tting models for both of these clusters. Fig. B7, provided as online
aterial, also argues in fa v our of the good agreement between our
MC models and the HST data we use. 
MNRAS 514, 806–825 (2022) 
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Figure 3. Velocity anisotropy: MAMPOSST-PM fits of the velocity 
anisotropy, using the gOM parametrization (equation 10 ), as a function of 
the distance (in pc) to the respective cluster’s centre. The colour bar indicates 
the percentile of the MCMC chain post burn-in phase. The black curves 
represent the maximum likelihood solution of our fit. The upper plot displays 
the fits for NGC 3201, while the bottom plot presents the fits for NGC 6397. 
The range of physical radii is set to the range of projected radii in the data we 
analysed. 
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 RESU LTS  A N D  RO BU STNESS  

e ran a total of 48 MAMPOSST-PM fits on the HST plus Gaia EDR3
ata, using different mass models, data cuts, and prior assumptions,
nd we present the main outcome of those runs in the online version
f Table A1. In the following, we present our results on velocity
nisotropy and on the excess of mass in the centre. 

.1 Velocity anisotropy 

ur MAMPOSST-PM fits to the kinematic data allow us to constrain
he radial profile of velocity anisotropy of the visible (main-sequence)
tars. For each mass model, we performed MAMPOSST-PM fits to
he data using, isotropic and gOM velocity anisotropy (equation 10 )
n turn. The online version of Table A1 shows that, for both
Cs, all the free anisotropy runs (labelled as ‘ β( r )’, in the third

olumn) present roughly isotropic shapes, with a slight tendency for
adial anisotropy in the outskirts and tangential anisotropy in the
entre. Ho we ver, the uncertainties in the inner and outer anisotropies
ncompass the isotropic solution. This can be seen in Fig. 3 , which
isplays the radial profiles of velocity anisotropy for the two clusters
ith the CUO mass model. Admittedly, the uncertainties of the outer

nisotropy profile of NGC 3201 are quite large. Yet, AICc Bayesian
vidence prefers the isotropic solution, although the preference is
nly moderate ( 	 AICc ≈ 3 . 5 in both GCs, with 	 AICc = 6 . 9 for
he anisotropic model with both IMBH and CUO compared to the
sotropic one). Thus, given the present quantity of kinematic data in
oth GCs, there is no compelling evidence for anisotropic motions
n either cluster. 

We thus now assume velocity isotropy to better explore other free
arameters such as the central unseen mass. 
NRAS 514, 806–825 (2022) 
.2 Central dark component 

.2.1 MAMPOSST-PM results on observed data 

e now compare, for both clusters, our four mass models using
AMPOSST-PM fits to the kinematic data assuming isotropic

elocities. We first use AICc to compare our mass models. The online
ersion of Table A1 indicates that there is only marginal evidence of
n excess mass in NGC 3201 ( 	 AICc = 3 . 53). On the other hand,
here is very strong evidence for an excess inner mass in NGC 6397,
 AICc = 24, yielding a probability of no mass excess of less than

0 −5 (from equation 16 ). 
Among the remaining three mass models with a central mass

xcess, the Akaike information criterion given in the online version
f Table A1 indicates a very weak preference for a central black
ole in NGC 3201 compared to the second-best model being a CUO
 	 AICc = 1 . 88). This difference is too small to distinguish between
MBH and CUO models. While the preferred mass of the central
lack hole is 825 M �, the 16th percentile of the central black hole
ass is only 209 M �. In summary, there is marginal evidence of an

xcess inner mass in NGC 3201, but while there is weak evidence
n fa v our of an IMBH (of mass between 200 M � and 1050 M �)
elative to a CUO, it is too small to be taken in consideration. This
uggests that we need to consider other indicators to compare the
odels. We will discuss in Section 5.2.2 whether the CUO model fits

roduce marginal distributions of the CUO scale radius that match
hose of MAMPOSST-PM fits to a mock with an IMBH in their
entre. 

For NGC 6397, the best fit IMBH model gives a more constrained
MBH mass between 400 and 700 M �. But AICc leads to a very weak
reference for the CUO o v er the IMBH model ( 	 AICc = 1 . 08),
hich, again, is too small to consider. In summary, there is very

trong evidence for an excess inner mass in NGC 6397, but it is
ifficult to tell whether it is extended or not. 

.2.2 Tests with mock data 

e ran MAMPOSST-PM on our four mock data sets, with isotropic
elocities, realistic proper motion errors, for our four mass models.
n all these MAMPOSST-PM runs, we assumed a CUO mass model,
or reasons that will be clear below. Fig. 4 compares the marginal
istributions of CUO mass and scale radius and their covariance for
he MAMPOSST-PM fit to mock data (light red) to the MAMPOSST-
M fit to the observed data (light blue), both assuming the CUO
ass model. The figure also compares the values of the maximum

ikelihood estimates. 
First, the marginal distributions of CUO mass fit on the mock

ith no central mass excess (left top panels of left corner plots,
n light red) show a significantly different pattern from the true
ata marginal distribution of CUO mass (light blue in same panels),
panning significantly lower masses. On the other hand, for both
lusters, the marginal distributions of the CUO mass obtained on the
hree other mocks with extra inner mass (second, third, and fourth
olumns of panels) show general agreement on the shape of the
arginal CUO mass distributions obtained from the observed data,
ith some fairly small shifts of the peaks. 
The marginal distribution of CUO scale radius is even more

nteresting. For the fit on the mock with no excess mass, the marginal
istribution of CUO scale radius is flat for NGC 3201, suggesting
 CUO scale radius that cannot be determined. For NGC 6397, this
istribution is rising, suggesting a large CUO scale radius of the
rder of the radius of the visible stars. For the black hole mocks,
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Figure 4. MAMPOSST-PM outputs on mock data compared to those on real data: Marginal distributions of the cluster of unresolved objects (CUO) mass and 
2D Plummer half mass radius and their covariances for the true data ( HST and Gaia EDR3) in blue and the mock data (constructed with AGAMA ) in red , for 
NGC 3201 top and NGC 6397 bottom , respectively. The priors are flat for M CUO within the plotted range and zero outside, while they are Gaussian for the scale 
radii, centred on the middles of the panels and extending to ±3 σ at the edges of the panels, and zero beyond. The arrows indicate the respective best likelihood 
solutions of the Monte Carlo chains. The mock data prescription is, from left to right : No central dark component (Nothing); a central black hole alone (BH); a 
central CUO (CUO); and both a central black hole and CUO (BH + CUO). The mocks were constructed with the best values of each respective isotropic mass 
model from the online version of Table A1. The fits alone indicate preference for a CUO in NGC 6397 and for a central mass excess in NGC 3201, without 
strong distinction between extended and point-like scenarios (see the text for details). 
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he CUO scale radius marginal distributions also show a different 
attern than what is observed: for both clusters, it fails to reproduce
he peak in the marginal distribution of CUO scale radius obtained 
n the observed data: this is very striking for NGC 6397, but is also
isible for NGC 3201. On the other hand, as expected, the marginal
istributions of the CUO scale radius obtained on the CUO mocks 
re consistent with those obtained on the data. 

Whether or not the CUO model is the correct mass model, one
xpects that the marginal distributions of the CUO scale radii should 
ave similar shapes when comparing those obtained on a mock that 
epresents the observed data and those directly obtained from the 
ame data. The marginal distribution of CUO scale radii obtained 
rom our CUO fits should therefore be a sensitive discriminator 
etween single BH and a CUO, with no peak or a clear peak in
he distribution of CUO scale radii, respectively. Although AICc 
based on likelihood) provides a global score for a particular model, 
t misses the differences in the marginal distributions of CUO 

cale radii, which appear to be the critical aspect to differentiate 
lack hole and CUO scenarios. In AICc, the differences of these 
arginal distributions are blurred by small differences in the marginal 

istributions of the structural properties of GC stars. We therefore 
a v our the comparison of CUO marginal distributions between mock 
nd observed data to using AICc, and will hereafter omit model
omparisons based on AICc. 

The large discrepancy noted between the CUO mass and scale 
adii marginal distributions between the mock data with no-inner- 
xcess-mass and the observed data indicates that this model is ruled
ut by these MAMPOSST-PM fits. Similarly, the lack of a peak
n the marginal distributions of CUO scale radii for the black hole
ock, for both GCs, suggests that the data prefers an extended extra
ass (CUO) compared to a point-like central mass (BH) for both
Cs. This indicates that the comparison of marginal distributions 

s a more sensitive tool for model selection than the comparison of
ikelihoods with AICc Bayesian evidence. 

We quantify the preferences mentioned abo v e in Table 3 , with the
tatistical indicators presented in Section 4.3 . We first notice that in
oth clusters, models without a central dark mass (‘Nothing’) are 
uickly ruled out, given their very different maximum likelihood 
olutions (small percentages in column 3) and disagreeing marginal 
hapes (high values in columns 5 and 7) concerning the mass fit. 

We compare the remaining three dark mass models by analysing 
olumn 4 to see how distant the maximum likelihood scale radius
olutions are, and also columns 6 and 8 to compare the scale
adius marginal distributions. The two clusters display extremely 
MNRAS 514, 806–825 (2022) 
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Table 3. Main statistical tests used for model selection. 

Cluster ID Mock φ φ AD AD KS KS 
model M dark r dark M dark r dark M dark r dark 

(1) (2) (3) (4) (5) (6) (7) (8) 

NGC 3201 Nothing 6% 84% 18 346 1709 0.229 0.070 
NGC 3201 BH 73% 20% 1307 317 0.045 0.027 
NGC 3201 CUO 90% 82% 7778 208 0.127 0.026 
NGC 3201 BH + CUO 63% 38% 13 979 979 0.179 0.058 
NGC 6397 Nothing 33% 59% 56 540 29 034 0.412 0.290 
NGC 6397 BH 63% 11% 15 783 50 704 0.148 0.361 
NGC 6397 CUO 76% 77% 1678 22 912 0.050 0.219 
NGC 6397 BH + CUO 44% 47% 333 8459 0.022 0.150 

Note. Columns are: (1) cluster ID; (2) mass model assigned to the mock 
data; (3) fraction of chain elements that present absolute dark mass distances 
greater than the distance between the mock and true data fit’s best solutions 
– higher values indicate good agreement between the mock and true data fits; 
(4) same than (3), but considering only the dark radius; (5) AD statistic, for 
M dark – high values indicate poor matches; (6) AD statistic, for r dark ; (7) KS 
statistic, for M dark – high values indicate poor matches; (8) KS statistic, for 
r dark . 
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Figure 5. Error threshold test: Similarly to Fig. 4 , we present the corner 
plot of the logarithm of the cluster of unresolved objects (CUO) mass and 
2D Plummer half mass radius for the true data ( HST and Gaia EDR3) in blue 
and the mock data (constructed with AGAMA ) in red , for NGC 3201. In this 
case, the true data’s maximum error threshold was set as half of our standard 
choice (see Section 3.3 ) and the mock data was constructed with a CUO 

prescription based on the standard case, but with the error budget similar to 
the new true data. This test helps one to check if the eventual non-detection 
of a central component is likely due to the lacking of such component or to 
a too conserv ati ve data cleaning (here, limiting too much the error threshold, 
thus forcing incompleteness). 
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nsatisfactory agreements for the case with a central black hole alone
‘BH’) in column 4, and poor agreements for the case with both a
UO and a black hole (‘BH + CUO’). The best match of shapes is for

he CUO model in NGC 3201, followed by a ‘BH + CUO’ model. In
GC 6397, this trend is inverted, but the reader should keep in mind

hat the ‘BH + CUO’ case for this cluster consists of a ∼ 750 M �
UO, with a black hole of only ∼ 20 M �, hence nearly a CUO case
ctually. 

Therefore, our comparisons between MAMPOSST-PM fits of
ock and observed data yield robust evidence for a dark central
ass in both clusters. While in NGC 3201 we have reasonable, but

ot strong arguments to defend that this mass is extended, the case
or NGC 6397 is more straightforward, with robust evidence for an
xtended mass, in agreement with previous fits from VM21. 21 Among
he online material we provide, we display once again the comparison
f marginal distributions for mock and observed data, now adding
he structural parameters of the GCs (i.e. S ́ersic index and scale
adius, and total cluster mass). One also sees an excellent agreement
etween the marginal distributions obtained by MAMPOSST-PM on
he two data sets (the GC ef fecti ve radii differ by less than 0.02 dex).

.3 Robustness 

.3.1 Error threshold 

he choice of error threshold (Section 3.3 ) when cleaning the
bservational data set can affect the conclusions of our analysis. The
dvantage of adopting a liberal (high) maximum allowed PM error
s to increase the size of the data set analysed by MAMPOSST-PM ,
hich handles the observed PM errors. Ho we ver, if the maximum

llowed error is large, in comparison with the PM dispersion (i.e. POS
elocity dispersion, after incorporating the distance), then o v eresti-
ated errors will lead to underestimated true PM velocity dispersions

nd masses. Conversely, if the PM errors are underestimated, then
e would o v erestimate the true dispersions. If the high density of the

entral areas leads to confusion, the systematic errors may indeed be
NRAS 514, 806–825 (2022) 

1 We notice ho we ver, that in VM21, their extended mass was roughly twice 
ore massive and twice more dif fuse. This dif ference could be related to a 

ess complete data set in VM21 and a less conserv ati ve data cleaning. 

o  

b
 

o  

c  
nderestimated in the inner regions, and may lead one to conclude to
 spurious extended central mass (i.e. CUO). We therefore also ran
AMPOSST-PM using data sets filtered more conserv ati vely, where

he data are cleaned with half of our standard error threshold. 
The online version of Table A1 also displays the MAMPOSST-PM

ts when the data is cleaned with half of our standard error threshold.
he best-fitting black hole and CUO masses, as well as CUO radii
f NGC 6397 remain roughly the same, attesting the robustness
f the presence of a CUO. On the other hand, the analogous best-
tting parameters of NGC 3201 predict lower central masses (black
ole or CUO) and lower CUO scale radii, with a lower mass limit
lso equi v alent to the mass of a single stellar-mass black hole. The
ifference between the two clusters is predictable, since NGC 3201
s a more distant cluster, leading to higher proper motion errors (and
herefore more affected by a lower error threshold). 

Are the differences in maximum likelihood CUO parameters for
GC 3201 between the standard and lower PM error thresholds

aused by shot noise or by the lack of an inner dark component?
e investigated this more closely with extra mock data sets. We

onstructed them with using the fits from models 1, 2, 3, and 4 of
he online version of Table A1 (i.e. the fits of the data with the
tandard error threshold), but with an error budget and completeness
imilar to the HST plus Gaia EDR3 data set with half of our standard
rror threshold (the procedure was the same as the one described in
ection 4.2 ). This more conserv ati ve error threshold leaves us with
176 HST stars for NGC 3201 and with 5510 HST stars, and 1551
aia stars for NGC 6397. We next ran MAMPOSST-PM on these
ocks with a CUO model and compared the marginal distributions

f the CUO parameters for the mock data and the true data (again,
oth with these conserv ati ve error thresholds). 
In Fig. 5 , one clearly sees that the more conserv ati ve data cleaning

f NGC 3201 affects considerably the detection of a central dark
omponent in tw o w ays. First, while the marginal distribution of true
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Figure 6. Error–magnitude relation: Same as the lower right-hand panel of 
Fig. 2 , adding NGC 6397, a log y -axis scale and physical velocity uncertainties 
given together with PM uncertainties. 
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UO mass retains a peak, with a mass three times lower than obtained
ith the liberal threshold, that of the mock CUO mass is shifted to

ower masses without a peak (we observed the same behaviour for
he black hole mass from a black hole mock). Secondly, the marginal
istributions of CUO radius are flat for both mock and observed data,
hile the corresponding marginal distributions in the analyses of the 
ock and observed data with the liberal PM error threshold had clear

eaks (Fig, 4 ). This suggests that the conserv ati ve data is too sparse
o conclude on the mass and extent of a central component. 

Fig. 5 helps to argue that a non-detection of a central mass in
he more conserv ati ve data cleaning cannot be attributed to the lack
f such a CUO component in NGC 3201, as mock data shows that
n existing ∼1200 M � component has its signatures erased by an 
ncompleteness similar to the one of our more conserv ati ve data set.
n fact, setting this smaller error threshold for NGC 3201 reduces 
ts number of tracers (stars) to less than half of the less conserv ati ve
ase, and ef fecti v ely remo v es all Gaia stars from the subset. 

Finally, we tested if the mass peak observed for the data could be
ue to underestimated PM errors in the cluster’s inner regions, caused 
y systematic errors from confusion in these dense regions. Indeed, 
n underestimation of PM errors will lead to o v erestimated plane-of-
k y v elocities, and therefore an o v erestimated, e xtended inner mass.
e constructed mocks similarly to the ones in Fig. 4 , but set the

ctual PM uncertainties to be 10 per cent higher than the values that
ere previously provided to MAMPOSST-PM , inside a projected 

adius of two times the length of the CUO scale radius we fitted. The
utcome of these extra runs are shown in Fig. B3 (provided as online
aterial). The figure shows that a central mass o v erestimation due

o 10 per cent underestimated PM errors is insufficient to mimic a
ignal of a ∼ 1000 M � central mass, with a peak in M CUO as clear as
he one observed in the data. We repeated the analysis for 20 per cent
nderestimated errors and retrieved the same results. This indicates 
hat our standard data cleaning is not so liberal as to allow a false
etection of an inner, possibly extended, dark mass. 

.3.2 Mass se gre gation 

 possible worry when modelling GCs is the presence of mass seg-
egation, which implies different dynamics and stellar distributions 
or stars having different mass ranges. However, the presence of 
ystematics and uncertainties in the data might erase some imprints 
rom this se gre gation, so one should balance if the effort to consider
ass se gre gation when solving the Jeans equation is worth it. 
For instance, due to energy equipartition, one can naively estimate 

he amplitude of mass se gre gation effects on the velocity dispersion,
y assuming the relation σi /σj ≈

√ 

m j /m i , where σ is the velocity 
ispersion and m is the mass of two classes of objects ( i and j ) of
ifferent masses. With the masses derived from our PARSEC fits, we 
an thus use typical mass ratios within our data set, for each cluster,
o probe the expected change in the velocity dispersion profiles of
ur clusters. 
Fig. B1 (provided as online material) shows extreme mass ratios in 

ur data of 1.58 and 2.28 for NGC 3201 and NGC 6397, respectively.
he typical mass ratio of a bright and faint component would 

oughly correspond to the ratio of 75th to 25th percentiles. These 
re 1.22 and 1.18 for NGC 3201 and NGC 6397, respectively. The
orresponding mass se gre gation effects on the velocity dispersions 
ill amount to ( σ2 /σ1 − 1 ) σ = 

[
( m 1 /m 2 ) 1 / 2 − 1 

]
σ . Considering 

ypical values of 0.2 mas yr −1 and 0.4 mas yr −1 for the velocity
ispersion profiles of NGC 3201 and NGC 6397, respectively (see 
g. A1 from Vasiliev & Baumgardt 2021 ), this yields of the order
.022 mas yr −1 and 0.036 mas yr −1 effects from mass se gre gation.
ore sophisticated analyses, from N -body simulations, lead to even 
eaker mass se gre gation, with a shallower relation between velocity
ispersion and stellar mass, with a typical slope shallower than −0.2
nstead of −1/2 (Trenti & van der Marel 2013 ; Bianchini et al. 2016a ),
nducing even smaller changes in PMs. 

Fig. 6 shows the PM errors as a function of apparent magnitude
or the two GCs. The shifts in PM caused by mass se gre gation are
o low that they are not included in the figure panels. Therefore, the
ass se gre gation effects are smaller than all the PM errors. 
As a matter of fact, it has been shown in Vitral & Mamon ( 2021 )

ith similar data that, when modelling NGC 6397 with a single mass
omponent and two mass populations, the estimated masses agreed 
ithin the 1 σ error bars and the respective density profiles related

uch that the prescriptions of the single component fits were alike
he ones of the brightest component of the two population fits. Based
n these results and on the numbers giv en abo v e, we argue that for
GC 6397, our results should not drastically change if accounting 

or mass se gre gation in our fits. NGC 3201, which has a shallower
nner surface density profile compared to NGC 6397, should be less
ynamically evolved and show even less segregation. 

.3.3 Differ ent centr es 

ur standard MAMPOSST-PM fits assumed a GC centre calculated 
rom Gaia EDR3 with BALROGO , but other measurements of centre
xist (e.g. Goldsbury et al. 2010 ; Gaia Collaboration et al. 2018b ). In
articular, a wrong centre could for instance privilege a CUO over a
ingle black hole, as the velocity dispersion would have an increase
owards higher radii, a characteristic sign of a CUO component. 

Thus, we fitted the same data set using the centres of Goldsbury
t al. ( 2010 ), and as it can be seen in the online version of Table A1,
he CUO prescriptions are roughly similar, within the error bars. We
herefore argue that our fits are robust considering our choice of GC
entre. 
MNRAS 514, 806–825 (2022) 
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Figure 7. Comparison between MAMPOSST-PM fits and CMC dynamical simulations: mass versus half-mass radius of the subcluster of unresolved objects 
(CUO) for NGC 3201 ( left ) and for NGC 6397 ( right ). In each panel, the black cross indicates the position of the maximum likelihood solution of MAMPOSST- 
PM , while the MAMPOSST-PM joint probability distribution function (PDF) is linearly colour-coded from grey to orange. Also, in each panel, the black plus 
sign indicates the CUO mass and scale radius (containing half the projected mass) of the CMC simulation snapshot whose surface brightness and velocity 
dispersion profiles match best the observations, when the CUO is that of the dominant compact component (black holes for NGC 3201 and [ONeMg] white 
dwarfs for NGC 6397). Other compact objects can also contribute to the subcluster, especially in NGC 6397, but they end up mixing themselves within the stellar 
component (thus, not forming a subcluster), so the MAMPOSST-PM fits of scale radius might be affected. For that reason, we also show the case considering all 
compact remnants ( green plus sign ): the mass is still that of the main CUO component (black holes or [ONeMg] white dwarfs), but the scale radius corresponds 
to where the mass contribution of all compact remnants from the CMC simulation snapshot reaches half of the CUO mass found by MAMPOSST-PM (the radii 
are projected half-mass radii, estimated from the 3D half-mass radius, converted to projected assuming a Plummer model). 

5

W  

H  

p  

G  

c
 

b  

&  

d  

t  

o  

r

5

T  

w  

b  

i  

b  

C  

s  

b  

i
 

r  

c  

b  

2

b

p  

W  

t  

s  

C  

s  

b  

w  

a
 

t  

N  

[  

t  

I  

i  

P  

C  

F  

m  

i  

b  

w  

t  

t  

t  

P  

c
 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/514/1/806/6604208 by C
N

R
S user on 24 M

arch 2023
.3.4 HST bulk proper motion 

e finally address the question if the bulk proper motion we set for
ST could have affected our modelling. Since the HST data bulk
roper motion was slightly different from the bulk motion of our
aia EDR3 data, one could reasonably wonder that strange effects

ould be observed in our fits. 
Hence, we also performed fits with the bulk HST proper motion

eing set as the same Gaia EDR3 bulk motion shared in Vasiliev
 Baumgardt ( 2021 ) for NGC 3201 and NGC 6397. These fits are

isplayed in the online version of Table A1 and the reader can see that
he fits show no significant difference with respect to the standard
nes. Thus, once again we argue that our fits are robust, now with
egard to the choice of bulk proper motion of HST stars. 

.4 Comparison with CMC models 

he analysis of the internal kinematics of core-collapsed NGC 6397,
ith a code such as MAMPOSST-PM , may miss important priors set
y the full, complex dynamics of the clusters. Dynamical simulations
ncorporating the small-range dynamical processes should therefore
e used to complement our Jeans modelling. We then selected Monte
arlo simulations from CMC according to Section 4.4 , and picked the

napshot whose surface brightness and velocity dispersion profiles
est match the observed ones. For NGC 6397, this best snapshot was
n one of the new models that were run. 22 

Fig. 7 shows the distinctive match of the CUO mass and scale
adius, between our MAMPOSST-PM mass-modelling fits (black
ross) and from the snapshot of the CMC Monte Carlo simulation that
est matches the observed surface brightness and velocity dispersion
NRAS 514, 806–825 (2022) 

2 The new model was similar to the ones presented in Kremer et al. ( 2021a ), 
ut with a slightly smaller initial size for the cluster. 

a  

c  

c  

t  

i  
rofiles (black plus sign) for NGC 3201 (left) and NGC 6397 (right).
e are able to find CMC simulations that predict a CUO mass

hat agrees well with those found by MAMPOSST-PM , attesting
imultaneously the good performances of both MAMPOSST-PM and
MC , which are completely different methods arriving at roughly the
ame result. The match of CUO scale radius is also very good for the
lack hole population in NGC 3201, but less good for the [ONeMg]
hite dwarf population in NGC 6397, with the simulations predicting
 scale radius roughly five times greater. 

This scale radius issue can be explained as follows. As shown in
he lower right-hand panel of Fig. 8 , the unresolved population in
GC 6397 is composed of two white dwarf components ([CO] and

ONeMg]). The [CO] white dwarfs follow a density profile close to
he resolved stars and eventually mix up with the stellar component.
n contrast, the [ONeMg] white dwarfs are much more concentrated
n the inner regions. It is therefore natural that when MAMPOSST-
M fits a single clustered dark population, it gets confused if the
UO is made of several components with different density profiles.
or that reason, we also highlight in Fig. 7 the CUO half projected-
ass radius when considering all compact remnants (green plus sign)

nstead of the major one (black plus sign). The match is indeed much
etter for NGC 6397. The difference is not significant for NGC 3201,
hose black hole population strongly dominates the mass excess in

he centre (see Fig. 8 ), and tends to eject other less massive remnants
hrough dynamical interactions. We also provide, as online material,
he comparison of cumulative mass profiles from our MAMPOSST-
M fits of a dark subcluster and from their respective stellar remnant
ounterpart in our CMC models (Fig. B8). 

All in all, our Monte Carlo simulations provide a remarkable
greement with our MAMPOSST-PM fits, and argue in fa v our of a
entral extended mass excess in both clusters, instead of a single
entral IMBH (or even an IMBH plus a CUO). While in NGC 6397,
he CUO is likely to be formed by [ONeMg] white dwarfs with a still
mportant contribution from [CO] white dwarfs (although these are
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Figure 8. The effects of core-collapse: Comparison between NGC 3201 ( left ), a cluster which has not yet experienced core-collapse, and NGC 6397 ( right ), 
a classic example of a cluster in a post core-collapse state. The upper panels display the surface density profiles of both clusters, from Gaia EDR3, using the 
same range of absolute magnitudes. The angles are converted to distances with the values displayed in Table 1 as a function of projected radius R . A uniform 

contribution from Milky Way interlopers (from fits with BALROGO ) is subtracted. The error bars are a quadratic sum from the Poisson errors plus the errors on 
the fits. We also display a dashed transparent-blue line at our best-fitting R e scale radius (cf. Table A1). The lower panels show the contribution in mass (M �) 
from each compact object (remnant) as a function of the 3D distance from the cluster’s centre (in pc), obtained from CMC models Kremer et al. ( 2019a , 2021a ), 
in addition to a grey line depicting our best MAMPOSST-PM mass fit of a subcluster of unseen objects (i.e. M CUO ). The correspondences for each remnant 
are solid black : black holes; loosely dotted brown : neutron stars; dashed green : [ONeMg] white dwarfs; dashed–dotted red : [CO] white dwarfs; densely dotted 
purple : [He] white dwarfs. This illustrates that a collapsed population of stellar-mass black holes is a plausible explanation to the delay of core-collapse in 
globular clusters. 
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ore extended), NGC 3201’s CUO is mostly formed by stellar-mass 
lack holes. 

 DISCUSSION  A N D  C O N C L U S I O N S  

.1 Comparison to the analysis of Vitral & Mamon ( 2021 ) 

e now compare our MAMPOSST-PM results for NGC 6397 to 
hose that were previously found by VM21. In this comparison, 
e take into account the different adopted distances to NGC 6397: 
.39 kpc by VM21 and 2.48 kpc now. Both physical size and plane-
f-sk y v elocities scale as distance, for gi ven observ ations in angular
istance – proper motion phase space. Since the mass at given radius
cales approximately as radius times squared plane-of-sky velocity 
ispersion, it then scales as the cube of the distance. Therefore, one
ay expect that the new masses are (2.48/2.39) 3 = 1.12 greater than

he old ones. 23 

The total mass and stellar ef fecti ve radius of NGC 6397 are similar
o what was previously found by VM21. Indeed, VM21 found a 

ain-Sequence mass of 1 . 16 × 10 5 M � for their best (lowest AICc)
odel (with two Main-Sequence components) and 8 per cent lower 
3 Indeed, we ran extra fits assuming a lower distance to check that this scaling 
actor is applicable, within the error bars. 

V

d  

w  
or their single main-sequence best-fitting model (again with a CUO). 
e now find a main-sequence mass of 1 . 13 × 10 5 M �, which would

e 1 . 01 × 10 5 M � had we adopted the same distance to NGC 6397
s VM21, which is 6 per cent lower than the single main-sequence
ass of VM21. The cluster ef fecti ve radius has decreased from 5.31

rcmin in VM21 (for their single mass model) to 4.91 arcmin now,
.e. 8 per cent lower. 

On the other hand, the CUO properties of NGC 6397 have changed
ppreciably in comparison to those previously found by VM21. 
reviously, we had found a mass of 1720 + 280 

−670 M � for the best two-
omponent main-sequence model, while we now find 807 + 123 

−323 M �, 
.e. 2.1 times lower, or 2.4 times lower when factoring in the different
dopted distance. The CUO radius of slope −2 was 0 . 11 + 0 . 02 

−0 . 04 arcmin
n VM21, which corresponds to an ef fecti ve radius (of half projected

ass) 
√ 

3 / 2 higher, i.e. R e = 0 . 135 + 0 . 025 
−0 . 005 arcmin. The new CUO

f fecti ve radius is R e = 0 . 041 + 0 . 007 
−0 . 037 pc = 0 . 057 + 0 . 010 

−0 . 051 arcmin, for the
dopted distance to NGC 6397. Thus, the new CUO radius is
.4 times lower than the old one, and now has a poorly constrained
ow-end tail (see light blue shaded regions of the lower panels of
ig. 4 for r CUO ). Combining the new mass and radius, leads to a
ew mean CUO density that is roughly six times denser than that of
M21. 
These differences in CUO properties are the consequences in 

ifferences in the new data sets from Gaia , and especially HST ,
hose much more precise PMs compared to Gaia (Fig. 6 ) are used to
MNRAS 514, 806–825 (2022) 
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robe the GC inner mass profile. Although we now use HST PMs with
onger baselines (up to nearly 10 years instead of 5.5), which should
ead to smaller PM errors, we turn out having three times higher
M errors for the brighter stars (17 < F606W < 19) compared

o VM21 (compare the lower panel of Fig. 6 with the fig. 3 of
M21). These higher errors are caused by the correspondingly higher

stimated systematic errors, produced by our careful re-calibration.
his explains why we are no longer able to set a secure lower limit

o the CUO radius of NGC 6397. 
Nevertheless, our conclusions on NGC 6397 are qualitatively

imilar to those of VM21: the orbits are close to isotropic and the
ass excess is very significant, with good evidence for it being

xtended (but not as strong as found by VM21). 

.2 Core-collapse: white dwarfs versus black holes 

he mass-orbit modelling analyses of VM21 and in this paper detect
nd fit a small extended inner mass excess in the centre of NGC 6397.
n the basis of the initial mass function and simple stellar evolution,
M21 argued that the inner mass excess may be dominated by stellar-
ass black holes if these a v oided merging and escaping from the
omentum acquired by the anisotropic emission of gravitational
aves. Ho we ver, they did not consider the importance of black
ole ejection from dynamical interactions, nor that a large black
ole population is inconsistent with the core-collapsed structure of
GC 6397 (Rui et al. 2021a ). 
As discussed in Section 1 , once formed, black hole mass se gre gate

o the centres of their host clusters, creating a black hole subsystem.
nce a central black hole subsystem forms (typically on � 100 Myr

ime-scales), black hole–black hole binaries 24 within this subsys-
em begin to undergo binary–single and binary–binary dynamical
ncounters with single black holes and other binary black holes,
espectively, on O( Myr ) time-scales. On average, these dynamical
ncounters lead to hardening of the black hole binaries (e.g. Heggie
975 ). Conservation of energy requires that this dynamical hardening
s accompanied by an increase in kinetic energy of the single and
inary black holes involved: the single and binary black holes receive
ynamical ‘kicks.’ Inevitably, the consequence of many of these
ynamical encounters is for nearly the entire black hole population
both singles and binaries) to be ejected from their host cluster (e.g.
 ulkarni et al. 1993 ; Porte gies Zwart & McMillan 2000 ; Morscher

t al. 2015 ; Wang et al. 2016 ; Askar et al. 2018 ; Kremer et al. 2020c ).
Although the dynamical ejection of all black holes is expected to be

he ultimate fate of all GCs, not all clusters ha ve ev olved sufficiently
ong to have reach this state. Kremer et al. ( 2020a ) showed that the
nitial size at given mass of a GC impacts considerably its dynamical
nd evolutionary time-scales, with denser clusters evolving faster
nd thus ejecting their black holes faster. Furthermore, while present
n a cluster, the dynamical activity of stellar-mass black holes
ump energy into their host cluster’s luminous stellar population,
reventing cluster core collapse (Merritt et al. 2004 ; Mackey et al.
007 ; Breen & Heggie 2013 ; Askar et al. 2018 ; Kremer et al. 2019a ,
020a ; Weatherford et al. 2020 ). This implies that non-core-collapsed
lusters have yet to eject their full black hole population, while core-
ollapsed clusters should contain a negligible number of stellar-mass
lack holes. In the absence of black holes in the latter case, the inner
NRAS 514, 806–825 (2022) 

4 Black hole binaries can form from the evolution of primordial massive 
tellar binaries in the cluster or through the three-body binary formation 
echanism, involving three single black holes (e.g. Binney & Tremaine 

008 ; Iv anov a et al. 2010 ; Morscher et al. 2015 ). 

2

e
i
r

egions of core-collapsed clusters are expected to be dominated by
hite dwarfs, the next most massive stellar population. 25 

Since NGC 6397 is a core-collapsed GC (Djorgovski & King
986 ), its inner mass should be dominated by white dwarfs instead
f by stellar-mass black holes. This idea was recently confirmed by
remer et al. ( 2021a ), who found that the observed surface brightness

nd velocity dispersion profiles of NGC 6397 were ef fecti vely
eproduced by core-collapsed CMC models that included an inner
opulation of hundreds of [ONeMg] white dwarfs (with mean mass
f 1 . 3 M �). On the other hand, the dark central mass in NGC 3201 is
onsistent with a population of roughly 100 stellar mass black holes,
ith a mean mass of 13 M � (Kremer et al. 2018b , 2019a ), which is

onsistent with the non-core-collapsed status of this cluster. 
To illustrate this trend, we plot in the upper panels of Fig. 8 , for

ach GC, the surface number density of Gaia EDR3 stars obtained
fter subtraction of the constant surface number density of Milky
ay field stars of the same range of absolute magnitudes, obtained

y BALROGO fits. We clearly observe that NGC 6397 is a much denser
luster, with a steep inner slope at roughly 10 −1 pc, characteristic of
 post core-collapse cluster. In contrast, NGC 3201 has a visible
niform, lower density core, with no signs of core-collapse. 
Given these different surface density profiles, it is not surprising

hat the compact object population in each cluster is considerably
ifferent, as seen in the lower panels of Fig. 8 . For NGC 3201, the
est-fitting CMC snapshot shows a dominance of black holes: This is
lso in agreement with the recent analyses of Giesers et al. ( 2019 ),
ho predicted a population of roughly 50 black holes at present in
GC 3201, and Aros et al. ( 2021 ), who showed (see their figure D1)

hat the binary fractions in NGC 3201 are more consistent with a
ubcluster of stellar-mass black holes than with a single IMBH. The
lack holes in NGC 3201 prevent other components from sinking
urther to the cluster’s centre, thus delaying gravitational collapse.
n the other hand, the compact object population in NGC 6397 is
early devoid of black holes, with a predominance of [CO] white
warfs, and a main subcluster formed of [ONeMg] white dwarfs,
ollowed by a subcluster of neutron stars roughly five times less
assive. 

.3 Astrophysical implications of black hole/white dwarf 
ubclusters 

he presence of black hole subclusters and, at late times after their
ost clusters have undergone core-collapse, white dwarf subclusters
eads naturally to a number of interesting astrophysical implications.
n both scenarios, compact object binaries form through both three-
ody encounters (e.g. Morscher et al. 2015 ) and binary exchange
ncounters. Once formed, these compact object binaries harden
hrough subsequent dynamical encounters (e.g. Heggie 1975 ) until,
ltimately, they either merge or are ejected from their host cluster
fter attaining a sufficiently large dynamical recoil kick. For black
ole subclusters, this process yields black hole–black hole binary
ergers which are detectable as gravitational sources by instruments

uch as LIGO/Virgo (Abbott et al. 2016 , 2021 ). A number of recent
nalyses have demonstrated that the black hole binary mergers that
ccur in typical dense star clusters occur at rates comparable to the
ocal universe rates predicted from the latest LIGO/Virgo results
5 Of course, neutron stars likely have comparable masses to white dwarfs (or 
ven slightly larger masses). However, white dwarfs dominate overwhelm- 
ngly by number (see Fig. 8 ), and thus are expected to dominate the central 
egions. 
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e.g. Rodriguez et al. 2021 ). Furthermore, the dynamical processes 
perating in black hole subclusters enable the formation of black 
ole mergers with components in the proposed pair-instability mass 
ap (e.g. Rodriguez et al. 2019 ; Di Carlo et al. 2020 ; Kremer et al.
020c ; Gerosa & Fishbach 2021 ) which may be difficult to produce
hrough alternative formation channels. Black hole subclusters are 
xpected to also lead to the formation of compact black hole–
uminous star binaries (e.g. Kremer et al. 2018a ) similar to those
etected in a number of MW GCs (e.g. Strader et al. 2012 ; Giesers
t al. 2019 ) as well as stellar-mass tidal disruption events (e.g. Perets
t al. 2016 ; Kremer et al. 2019b , 2022 ), which may be detectable
s bright electromagnetic transients by both current (e.g. Zwicky 
ransient Facility; Bellm et al. 2019 ) and upcoming (e.g. Vera 
ubin Observatory; LSST Science Collaboration et al. 2009 ) all- 

k y surv e ys. 
In the case of core-collapsed clusters like NGC 6397 that are 

 xpected to hav e ejected nearly all of their black holes and host
nstead a compact subcluster of white dwarfs, the formation of 
nspiralling white dwarf–white dwarf binaries is the natural outcome 
e.g. Kremer et al. 2021a ). As they inspiral, these binaries may be
etectable as millihertz gra vitational-wa ve sources by instruments 
uch as LISA (Amaro-Seoane et al. 2017 ). At merger, they may be
etectable at decihertz frequencies by proposed instruments such as 
ECIGO (e.g. Arca Sedda et al. 2020 ). Depending on the uncertain
etails of white dwarf merger physics, these mergers may plausibly 
ead to Type Ia supernovae (e.g. Webbink 1984 ), rejuvenated massive 
hite dw arfs (e.g. Schw ab 2021 ), or, in the event of collapse, young
eutron stars (e.g. Nomoto & Iben 1985 ). Neutron stars formed 
hrough the latter scenario may be observable in old GCs as young
ulsars (e.g. Boyles et al. 2011 ; Tauris et al. 2013 ) and may potentially
e the source of fast radio bursts similar to FRB20200120E in a GC
n M81 (Bhardwaj et al. 2021 ; Kirsten et al. 2022 ; Kremer, Piro &
i 2021b ; Lu, Beniamini & Kumar 2022 ). 

.4 Summary and prospects 

e provide the first comparative analysis, based on both observations 
using Gaia EDR3 and HST proper motions) and simulations, 
etween the subclustering of compact objects in a non-core-collapse 
luster (NGC 3201) and a classic core-collapse one (NGC 6397). Af-
er confirming previous detections from a clustered dark population 
n NGC 6397, we associate this signal to hundreds of massive white
warfs, instead of stellar mass black holes. Furthermore, our analysis 
f NGC 3201 is the first to provide compelling evidence of a dark
entral component of ∼1000 M � from mass-orbit Jeans modelling 
n this cluster, and although our fits alone yield no more than mild
vidence for a subcluster of stellar-mass black holes instead of a 
entral IMBH, we use Monte Carlo N -body simulations to robustly
onstrain this mass as the former case, by finding very good matches
etween the structural parameters from this dark component in our 
ts and in the simulations. 
With the promising horizons of black hole searches in the next 

ecade (see Greene et al. 2019 ), we can expect that proper motion
easurements from ground-based telescopes such as the Extremely 
arge Telescope (ELT) will provide even tighter constraints on the 
ature of central dark components in GCs (Davies et al. 2021 ), and
elp to properly distinguish between the imprints of IMBHs and 
ubclusters of compact objects. This will help to verify our current 
nderstand of the physics of GC evolution, whose implications 
xtend from our grasp on black hole physics up to our knowledge of
alaxy formation. 
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