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Abstract

Surrounding the Milky Way (MW) is the circumgalactic medium (CGM), an extended reservoir of hot gas that has
significant implications for the evolution of the MW. We used the HaloSat all-sky survey to study the CGM’s soft
X-ray emission in order to better define its distribution and structure. We extend a previous HaloSat study of the
southern CGM (Galactic latitude b<−30°) to include the northern CGM (b> 30°) and find evidence that at least
two hot gas model components at different temperatures are required to produce the observed emission. The cooler
component has a typical temperature of kT ∼0.18 keV, while the hotter component has a typical temperature of kT
∼0.7 keV. The emission measure in both the warm and hot components has a wide range (∼0.005–0.03, and
∼0.0005–0.004 cm−6 pc, respectively), indicating that the CGM is clumpy. A patch of relatively consistent CGM
was found in the north, allowing for the CGM spectrum to be studied in finer detail using a stacked spectrum. The
stacked spectrum is well described with a model including two hot gas components at temperatures of
kT= 0.166± 0.005 keV and kT= -

+0.69 0.05
0.04 keV. As an alternative to adding a hot component, a neon-enhanced

single-temperature model of the CGM was also tested and found to have worse fit statistics and poor residuals.

Unified Astronomy Thesaurus concepts: Circumgalactic medium (1879); Milky Way Galaxy (1054); Stellar
feedback (1602)

1. Introduction

Surrounding the Galactic disk is a low-density bubble of
plasma and gas often referred to as the halo or circumgalactic
medium (CGM; see Putman et al. 2012 and Tumlinson et al.
2017 for reviews). The CGM extends from the Galactic disk
out at least as far as the virial radius of the galaxy (∼250 kpc;
Klypin et al. 2002; Sommer-Larsen 2006). The CGM is hot
(∼0.1–0.3 keV) compared to the relatively cool Galactic disk.
Even though the density of the CGM is low, the enormous
volume it encompasses allows the CGM to contain a significant
amount of material. The exact amount of material in the CGM
is unknown, but may be as high as 1.2× 1011 Me (Nicastro
et al. 2016; Faerman et al. 2017). This is a similar to the total
mass of stars in the Milky Way of 6.43± 0.63× 1010 Me
(McMillan 2011). The CGM mass may provide enough
baryons to explain the so-called “missing baryon problem”

(see Sommer-Larsen 2006; Faerman et al. 2017). On the other
hand, some mass estimates suggest otherwise; Miller & Bregman
(2015) found an estimate of Galactic mass of 1.2+0.9

−0.8× 1010 Me
out to 250 kpc, an amount that only accounts for less than half of
the missing baryonic mass. Salem et al. (2015) studied the orbit
and structure of the Large Magellanic Cloud and estimated the
CGM mass as 2.7± 1.4× 1010 Me out to 300 kpc, accounting
for only 15% of the total Galactic baryons. Kaaret et al. (2020)
estimated the mass in their observed disk-like component
of the CGM as 2× 107 Me, but noted the need for an

extended component (unobserved in that work) to match known
CGM absorption values, which increases the mass estimate to
5.5−8.6× 1010 Me.
We know this reservoir of hot gas exists outside the Galactic

disk for many reasons. Evidence of its presence can be seen in
both X-ray emission and absorption lines. The CGM emission
is widespread across the sky (Henley & Shelton 2013). X-ray
absorption measurements support gas outside the Galactic disk
being from the CGM rather than from the Local Group medium
(Bregman & Lloyd-Davies 2007). Combinations of X-ray
emission and absorption point toward the CGM having a radius
extending out at least as far as 100 kpc, with a mass greater
than 1010 Me (Gupta et al. 2012).
Additional evidence comes from high-velocity clouds (HVCs)

that have been detected in the CGM (Muller et al. 1963). HVCs
are cool, dense clouds with line-of-sight velocities that exceed
that expected from the rotation of the Galactic disk. These HVCs
exhibit evidence of being embedded in a hotter medium that is
responsible for stabilizing these clouds. Without this stabilization
effect, these clouds would not have a lifetime long enough for
them to reach such high velocities (Konz et al. 2002). The
interaction between these cool HVCs and the hotter medium
produces a detectable O VI absorption line (Sembach et al. 2003).
HVCs also exhibit a distinctive tadpole shape consistent with
these clouds moving through some sort of medium (Brüns et al.
2000). Another observation of the existence of the CGM is that
satellite galaxies are noticeably stripped of gas as they pass close
by to the Milky Way, due to the presence of the CGM material
(Blitz & Robishaw 2000; Grcevich & Putman 2009). This effect
is not just seen for the Milky Way, but is also seen in other
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galaxies as well. However, detection of the CGM is only part of
the battle, the processes at play in the CGMmust also be studied.

Feedback processes between the Galactic disk and the CGM
appear to be very important to understanding the CGM. The
disk is the likely source of any metals found in the CGM, as the
material that accretes to the CGM from the spaces between
galaxies should only be weakly metal enriched. It has been
observed that starburst galaxies have an enriched CGM
(Heckman & Borthakur 2016), pointing toward star formation
producing significant feedback. Stars in the disk act as a heat
source for the CGM, changing its ionization state. As much as
2% of the ionizing radiation produced by stars in the Galactic
disk reaches the CGM (Bland-Hawthorn & Maloney 1999).
Supernovae and active galactic nuclei similarly heat the CGM
and can provide the mechanical energy needed to eject material
into the CGM (Veilleux et al. 2005).

We also know that material must travel from the CGM to the
disk. Long-term star formation rates in galaxies are inconsistent
with instantaneous censuses of available stellar fuel in galaxies
—there does not appear to be enough fuel in a galaxy at any
given time to cover its entire star formation history (Bigiel et al.
2008). This means additional material must be entering galactic
disks in order for star formation to continue at the observed
rates (Oser et al. 2010). This balance between ingoing and
outgoing material is crucial to understanding the CGM.

The recent work of Kaaret et al. (2020) studied the southern
part of the CGM of the Milky Way with measurements of soft
X-ray emission, predominantly O VII and O VIII emission lines,
and found it to be clumpy, with a scale height of 1–2 kpc. The
intensity of X-ray emission was found to be correlated with the
underlying surface density of molecular hydrogen, which
serves as a tracer of star formation. This correlation strongly
implies that stellar feedback is powering the CGM’s observed
emission. On the other hand, if the CGM structure was dictated
primarily by accretion from the dispersed intergalactic medium,
then it should be more evenly distributed around the galaxy.

Another aspect of the CGM that can be studied is the
temperature distribution. While the CGM has typically been
observed with a single thermal component around ∼0.2 keV
(Gupta et al. 2014; Nakashima et al. 2018; Kaaret et al. 2020), a
secondary hotter CGM component is suggested by the work of
Das et al. (2019a, 2019c), with detections in both absorption
(0.786–1.22 keV) and emission (0.413–0.717 keV) spectra.
However, this line of sight was near the Fermi bubbles at the
center of the galaxy, and the bubbles could not be ruled out as a
source. The Fermi bubbles are a pair of gamma-ray emitting
regions observed to the north and south of the Galactic center,
potentially connected to activity from the galaxy’s central super-
massive black hole (for an overview, see Su et al. 2010). A
second, hotter, temperature component (kT= 0.65–0.90 keV) is
also observed in Gupta et al. (2021) in emission spectra, although
they cannot distinguish between the second, hotter component and
an isothermal model with enhanced neon abundances. The results
from Gupta et al. (2021) are consistent with Das et al. (2019a,
2019c), with sightlines that are not near the Fermi bubbles.
Overall, the addition of a hot component to the CGM spectra is
not yet the consensus, since supporting observations only existing
for particular sightlines. Some external galaxy CGMs are detected
with two temperature components (∼0.2 and∼0.65 keV; Owen &
Warwick 2009; ∼0.2 and ∼0.6 keV; Li et al. 2008; ∼0.06−0.17
and ∼0.19−0.37 keV; Tüllmann et al. 2006; 0.11+0.03−0.02 and 0.37±
0.03 keV; Strickland et al. 2004; ∼0.3 and ∼0.7−0.8 keV;

Immler et al. 2003; ∼0.20 and ∼0.75 keV; Kuntz et al. 2003; and
0.166+0.009−0.008 and 0.62± 0.04 keV; Wang et al. 2003).
The goals of this paper are to study the CGM emission

throughout the northern and southern CGM in finer detail than
ever before, using observations from HaloSat, a CubeSat X-ray
observatory (Kaaret et al. 2019). The design and mission
parameters of HaloSat provide an opportunity to study the
large-scale spectral features of the CGM in better detail than
XMM Newton, Suzaku, or ROSAT. HaloSat provides a
valuable opportunity to study the distribution of CGM material,
as well as check for the existence and distribution of any
additional thermal components in the CGM spectrum.
Section 2 describes HaloSat and the observations used in this

analysis. Section 3 details the spectral model used for the
individual CGM fields. Section 4 discusses the spectral fitting
of the individual fields. Section 5 considers the results of the
spectral fits for the individual fields. Section 6 covers a deeper
look at the CGM using stacked spectra. Section 7 discusses the
results of this paper.

2. Observations

HaloSat was a NASA funded CubeSat with instrumentation
developed at the University of Iowa that was designed to
detect soft X-rays from extended sources such as the CGM.
Understanding the CGM has proven difficult in large part due
to the difficulty in observing it. Part of this difficulty stems
from the effects of solar wind charge exchange (SWCX).
SWCX occurs when solar wind ions and neutral species charge
exchange and the excited end products transition to the ground
state, emitting X-ray photons (for a review, see Kuntz 2019).
SWCX is problematic because it produces strong, time-variable
line emission in some of the same lines used to diagnose the
temperature of collisionally ionized plasmas, including the
CGM. Disentangling SWCX from these other components has
proven difficult. However, the HaloSat observing strategy
minimized SWCX contamination, making it ideal for studying
the CGM (Kaaret et al. 2019).
Because SWCX is produced by the solar wind, HaloSat

minimized the SWCX contamination by taking observations
only in the night-half of its orbit around the Earth, with the
spacecraft observing in directions opposite of the Sun in order
to minimize the bright, strongly varying magnetospheric
SWCX. The remaining SWCX contribution was modeled and
included as components in our spectral fit. This allowed
HaloSat to handle SWCX emission much better than previous
X-ray instruments.
HaloSat was deployed from the International Space Station

on 2018 July 13 at an orbital altitude of ∼400 km (Kaaret et al.
2019; LaRocca et al. 2020a). HaloSat observed an energy range
of 0.4–7.0 keV using three non-imaging silicon drift detectors
with an average energy resolution of 85 eV at 676 eV (fluorine
K alpha) and 137 eV at 5.9 keV (manganese K alpha), with
each detector having an effective area of 5.1 mm2 at 600 eV
(Kaaret et al. 2019). HaloSat had full response over a 10°.
diameter field of view, which then falls off linearly to zero at
14°. diameter. The large field of view of HaloSat improves the
ratio of the signal from diffuse emission to the noise from
instrumental background, because the instrumental background
depends on detector size while the diffuse emission signal
increases with field of view.
Only the HaloSat fields above Galactic latitudes of 30° and

below Galactic latitudes of −30° were analyzed, in order to
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avoid the Galactic disk, minimizing the absorption and
avoiding contaminating sources and complex regions. Various
other selections were performed on the data as well. A Sun
angle selection of greater than or equal to 110°. was performed
to reduce contributions from magnetospheric SWCX and
reduce variation from heliospheric SWCX (HSWCX; Kuntz
2019). Selections were also performed on the standard HaloSat
hard band (3.0–7.0 keV) and very large event (VLE) band
(7.0 + keV) of 0.12 c s−1 and 0.75 c s−1, respectively. The hard
band primarily contains instrumental background counts and
the cosmic X-ray background (CXB), while the VLE band is
out of the nominal data range, so filtering on these bands
enables us to filter out times when the instrumental background
is elevated. For more details on the instrumental background
for HaloSat, see Kaaret et al. (2019). Two fields with less than
5000 seconds of data remaining after all selections were
removed from the data set. An additional complicating factor
for the northern CGM is the North Polar Spur (NPS; for an
overview, see LaRocca et al. 2020b), which for this analysis
was treated as a CGM feature. In the southern hemisphere,
the Eridanus Enhancement (Burrows et al. 1993) was treated
similarly. Two offset fields for the Eridanus Enhancement were
also removed from the data set, in favor of keeping the deeper
primary observations of those fields. The locations of included
fields can be seen in Figure 1.

3. Spectral Model

The fitting of individual fields was done with a PyXspec
pipeline (Arnaud 1996; Gordon & Arnaud 2021) and XSPEC
version 12.11.1. Spectra were fit over an energy range of 0.4 to
7.0 keV, and each of the three HaloSat detectors was treated as
a separate data set.

For each field, the CGM was modeled as a collisionally
ionized diffuse gas in equilibrium, using the Astrophysical
Plasma Emission Code (APEC) model (XSPEC model apec;
Smith et al. 2001), with an abundance of 0.3 solar (Bregman
et al. 2018) and full Galactic absorption particular to each field.
The CGM temperature (kT) and emission measure (EM) were
free to be fit. All CGM parameters were linked for each
HaloSat detector during fitting. Abundances were set to Wilms
in Xspec (Wilms et al. 2000). The Wilms abundance table is
the basis for Tuebingen-Boulder interstellar medium (ISM)

absorption model (TBabs), the choice of absorption model in
analysis of emission from diffuse material. The table is also
based on ISM abundances rather than solar, making it more
appropriate for this analysis.
All absorptions use the TBabs ISM absorption model

(XSPEC model tbabs), which calculates the X-ray absorption
cross section as a combination of gas, molecular, and grain
cross sections in the ISM (Wilms et al. 2000). The full Galactic
absorption for each HaloSat field was calculated using Planck
dust radiance maps, as radiance serves as a better tracer of the
total absorption column density at the relatively low levels of
absorption seen toward the Galactic poles when compared to
dust opacity (Planck Collaboration et al. 2014). The radiance
maps were first converted to E(B−V ) maps following Planck
Collaboration et al. (2014). The E(B−V ) map was then
converted to NH following Zhu et al. (2017). The best-fit
equivalent NH value was found by fitting combined response-
weighted absorption curves over the entire field (LaRocca et al.
2020b). This produced a single-valued NH that more appro-
priately reflects the range of absorptions over the extended field
when compared to a simple average absorption.
In addition to the absorption, there are other important

background and foreground astrophysical components in the
spectra. These include the CXB and local hot bubble (LHB).
The CXB was modeled by an absorbed power law (XSPEC
model powerlaw), using the photon index and normalization
from Cappelluti et al. (2017), with the normalization adjusted
for the HaloSat field of view. The absorption value was the
same as that used for the CGM. These values were fixed and
the same for each detector.
The LHB was included in the model as an unabsorbed

plasma in collisional ionization equilibrium. The parameters of
the LHB APEC were derived using the method described in
Liu et al. (2017). We have updated that analysis because the
existing values from Liu et al. (2017) are no longer appropriate
due to updates to the APEC model since that paper’s publication
date. It is important to note that the AtomDB version used for
this analysis was 3.0.9 (2020 July 21 temperature release), and
that the choice of absorption table affects the APEC model as
well. Since Wilms abundances were used for other aspects of this
analysis, it must be used for the LHB calculations as well.

Figure 1. HaloSat fields included in this analysis shown in Galactic coordinates. The Galactic center is in the middle of the figure. Each field is marked with its
HaloSat catalog number. The green contour is the full response field of view, and the red contour is where the response drops to zero. The gaps in the upper left and
lower right are the fields near the ecliptic poles, which were removed by the Sun angle selections.
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To determine the temperature of the LHB, we can take a
series of unabsorbed APEC models for different temperatures,
use XSPEC’s FakeIt function to turn them into synthetic
ROSAT spectra, and determine the ratio of the R2 band to the
R1 band in those spectra. We can then determine the real
R2/R1 value for the LHB using distance separated ROSAT
data based on soft X-ray shadows (see Snowden et al.
1998, 2000), and find the corresponding temperature. Thus,
we find a revised temperature for the LHB of kT= 0.084 keV.
This can be seen in Figure 2. The error on this value is likely
similar to the error value on the original value from Liu et al.
(2017) of ±0.019 keV. Recreating the derivation of that error
for this new LHB temperature is beyond the scope of this
paper. It is unlikely to change significantly given that the
R2/R1 conversion to EM is fairly linear in the regime of
interest in Figure 2. Once we have the LHB’s temperature, we
can then convert the map of LHB R12 count rates to EM,
following Liu et al. (2017). The APEC normalization was
calculated using the standard HaloSat vignetting function
(LaRocca et al. 2020b). This temperature and normalization
were then used as the fixed parameters for the LHB APEC and
were the same for each detector.

In addition to the cosmic foreground sources, there are
HSWCX contributions as well as events in the HaloSat
detectors due to the particle background. The HSWCX flux
in each HaloSat observation was estimated (Koutroumpa
et al. 2007) using data from the Solar Wind Ion Composition
Spectrometer on the Advanced Composite Explorer (ACE),
located at the L1 Lagrange point (Gloeckler et al. 1998). For
each HaloSat exposure, we estimated the relevant ACE data
that apply to the local ion flux along the line of sight by
calculating the propagation time from ACE’s position using
real-time solar wind speed data. Further detail on this process is
described in Kaaret et al. (2020) and Ringuette et al. (2021).
This was included in the model fit as estimates of O VII and
O VIII emission, as a pair of Gaussians (XSPEC model
Gauss), at 0.5634 keV and 0.6531 keV, respectively. The
HSWCX parameters were the same for each detector.

The local particle backgrounds experienced by the spacecraft
were included in the model fit as power laws (XSPEC model
powerlaw, without the photon redistribution function) specific
to each HaloSat detector. This was because the detectors
experienced different energetic charged-particle induced back-
grounds due to different locations within the spacecraft. We have

adopted a model with two background power laws, one with a
shallower photon index that contributes strongly across all
energies, similar to previous HaloSat works, and a steeper
secondary component that primarily adds emission at the lowest
energies. Using two power laws to represent the instrumental
background provided a significant improvement in fit quality and
residuals relative to a single power law. The shallower power law
was fit across the full 0.4–7.0 keV energy range, simultaneously
with the astrophysical model, with photon indexes and normal-
izations free to fit independently for each detector and with
unrestricted ranges. Since the steeper power law has a weaker
contribution to the overall spectrum, its photon indexes were
linked between the detectors, while the normalizations were left
free to fit independently for each detector and with no restrictions
on the range of the parameters. The steeper power law was also
fit simultaneously with the astrophysical model over the full
energy range. In addition to fitting individual fields, we also fit
stacked spectra coadding several similar CGM fields to obtain a
spectrum with a much higher signal-to-noise (see Section 6). Due
to the high statistics in the stacked spectra, the steeper power law
was fit with a freed photon index. In the individual fields, the
photon index was frozen to the stacked spectrum value of 3.4.
This was due to the large uncertainty in the photon index in the
individual field fits and was the only difference in fitting between
the stacked spectra and the individual fields. When the fixed
index fits are compared to the freed index fits for the same fields,
the difference in fit quality is minor.
For the individual fields, Markov Chain Monte Carlo

(MCMC) was used to generate error values for the fits, and
as a check on the best-fit values being reasonable. The MCMC
was run using the Goodman-Weare method (Goodman &
Weare 2010), with 10 walkers, 15,000 steps, and a burn length
of 1500. Error values (90% confidence intervals) for the model
parameters were generated through the PyXspec error com-
mand, using the MCMC chains.

4. Analysis

Fields were initially fit with a single CGM APEC. In many
cases, these fits exhibited features in their residuals, with peaks
and valleys at the lower energies where the CGM APEC
contribution is the strongest, and an unfit bump around
0.8–1.0 keV. However, these initial fit results did reveal a
region of the northern CGM with a relatively uniform EM and
temperature. This motivated stacking these select fields to take
a deeper look at the spectral structure of the Galactic CGM and
refine the spectral model used in individual fields. Studying the
stacked spectra revealed multiple changes in the spectral
model, which will be discussed in detail in Section 5, but the
biggest takeaway was splitting the CGM APEC into two, with
a warm (∼0.18 keV) and hot (∼0.7 keV) component. The two
CGM APEC stacked spectra model has a χ2/DoF of 1069/973
(reduced χ2= 1.10) improving from a single APEC model fit
of 1189/975 (reduced χ2= 1.22). These results informed a
second round of fitting for the individual fields following the
revised fitting strategy used for the stacked spectra.
The final fitting for the individual fields was performed

primarily using an automated PyXspec pipeline. Fitting was
done in two stages in order to minimize the number of fields for
which the fitting ended in local minima. For the first fit, the
CGM APEC temperatures were fixed to the values found for
the stacked spectra. Afterwards, the CGM APEC temperatures
were freed, and new fits and error estimates were obtained.

Figure 2. The blue line is the ROSAT R2/R1 ratio for a given APEC
temperature. The orange lines mark the R2/R1 ratio for the LHB of 0.86,
which corresponds to a temperature of kT = 0.084 keV.
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After the first iteration of fits were completed, the data was
analyzed for consistency, and problematic fields were rerun in a
variety of ways depending on the problem.

There were two sporadic problems apparent in the first
iteration of fits. The first was a problem that is common with
Xspec fits, where the model is stuck in a local minimum. The
second problem was degeneracy between CGM and back-
ground components reducing the temperatures of both CGM
components in an extreme way. The second and third iterations
in the PyXspec pipeline corrected these problems, by using
steppar to find the global minima and restricting the
temperature range on the hot CGM component. For the final
iteration, the hot component temperature was fixed to the
stacked spectra value of kT= 0.7 keV only for fields where the
temperature of the hot component was poorly constrained.

5. Results

Histograms of the temperature values for both components
can be seen in Figure 3. Fields with a fixed temperature of
0.7 keV on the hot component have not been included in the
hot component histograms. Included near the bottom of each
histogram is the average temperature with an uncertainty that is
equivalent to the average uncertainty in the individual fields.
For the northern CGM histograms, the warm component has an

average temperature of kT= 0.179+0.005
−0.007 keV and a median of

0.179± 0.013 keV. The northern hot component has an
average temperature of kT= 0.69+0.05

−0.06 keV and a median of
0.70± 0.08 keV. The southern CGM warm component has an
average temperature of kT= 0.184± 0.009 keV and a median
of 0.187± 0.012 keV. Meanwhile, the southern hot component
has an average temperature of kT= 0.75± 0.08 keV and a
median of 0.72± 0.07 keV. All median errors are median
absolute deviation.
The relatively wide distribution of temperatures in the warm

component, in comparison to the uncertainty, points toward the
varied temperatures being real and not measurement issues.
This is less true for the hot component, with its wider error
range. A close reader might notice that some fields included in
the stacked fit can be seen to be outliers on the upper and lower
end of the temperature histograms. This is because the
temperatures for those individual fields are not particularly
well fit and thus have larger-than-typical error bars. Those
outlier temperatures are actually consistent within error with
the stacked spectra temperature.
Histograms of the EM values for both components can be

seen in Figure 4, and polar projection maps of the northern and
southern CGM temperature and EM can be seen in Figures 5
and 6, respectively. Once again, the median parameter value is
included in all figures near the bottom, with an uncertainty that

Figure 3. Histograms of temperature for the northern and southern CGM for both the warm and hot components. Marked in cyan are the North Polar Spur for the
northern CGM and the Eridanus Enhancement for the southern CGM. Marked in black are the fields used in the stacked spectra. Near the bottom of each histogram is
the median value for the data, with an uncertainty that is equivalent to the average uncertainty (90% confidence interval). This uncertainty serves to compare the
typical uncertainty in the individual measurements to the distribution of measured values.
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is equivalent to the average uncertainty in the individual fields
for that parameter. For the northern CGM, the warm
component has an average EM of 0.018± 0.002 cm−6 pc and
a median of 0.010± 0.004 cm−6 pc. The northern hot
component has an average EM of 0.0023+0.0007

−0.0006 cm−6 pc and
a median of 0.0011± 0.0004 cm−6 pc. The southern CGM
warm component has an average EM of 0.013± 0.002 cm−6 pc
and a median of 0.011± 0.003 cm−6 pc. The southern hot
component has an average EM of 0.0016± 0.0004 cm−6 pc
and a median of 0.0014± 0.0005 cm−6 pc. All median errors
are median absolute deviation. The noticeably nonnormal
distribution of the EMs makes the averages and medians much
more different here than they were for the temperatures. The
median values are more appropriate in this case. Note that the
northern CGM average and median values do include the NPS
fields, which are significant outliers in the histograms.
Regardless of the NPS, the wide variation in EM for both the
warm and hot components shows that the CGM features a
clumpy distribution, consistent with the conclusions of Kaaret
et al. (2020).

The temperatures of the components in the south appear
greater than those of the north, and the EMs of the components
in the south appear less than those of the north. However, a
two-sample Kolmogorov–Smirnov (K-S) test on the temper-
ature of the warm and hot components of the CGM for the
north and south returns p-values of 0.19 and 0.25, respectively.

Note that fields with the temperature of the hot component
fixed to kT= 0.7 keV were removed from the K-S test of the
hot component. A K-S test for differences in the distribution of
EM returns p-values of 0.17 and 0.18 for the warm and hot
components, respectively. As such, the K-S does not provide
evidence for a statistically significant difference in temperature
or EM between the north and south for either CGM component.

6. Stacked Spectra

The extended region with consistent EM seen in the northern
CGM allowed the stacking of multiple fields together to study
the CGM spectrum to a deeper degree. The fields that were
included in the stack are marked with black rings in Figures 4
and 5. After a good model was found for the stacked spectra,
the model and stacked spectra parameters were tested on the
individual fields, and four fields were identified that were not
consistent with the stacked model and parameters. These fields
were removed from inclusion in the stack and the revised
stacked spectra was refit.
Out of the four fields removed from the stacked spectra,

three had apparent data quality issues that affected the fit.
Those fields preferred nonphysical fits with abnormal tempera-
tures. Note that these selections were performed before the
foreground/background analysis and response parameters were
revised, as those were motivated by the stacked spectra. These
fields were recovered with physically reasonable fits in later

Figure 4. Histograms of EM (cm−6 pc) for the northern and southern CGM for both the warm and hot components. The colors follow Figure 3. Near the bottom of
each histogram, the median value for the data is shown, with an uncertainty that is equivalent to the average uncertainty (90% confidence interval). This uncertainty
serves to compare the typical uncertainty in the individual measurements to the distribution of measured values.
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fitting iterations for the individual field fits. The fourth field
(HS0199) preferred to fit with reasonable, but different,
temperatures than those found in the stacked spectra.

The model used was ultimately the same as the individual
field fits in terms of foreground and background model
components (with an unabsorbed LHB apec, absorbed CXB
power law, and two particle background power laws, plus two
SWCX Gaussians). The fixed parameters in the model fit were
averaged from the values for each field, weighted by the total
exposure for all three detectors for the field. The particle
background power laws were fit in the same way as they were
for the individual fields, as analysis showed that the sum of the
individual paired power laws from each field could be closely
fit by a simple pair of power laws.

The stacked spectra represent an exposure of 788 ks, 829 ks,
and 824 ks for data-processing units (DPU) 14, 54, and 38,
respectively, for a total of 2.44 Ms. The high statistical quality
of this exposure makes the analysis sensitive to subtle effects in

the instrument response, which were not recognized in Kaaret
et al. (2020). In advance of our CGM analysis, an analysis was
carried out of the supernova remnants Cassiopeia A (Cas A).
Cas A is very bright in the soft X-ray band and was a HaloSat
calibration target observed repeatedly over the course of the
mission. Analysis of the Cas A spectra revealed an offset in the
channel to energy conversion (or “gain”). Further analysis of
the Crab also revealed the need for the addition of a silicon
absorption edge to the response matrix. The Crab is another
HaloSat target with a substantial depth of data and is known for
having a featureless X-ray spectra, and thus any missing edge
component will readily stand out. For DPUs 14, 54, and 38,
gain offsets of 0.0232, 0.0240, and 0.0239 were found. The
silicon edge has a threshold energy of 1.839 keV and an
absorption depth of −0.170. Further details can be found in
Appendices A and B. The revisions to the gain and the
response were applied to both the stacked spectra and the
spectra for the individual fields.

Figure 5. Polar plots for the northern and southern CGM temperatures. Northern CGM figures mark the fields used in the stacked spectra with black rings. The NPS
and Eridanus Enhancement are marked with cyan rings. The median temperature from Figure 3 is marked on each color bar, with an uncertainty that is equivalent to
the average uncertainty (90% confidence interval).
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The best fit for the stacked spectra was the two APEC
models, with a warm and hot component for the CGM. The
stacked spectra can be seen in Figure 7. The stacked spectra
residuals are relatively smooth, with the exception of the edge
around 3 keV due to the 3–7 keV filtering procedure (if one
selects all spectra with a band value less (greater) than a given
value, then the resulting spectrum will have a decrement
(increment) in exactly that band compared to the adjacent
energies, just due to the independence of the uncertainties
between individual bins). This artifact is only noticeable in this
stack fit due to the large amount of time included in the stack.
The fit parameters for the two APEC models can be found in
Table 1. The stacked spectra 90% confidence errors were not
generated using MCMC. The final fit has a χ2/DoF of 1069/
973, for a reduced χ2 of 1.10. Using one APEC model,
with freed background parameters, changes the fit statistic to
1189/975= 1.22.

Gupta et al. (2021) provided an alternative explanation for
the observed hot component: an enhancement of neon relative

to the rest of the CGM abundances. To test this possibility, the
pair of CGM APECs was replaced by a single variable
abundance APEC (VAPEC) model (XSPEC model vapec),
allowing for the abundance of neon to be a free parameter in
the fit. Note that the absorption abundance in the model was not
changed, as the neon enhancement was treated as a feature of
the CGM and not the ISM. For consistency, the background
parameters were fixed to the values from the two APEC fit. The
neon abundance fits to a value of 0.71+0.10

−0.09 solar. The double
APEC model is a significantly better fit (χ2/DoF= 1069/973)
when compared to the VAPEC model (χ2/DoF= 1241/984).
There are also noticeable features in the residuals; see Figure 8.
The enhanced neon peak fits the emission from 0.9 to 1.0 keV
nicely, but fails to account for the enhanced emission from 0.8
to 0.9 keV, whereas the full 0.8–1.0 keV energy range is easily
matched by the peak of the hot APEC. Even if the background
parameters are freed and allowed to fit, the fit statistic only
improves to 1150/974, and the residual problems remain.
Ultimately, the comparison between the VAPEC and additional

Figure 6. Polar plots for the northern and southern EM. Northern CGM figures mark the fields used in the stacked spectra with black rings. The NPS and Eridanus
Enhancement are marked with cyan rings. The median EM from Figure 4 is marked on each color bar, with an uncertainty that is equivalent to the average uncertainty
(90% confidence interval).
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APEC is independent of the background fitting, as there is no
way for power laws to generate the peaked features seen in the
residuals. It is for this reason that we consider the double APEC
model to be the preferred model for the CGM.

Another open question relating to abundance is the actual
metallicity of the CGM. Kaaret et al. (2020) treated the

metallicity of the CGM as 0.3 solar, as does this paper, but
Kaaret et al. (2020) and other studies (such as Yoshino et al.
2009; Mitsuishi et al. 2012) have also opted for using or
checking values as high as 1.0 solar. We fixed the background
to the original fit values before adjusting the abundances. The
change in abundance results in no significant change to the fit
temperatures, as it is essentially degenerate with the APEC
normalization. The quality of the fit worsens with the χ2/DoF
increasing from 1069/983 for the 0.3 solar fit to 1082/983 for
solar abundance, due to minor shifts in the residuals at the
lowest energies.
We also tested freeing the abundances in the two APEC fits,

which resulted in the hot CGM component being unable to fit
an abundance, while the warm component fit to -

+0.27 0.08
0.18, a

value consistent with the fixed value. The fit parameters are
essentially the same, and the fit statistic changed to a χ2/DoF
of 1068/982, essentially the same value. Given the ambiguities
of fitting an abundance in this way, we do not prefer a model
where the abundance is free to fit.

7. Discussion

Using X-ray observations from HaloSat, we have detected a
secondary hotter component in the spectrum of the CGM
across a large fraction of the northern and southern CGM.
Evidence for the hot component comes from the stacked
spectra of northern fields and from the spectra of the individual
fields. The stacked spectra represent 25% of our fields in the
north, all of which are far away from the Galactic bulge. The
detection of the hot component in the stacked spectra is robust,
and has a temperature of kT= -

+0.69 0.05
0.04 keV. The detection of

the hot component in the individual fields is also robust, with
85% of the fields (133 out of 156) having a detection
significant to 3σ or more. This significance was evaluated by
examining the ratio of the hot component EM to its lower error

Figure 7. Stacked spectra of consistent fields in the northern CGM. Each detector is a different color (DPU 14, 54, and 38 are, respectively, black, orange, and cyan).
The model for the CGM is two APECs, marked in solid black lines. Background and foreground components are marked in dashed lines. Model components that are
identical between each detector are only shown once. The feature around 3 keV is due to the data filtering procedure as described in the text.

Table 1
Stacked Fit Parameters

Model Parameter Value

Warm CGM APEC kT (keV) 0.166 ± 0.005
EM (cm−6 pc) 0.0129+0.0009

−0.0008

Hot CGM APEC kT (keV) 0.69+0.04
−0.05

EM (cm−6 pc) 0.0013 ± 0.0002

Power law 1 (DPU 14) photon index 0.79 ± 0.03
normalization 0.0254+0.0009

−0.0013

Power law 1 (DPU 54) photon index 0.77 ± 0.03
normalization 0.0214+0.0008

−0.0011

Power law 1 (DPU 38) photon index 0.76 ± 0.03
normalization -

+0.0211 0.0010
0.0008

Power law 2 photon index -
+3.4 0.8

1.0

normalization (DPU 14) -
+0.0014 0.0008

0.0018

normalization (DPU 54) -
+0.0011 0.0007

0.0015

normalization (DPU 38) -
+0.0011 0.0006

0.0013

Fit (DPU 14) χ2 359
Fit (DPU 54) χ2 369
Fit (DPU 38) χ2 341
Fit total χ2/DoF 1069/973

Note. Row 1 is the name of the model component. Row 2 is the name of the
parameters for the component. Row 3 is the value for the listed parameter. The
top section is the astrophysical components while the middle section is the
instrumental components, and the bottom section is the fit statistics. Errors are
at the 90% confidence interval.
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bar. The hot component temperature is roughly consistent
within errors across the CGM, with an average temperature of
kT= 0.69+0.05

−0.06 keV for the northern CGM, and kT= 0.75±
0.08 keV for the south. Note that these errors are the average of
the errors for the individual fields. The north, south, and
stacked spectra temperatures are all consistent with each other.

Previously this hotter component had only been seen for
discrete sightlines, (Das et al. 2019a, 2019c; Gupta et al. 2021),
many of which are near the Galactic core. Our typical
temperature ranges (see Figure 3) for both the warm (kT
∼0.15 to ∼0.21 keV, 0.166± 0.005 keV for the stacked fit)
and hot components (kT ∼ 0.5 to ∼1.0 keV) are consistent with
the results from Gupta et al. (2021) of kT= 0.176± 0.008 keV
and ∼0.65 to ∼0.90 keV, which are also based on emission
measurements. They are also similar to the emission-based
temperature range from Das et al. (2019c) of kT ∼ 0.15 to
∼0.23 keV and ∼0.4 to ∼0.7 keV. The absorption-based hot
component temperature (∼0.99 keV) of Das et al. (2019b,
2019c) is consistent with our hot component temperature as
well. Their absorption-based warm component has a center-
point temperature of 0.111 keV, apparently inconsistent with
our work, although the upper error range stretches up to
0.176 keV. Das et al. (2019c) considered the absorption-
derived warm component to be a third temperature component
in the CGM.

Nakashima et al. (2018) fit X-ray observations with a single-
temperature model for the CGM and found that a small
selection of observed fields fit to higher CGM temperatures
around 0.4 or 0.7 keV. That work included a component at
kT= 0.1 keV with free normalization for local SWCX and
LHB emission that likely contributed to that fit result, partially
masking the warm CGM component. This would have resulted
in some fields fitting the CGM partially or totally to the hot

component instead of the stronger warm component. This is a
result that we observed in our early fitting, prior to making
improvements to our background models and model para-
meters. For those early fits, a small number of fields ended up
fitting with a low-temperature APEC similar to the LHB
component and a higher-temperature component at roughly 0.4
(combining part of the warm component emission with the hot
component) or 0.7 keV (just fitting the hot component peak).
The higher kT fields from Nakashima et al. (2018) appear to be
a random subset and exhibit no notable properties in our data.
The X-ray Quantum Calorimeter (XQC) is an instrument

flown on a sounding rocket that provided high-resolution X-ray
data for the diffuse X-ray background, including the CGM
(McCammon et al. 2002). It has been flown multiple times,
including observations during 1999 and 2008 targeting l= 90°
and b= 60°, which aligns with our data set. The XQC field of
view is 1 sr, so it includes quite a few HaloSat fields. However,
the XQC field does include a few HaloSat fields near the
ecliptic pole that are removed by our Sun angle cut in order to
reduce the contributions from SWCX. Wulf et al. (2019)
reanalyzed the XQC fields and report line strengths for the
strong O VII and O VIII lines that contribute to the LHB,
SWCX, and CGM. We can compare line strengths for the
CGM derived from HaloSat to those from XQC to check for
consistency. Wulf et al. (2019) estimated that 37% of the
oxygen line contribution is from the CGM. This makes the
estimated 1999 CGM line strengths for O VII and O VIII
1.75+0.56

−0.52 line units and -
+0.55 0.23

0.29 line units, respectively. The
2008 observation (with the individual O VII lines summed) is
similarly -

+1.57 0.70
1.65 line units for O VII and -

+0.34 0.14
0.18 line units

for O VIII. The HaloSat O VII and O VIII line strengths
(averaged across all of our included fields within the XQC

Figure 8. Stacked spectra of consistent fields in the northern CGM. Each detector is a different color, following Figure 7. The model for the CGM is a VAPEC with
freed neon abundance, marked with a solid black line. Background and foreground components are marked in dashed lines. Model components that are identical
between each detector are only shown once. This overall fit is worse than the fit presented in Figure 6. There are significant residuals around 0.5–0.7 keV and a poorly
fit section of the high-temperature bump from 0.8 to 0.9 keV. This is the region that corresponds to the neon emission. The additional high-temperature APEC fit in
Figure 6 fits to this feature much better than the neon enhancement shown here does.
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field of view) are 2.14± 0.06 line units and 0.64± 0.02 line
units, respectively. These lines are consistent with the values
reported in Wulf et al. (2019) for 1999 and 2008, with the
exception of the 2008 O VIII lines. The 2008 O VIII lines are
still close, and the difference could come down to the estimate
for the CGM contribution.

It is also interesting to compare higher-energy neon and iron
lines from our CGM data to the Wulf et al. (2019) results as a
check on the existence of our hot component. While there are
hints of neon and iron lines in the XQC data, the presence of
those lines in the XQC data is inconclusive. Line strengths for
Ne IX, Ne X, and Fe XVII were calculated for the HaloSat
models and compared to the 1999 and 2008 XQC observations.
In both cases, all three lines were found to be below the noise
level of those observations. As such, the relatively short
duration XQC observations are consistent with our relatively
weak hot component.

Wulf et al. (2019) also analyzed observations taken of a field
positioned along the plane of the galaxy. These observations
exhibited a hot component somewhat similar to what we see for
our CGM fields, but Wulf et al. (2019) interpreted this high-
temperature contribution as stemming from M stars in the
Galactic plane. They include no such enhancement in the XQC
field that overlaps with the HaloSat fields studied in this paper.
Masui et al. (2009) also studied the X-ray contributions of M
stars along the Galactic plane, modeling the excess emission as
an APEC, somewhat similar to what we observe for the CGM.
However, that work notes that the M star contribution drops off
steeply, diminishing exponentially over just a few degrees of
latitude. Previous investigation of stellar contributions to the
HaloSat spectra (Ringuette et al. 2021) has not supported a
significant contribution from stars. The fields studied in this
paper are even higher latitude than the fields from Ringuette
et al. (2021). Due to the selection of only high-latitude fields
for our CGM analysis, it is unlikely that M stars are a
significant contributor to our hot component.

In comparison to the previous CGM work using HaloSat
from Kaaret et al. (2020), we find a cooler warm component
than that work’s value of ∼0.22 keV. This is in large part due
to the splitting of the single CGM APEC into two, which
consistently reduces the temperature of the warm component. The
HaloSat-based results from Ringuette et al. (2021) are somewhat
inconsistent, although the fields in that paper are closer to the
Galactic plane than the fields studied in this paper (b = −16°,
−24°). They reported CGM temperatures of kT= -

+0.26 0.02
0.03,

-
+0.262 0.014

0.016 keV and kT= -
+1.01 0.11

0.13, -
+1.03 0.19

0.23 keV. The warm
component is inconsistent with the range of temperatures seen for
the warm component in this paper, while the hotter component is
not consistent with the stacked spectra, but is within the range of
temperatures seen in individual fields. It is important to note that
Ringuette et al. (2021) did not include the changes made to the
instrument response outlined in this paper’s appendices, and
modeled some of the foreground and background components
differently due to very different scientific objectives.

The CGM temperatures we have found can also be compared
to other galaxies. NGC 891 is an edge-on galaxy sometimes
regarded as a Milky Way analog, and has been fit with a two-
temperature model in Hodges-Kluck et al. (2018). In that paper,
a warm component at kT= 0.199± 0.008 keV was found,
along with a hot component at kT= 0.71± 0.04 keV. This hot
component temperature is quite consistent with the hot
component detected in this paper, with an average value of

0.69–0.75 keV. The warm component temperature is incon-
sistent with the stacked spectra, but as seen in Figure 3, the
stacked spectra consist primarily of fields on the cooler side of
the temperature range, and the warm component of NGC 891 is
consistent with the wider range of temperatures in the
individual fields. Hodges-Kluck et al. (2018) found that the
hotter component is more concentrated above star-forming
regions in the galactic disk while the warm component is more
widespread. The hot component is far enough above the disk
that it cannot be explained by contributions from M stars. Our
temperature range is also consistent with the temperatures of
the late-type spiral galaxies M51 and M83 of ∼0.2 and
∼0.65 keV from Owen & Warwick (2009).
On the other hand, the results of Tüllmann et al. (2006; nine

galaxies ranging between quiescent and starbursting, with six
having measured halo temperatures) and Strickland et al.
(2004; 10 galaxies, seven of which are starburst) appear mostly
inconsistent with our results. Those studies found lower
temperatures for both components at kT=∼0.06 to ∼0.17 keV
and kT=∼0.19 to ∼0.37 keV. Only two galaxies from Tüllmann
et al. (2006) have some observed regions that are consistent with
the range of temperatures seen in our warm component. However,
those papers specifically extracted CGM regions separately from
the disks of the observed galaxies, so they might have missed any
hot component that is localized more closely to the disk.
For both the northern and southern CGM, a trend toward

higher temperatures and larger EM for the warm component
near the Galactic core can be seen (see Figure 9, also Figures 5
and 6). The hot component does not have any obvious core
enhancement in temperature, but does exhibit an enhancement in
EM. The NPS stands out in the northern CGM hot component
maps as a consistently cooler feature with high EM, while the
Eridanus Enhancement stands out in the southern CGM warm
EM map, but not in the hot EM map nor the temperature maps.
The NPS warm component temperature seems typical of
neighboring fields, while being much more noticeable in EM.
The wide distribution of EM values (see Figures 4, 6, and 9)

between fields points toward the warm component being clumpy
in distribution. The hot component also exhibits this wide
range of EM, and thus is similarly clumpy. This supports the
interpretation of Kaaret et al. (2020) that the CGM has a clumpy
distribution, and is consistent with the localized distribution of
the hot component in Hodges-Kluck et al. (2018).
We can also estimate an angular correlation length for the

EM using the same method as Kaaret et al. (2020). Kaaret et al.
(2020) used a model for the CGM distribution and calculated
the autocorrelation using the EM difference from that model.
We instead compare to the median EM, as we have not
generated a model for the two-temperature case. This results in
correlation lengths for the full northern hemisphere of 29° ± 4°
for the warm component and 27° ± 4° for the hot component.
The correlation lengths for the full southern hemisphere are
18° ± 2° and 14° ± 2° for the warm and hot components,
respectively. These correlation lengths are based on the full
data set (including the NPS), and reflect the overall trend for
EM seen in Figure 9. These errors are for the 90% confidence
interval.
We’ve previously noted differing properties of fields in the

two quadrants closer to the Galactic center versus the two
quadrants away from the center. This makes it interesting to
examine the correlation length for those subsets. Each data set
uses its own median value. We find that the inner quadrants in
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the northern CGM have correlation lengths of 19° ± 4° for the
hot component and 11° ± 2° for the warm component. The
southern temperature components have consistent lengths, with
16° ± 3° and 14° ± 5° for the hot and warm components,
respectively. Given that the NPS has such a large difference for
the north, different results for each hemisphere are not
surprising. The outer two quadrants are consistent for both
the northern and southern CGM, an expected result. The warm
component for the outer quadrants has a correlation length of
9° ± 3° for the north and 8° ± 3° for the south. This is
consistent with the correlation length of ∼6° for the south
found in Kaaret et al. (2020), in which large-scale features were
removed by the model. We find that the hot EM values in the
outer quadrants with nonzero separation are uncorrelated. This
means that the correlation length is less than the 5° full
response field of view of HaloSat. These errors are also at the
90% confidence interval.

The temperature of the hot component is high enough that it
is likely not gravitationally bound to the galaxy (Spitzer 1956).
This would imply that the CGM hot component is very
dynamic, and as such, the CGM may not be in a steady state.
The analytic models of Pezzulli et al. (2017) suggest that the
hot component is driven by either thermal feedback or
mechanical feedback (ejected material) from the disk. The
hot component would then be produced in star-forming regions
before escaping and spreading out into the CGM. Perhaps the
observations of external galaxies that point toward the hot
component being localized near the disk are only catching the
youngest and densest regions of the hot component, near the
areas producing the component. While we have ruled against
the warm component having an enhancement in neon
abundance instead of the CGM having a hot component (as
suggested by Gupta et al. 2021), the work of Das et al. (2019a)
points toward the hot component having an enhanced
metallicity caused by core-collapse supernovae. A link to
localized star formation regions as a source for the CGM gas
may explain the increase in our observed EM toward the
Galactic center. The results presented in this paper are
consistent with the interpretation of the hot component being
caused by local processes in the disk, such as supernovae,
which is a favorable explanation for the observed clumpy
distribution of the CGM.

The two-temperature model represents the next logical step
in expanding from a one-temperature model, and is motivated
by previous literature (Das et al. 2019c; Gupta et al. 2021).
However, the particular temperature values found using the
two-temperature model may not indicate the presence of gas at
those specific temperatures (see Kuntz & Snowden 2010). The
spectral fits may be a simplification of a more complex physical
situation with gas distributed over a range of temperatures. In
that case, the specific temperature recovered with a two-
component plasma model may depend on the energy band used
for the spectral fitting and how the plasma is sampled along the
selected lines of sight. As noted in our previous comparison
with the results of Kaaret et al. (2020), use of a two-
temperature versus single-temperature model shifts the tem-
peratures. Using ROSAT, Kuntz & Snowden (2000) and Kuntz
(2000) found temperatures of ∼0.099 and ∼0.25 keV. These
results are not actually inconsistent due to the difference in the
energy range of ROSAT versus HaloSat. HaloSat is unable to
rigorously detect the softest component seen by ROSAT, while
similarly, ROSAT cannot rigorously detect the hot component
we have seen. As such, the difference in temperatures of the
overlapping component would be due to that component
covering excess emission from the respective missing third
component in each fit. This could explain why the temperature
of the warm component is higher in the ROSAT study than in
any of the HaloSat studies. It appears there may actually be at
least three temperature components in the CGM if one looks at
a wider energy range, although it is likely that these
components are just peaks of a broader distribution of gas
temperatures. Some examples of alternative models that could
be investigated in the future can be found in Wang et al. (2021)
and Gayley (2014).
If the two temperatures we have detected are a simplified

representation of a range of temperatures, then the properties of
the two components should be correlated. Figure 10 compares
the EM of the warm component to the EM of the hot
component. The best-fitted linear relation between the
components has a slope of 0.092± 0.017 and an intercept of
0.00026± 0.00022. The correlation coefficient for the data is
0.73+0.08

−0.11 (90% confidence interval). Since the intercept is so
close to zero, the slope is effectively the ratio of the component
EMs. The linear trend persists if harsher or looser restrictions
are applied to the included fields, with the slope maxing out

Figure 9. Box-whisker plots of warm (left) and hot (right) EM vs. angular distance from the Galactic center. Bin width is 20°. . For each bin, the northern and southern
CGM are plotted on each side of the bin center-point. Boxes for the northern CGM are filled with cyan while the southern CGM boxes are unfilled. The box represents
the two inner quartiles for each bin, and the orange line in each box is the median. The outer whiskers on each box are the two outer quartiles of the binned data.
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around 0.13 for the full data set, and dropping toward ∼0.06 as
more high EM fields are removed. The slopes for the north and
south data sets are consistent, even though the distribution of
the north and south data visually appears a bit different. Our
EM ratio of 0.092 is two to three time higher than the EM ratio
for NGC 891 from Hodges-Kluck et al. (2018) of ∼0.03.

The observed correlation shows that the hot component is
not entirely separate from the warm component, and provides a
further argument against M stars being a significant contributor
to the hot component. These components are likely representa-
tive of a wider spread of actual temperatures in the CGM. The
components could simply be cospatial, but that situation seems
physically unlikely as it would not be stable. Instead, perhaps
the hot component cools into the warm component as it moves
away from the Galactic disk. Another possibility is that the hot
component and the warm component are not directly related.
Both components could stem from star formation in regions of
the Galactic disk and thus scale in tandem with SFR, with
separate regions of both warm and hot emission along the line
of sight. Perhaps the truth is a range of temperatures produced
by star formation feedback, cooling into each other over time,
with the CGM exhibiting a wider range of CGM temperatures
than we are currently able to detect. Future instrumentation
may help resolve this dilemma. A grating instrument with
spectral resolution R> 2500 (Smith et al. 2019), or a wide-field
microcalorimeter instrument with 2 eV spectral resolution,
could definitely resolve the issue. Ultimately, reality is likely
(and unsurprisingly) more complex than our models.

Our results have revealed the structure of the X-ray emission
of the CGM in unprecedented detail, refining the X-ray spectral
model of the CGM. Furthermore, our results serve to bring
emission studies of our galaxy more in line with observations
of external galaxies, as well as bridge X-ray band gaps in

existing and previous X-ray observatories. A catalog of the
spectral model values for the northern and southern CGM will
be made available at the VizieR Online Data Catalog.
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(Virtanen et al. 2020), XSPEC (v12.11.1; Arnaud 1996).

Appendix A
Gain Correction Using Spectra of Cas A

To check the on-orbit X-ray energy scale calibration, we
examined spectra obtained while observing the supernova
remnant (SNR) Cassiopeia A (Cas A). Cas A is chosen as a
calibration target because of the strong emission lines present
in its X-ray spectrum (Holt et al. 1994; Jahoda et al. 2006). The
HaloSat field centered on Cas A includes another SNR, CTB
109, and several point sources, but the emission is dominated
by Cas A.
We analyzed all of the observations of Cas A performed

during the full HaloSat mission. Data were filtered using
selections on the VLE (>7 keV) count rate of 0.75 c s−1 and on
the hard band (3–7 keV) count rate of 0.12 c s−1. We extracted
one summed spectrum for each of the three DPUs (Figure 11)
with channels grouped to have a minimum of 25 counts per bin.
The instrumental background was modeled as a power law with
a diagonal response matrix. We performed fits with the

Figure 10. Log scale plot comparing the warm component EM to that of the hot component. Northern CGM fields are marked with black error bars, while the southern
CGM fields are marked with magenta error bars. NPS and Eridanus Enhancement fields are marked with cyan center points, while other fields are marked in orange.
The gray line is a regression line for the data based on the Bayesian method from Kelly (2007), which utilizes the error on both components. The shaded gray region is
the 90% confidence region for the regression. The regression line does not include the NPS or Eridanus Enhancement, and also does not use the four additional
outlying fields in the upper right (which are near the Galactic bulge). The linear regression has a slope of 0.092 ± 0.017 and an intercept of 0.00026 ± 0.00022 (90%
confidence interval), calculated using the linmix python module from https://github.com/jmeyers314/linmix. The slope being close to 0.1 reflects the typical tenfold
difference between the two component’s EMs.
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power-law photon index calculated as described in Kaaret et al.
(2020) and with the photon index for each DPU left as a free
parameter. Emission from the cosmic X-ray background was
modeled as the sum of an absorbed power law with fixed
absorption, photon index, and normalization. The emission
from Cas A was modeled as the sum of an absorbed power law
with absorption fixed to 1.47× 1021 cm−2 and a set of nine,
narrow Gaussian emission lines. The set of lines used is the
same as in Kaaret et al. (2019).

A response model was included in the fitting. Allowing the
offset to vary while fixing the slope at unity improved the fit
from χ2/DoF= 824.2/355 to χ2/DoF= 437.5/352. Varying
the slope while keeping the offset fixed to zero also improved
the fit (to χ2/DoF= 452.9/352), but the model with the
varying offset is preferred. The best-fitted model with varying
offset is shown in Figure 11. The best-fitted offsets with slope
fixed at unity and 90% confidence uncertainties are given in
Table 2. Allowing the instrumental background photon index
to vary did not significantly improve the fit, giving
χ2/DoF= 433.1/349 corresponding to an F-test probability
of 0.32. There was no significant change in the best-fitted
offsets (Table 3). Averaging the values and rounding to 1 eV
leads to an offset of 0.0232 keV for DPU 14, 0.0240 keV for
DPU 54, and 0.0239 keV for DPU 38. These offsets were
tested using other HaloSat data sets.

The new gain offset was tested using the southern CGM data
from Kaaret et al. (2020). Application of the gain offsets in
Table 2 lead to: (1) no significant change in the Cash statistic,
and median changed from 1.067 to 1.062; (2) A small change
in the best-fitted temperatures. The median change in kT is

−0.0196 keV and the weighted average change is −0.0188 keV.
(3) A moderate change in the best-fitted EM. The median of the
fraction change in EM is 15%, and 96% of fields have a fraction
change in EM of less than 30%. The median of the change in EM
divided by the statistical error on the EM is 0.67.
Spectra were produced by summing a large number of CGM

fields with consistent EM. Processing and background estima-
tion were performed as described above. The spectra were fitted

Figure 11. X-ray spectra of Cas A. Data are shown for all three DPUs: 14 = red, 54 = green, and 38 = red. The fitted instrumental background for each DPU is
shown as a dotted curve with the same color as the data. The dotted cyan curve is the cosmic X-ray background. The dotted magenta curve is the power law from Cas
A. The dotted black curves are the Gaussian emission lines.

Table 2
Response Parameters

DPU Offset Lower Error Upper Error

14 0.02320 −0.00191 +0.00074
54 0.02402 −0.00065 +0.00057
38 0.02393 −0.00063 +0.00054

Note. Response parameters using calculated background slope. Units are in
kiloelectronvolts.

Table 3
Response Parameters

DPU Offset Lower Error Upper Error

14 0.02316 −0.00181 +0.00075
54 0.02398 −0.00067 +0.00058
38 0.02389 −0.00064 +0.00055

Note. Response parameters using fitted background slope. Units are in
kiloelectronvolts.

14

The Astrophysical Journal, 936:72 (17pp), 2022 September 1 Bluem et al.



with a model consisting of an APEC for the LHB, an absorbed
power law for the cosmic X-ray background, and two absorbed
APEC models for the CGM emission.

Figure 12 shows the model fits with the original HaloSat
gain values. Figure 13 shows the model fits with the gain
offsets applied as listed in Table 2. All spectra are rebinned for
presentation using the XSPEC command “setplot rebin 30 15”,
for 30σ per bin with a cap of 15 channels combined.

The gain corrections significantly improve the residuals of
the fit. The fit statistic improved from χ2/DoF= 1266/973 to
χ2/DoF= 1069/973. The gain corrections produced a notice-
able improvement from 0.45 to 0.8 keV. This had a significant
effect on the model—the CGM temperatures before the gain
are inconsistent with those found after.
We recommend that anyone using the HaloSat response files

released on 2020 March 20 add to their analysis an offset of

Figure 12. Stacked CGM spectra before gain correction.

Figure 13. Stacked CGM spectra after gain correction. Note that this also includes the edge component discussed in Appendix B.
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0.0232 keV for DPU 14, 0.0240 keV for DPU 54, and
0.0239 keV for DPU 38. The gain offset appears to have a
modest effect on spectra with low statistics fitted with models
with a single free component. However, the gain offset appears
to be more consequential for spectra with high statistics and/or
fits with multiple components.

Appendix B
Investigation of Edge Features in the Response Using

Spectra of the Crab

To check incorrectly modeled edge features in the HaloSat
response matrix, we examined spectra obtained while obser-
ving the Crab pulsar wind nebula and pulsar. The Crab is
chosen for this purpose because it has a featureless X-ray
spectrum. The emission within the HaloSat field centered on
the Crab is dominated by the Crab.

We analyzed all of the observations of the Crab performed
during the full HaloSat mission. Data were filtered using
selections on the VLE (>7 keV) count rate of 0.75 c s−1 and on
the hard band (3–7 keV) count rate of 0.5 c s−1. A Sun angle
greater than 100° was required. The count rate threshold in the
hard band is higher than typically used in HaloSat analysis
because the Crab contributes significant flux in the hard band.
We note that the feature around 3 keV induced by the standard
hard rate selections is not present in the Crab spectra. We
extracted one summed spectrum for each of the three DPUs
(Figure 11) with channels grouped to have a minimum of 25
counts per bin. The gain corrections described in the previous

section were applied. The instrumental background was
modeled as a power law with a diagonal response matrix.
The normalization and photon index for each DPU were left as
free parameters. The instrumental background photon index
calculation described in Kaaret et al. (2020) is not applicable
due to the nonstandard data filtering required for the Crab.
Emission from the cosmic X-ray background (CXB) was
modeled as an absorbed power law with fixed absorption,
photon index, and normalization. Emission from the LHB was
modeled as an unabsorbed APEC. The parameters for the CXB
and LHB were set following Kaaret et al. (2020). The emission
from the Crab was modeled as an absorbed power law. The
absorption column density and power-law photon index and
normalization were allowed to vary.
Figure 14 (left) shows the spectra for all three detectors. The

spectral fits show strong residuals near 1.8 keV, which we
identify as the silicon K edge. The fit has χ2/DoF=
1424.38/978. Figure 14 (right) also shows the spectral fits
including an edge (model “edge” in Xspec) with the edge
energy fixed to 1.839 keV for silicon. The maximum optical
depth (tau) is linked between the detectors and the best-fit value
is tau = −0.169± 0.014. Addition of the edge significantly
improves the fit to χ2/DoF= 1084.85/977. The corresponding
F-test probability is 9 x 10−60. Allowing tau to vary between
detectors produces no significant improvement in the fit (F-test
probability= 0.38). The error ranges on the tau values for
the individual detectors all include the linked fit value of
tau=−0.169.

Figure 14. Crab spectrum before (left) and after (right) the inclusion of the negative Si edge. There are initially strong residuals around 1.8 keV. After the inclusion of
a negative Si edge, the residuals around 1.8 keV are greatly improved.
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We recommend inclusion of a negative absorption edge
using the Xspec edge model with a threshold energy of
1.839 keV and tau of 0.169 in all model fits when using the
HaloSat response files released on 2020 March 20. We note
that the edge is “negative.” This means that there is less
absorption than included in the current response model. An Si
thickness of 0.24 μm produces a step in transmission across the
Si K edge equivalent to the measured tau. Such a change in Si
thickness should also affect the transmission at low energies,
but this is not observed. The equivalent Si thickness is
comparable to the thickness of the front layer (0.11 μm) and the
incomplete charge collection layer (0.20 μm) of the HaloSat
silicon drift detectors (Zajczyk et al. 2020). The edge may
result from incomplete modeling of the interactions of the
Auger and photoelectrons in those regions (Scholze &
Procop 2009).
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