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A B S T R A C T 

Observations of surface magnetic fields of cool stars reveal a large diversity of configurations. Although there is now a consensus 
that these fields are generated through dynamo processes occurring within the conv ectiv e zone, the physical mechanism driving 

such a variety of field topologies is still debated. This paper discusses the possible origins of dipole- and multipole-dominated 

morphologies using three-dimensional numerical simulations of stratified systems where the magnetic feedback on the fluid 

motion is significant. Our main result is that dipolar solutions are found at Rossby numbers up to 0.4 in strongly stratified 

simulations, where previous works suggested that only multipolar fields should exist. We argue that these simulations are 
reminiscent of the outlier stars observed at Rossby numbers larger than 0.1, whose large-scale magnetic field is dominated by 

their axisymmetric poloidal component. As suggested in previous Boussinesq calculations, the relative importance of inertial 
o v er Lorentz forces is again controlling the dipolar to multipolar transition. Alternatively, we find that the ratio of kinetic to 

magnetic energies can equally well capture the transition in the field morphology. We test the ability of this new proxy to 

predict the magnetic morphology of a few M dwarf stars whose internal structure matches that of our simulations and for which 

homogeneous magnetic field characterization is available. Finally, the magnitude of the differential rotation obtained in our 
simulations is compared to actual measurements reported in the literature for M dwarfs. In our simulations, we find a clear 
relationship between antisolar differential rotation and the emergence of dipolar fields. 

Key words: convection – dynamo – magnetic fields – MHD – turbulence – methods: numerical. 
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 I N T RO D U C T I O N  

ver the last decade, spectropolarimetric observations coupled to
omographic inversion techniques enabled the reconstruction of
he large-scale magnetic topology that stars host at their surfaces.
ool stars with significant conv ectiv e env elopes (with spectral types

ater than G0) revealed a large diversity of magnetic morphologies
Donati et al. 2008 ; Morin et al. 2010 ; Folsom et al. 2016 , 2018 ).
ully conv ectiv e stars are typically found to harbour strong poloidal
elds with a significant dipolar component, while partly conv ectiv e
tars host more complex magnetic topologies, consisting of non-
xisymmetric multipolar poloidal fields and significant toroidal fields
Donati & Landstreet 2009 ). Although there is now a consensus that
he magnetism of cool stars is generated through dynamo processes
ccurring within the outer conv ectiv e zones (see Brun & Browning
017 , for a recent re vie w on the subject), the physical mechanism
riving such a variety of large-scale field topologies is still debated. 
The fact that both rotation and convection play a major role in the

tellar dynamo process is, ho we ver, well established (see e.g. acti vity
roxy studies of Mangeney & Praderie 1984 ; Noyes et al. 1984 ;
izzolato et al. 2003 ; Wright et al. 2011 , 2018 ). Their joint effect
 E-mail: zaire@fisica.ufmg.br 
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n the magnetic field generation becomes obvious when considering
bservational measurements of the large-scale fields of low-mass
tars as a function of the non-dimensional Rossby number (defined
s the ratio of inertial to Coriolis forces and traditionally computed
s Ro = P rot / τ , where τ is the conv ectiv e turno v er time and P rot is
he rotation period of the star). The averaged surface field strength
 B 〉 shows two clear trends with the Rossby number. For Ro > 0.1,
pectropolarimetric observations show that the large-scale magnetic
eld of cool stars weakens with increasing Rossby number (Vidotto
t al. 2014 ; Folsom et al. 2016 ). This parameter region is often
alled ‘the unsaturated regime’ and follows 〈 B 〉 ∝ Ro −1.40 ± 0.10 (See
t al. 2019 ), where the toroidal component of the large-scale field is
eported to weak en f aster than the poloidal component (Petit et al.
008 ; See et al. 2015 ). As the Rossby number decreases below the
o ∼ 0.1 threshold, cool stars enter the ‘saturated regime’ in which

he large-scale field strength is roughly constant (Donati et al. 2008 ).
The Rossby number has also pro v ed to be quite successful at

istinguishing various magnetic field morphologies in stellar obser-
ations (Morin et al. 2010 ; Folsom et al. 2018 ). Stars with masses
ower than 0.5 M � and Ro � 0.1 happen to have simple (dipole
ominated) surface magnetic fields, whereas most stars featuring
ore complex surface fields tend to have larger Rossby numbers.
ased on these observational results, it has been argued that stellar
agnetic fields increase in complexity for stars with higher Rossby
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umbers. Ho we v er, countere xamples that include stars harbouring 
omplex field structures at low Ro and others hosting dipole- 
ominated magnetic morphologies at large Ro (with Rossby numbers 
anging from 0.2 to 0.3; Donati et al. 2008 ; Folsom et al. 2016 , 2018 )
uestion the idea of magnetic fields getting more complex for stars
ith higher Rossby numbers. These results indicate that although 

he Rossby number may help at distinguishing between various 
eneration mechanisms for the stellar magnetic fields, other proxies 
eed to be invoked to clearly understand the transition between dipole 
ominated and more complex field structures. 
In the last two decades, numerical simulations mimicking the 

nterior of planets (and, to a lesser extent, stars) have focused on
nderstanding the origins of the magnetic morphology produced by 
onv ectiv e dynamos. P arametric studies were conducted, using the 
elative strength of the axial dipole as a topological diagnostic to 
haracterize the large-scale magnetic field. Geodynamo simulations 
ith a constant density across the conv ectiv e zone (e.g. Christensen
 Aubert 2006 ; Olson & Christensen 2006 ; Sreeni v asan & Jones

006 ; Soderlund, King & Aurnou 2012 ) advocated that the Rossby
umber is indeed a k ey f actor regulating the magnetic morphology.
hese initial numerical experiments suggested that dipole-dominated 
orphologies only occur when Ro � 0.1 (commonly referred to 

s ‘the dipolar branch’), while complex surface fields could exist 
t both low and high Rossby numbers. Nev ertheless, v ery recently
enu, Petitdemange & Galtier ( 2020 ) and Tassin, Gastine & Fournier 

 2021 ) performed geodynamo simulations to explore the influence 
f the Lorentz force on the dipole breakdown. The authors found that
trong dipoles can be reco v ered at high Rossby numbers (up to Ro =
.18) provided that a significant Lorentz force is acting on the fluid,
hallenging the canonical use of the Rossby number to distinguish 
etween dipolar and multipolar field geometries. They suggested the 
atio of inertial o v er Lorentz forces as an alternative proxy to capture
he dipolar–multipolar transition. We propose to test this appealing 
ypothesis when the effect of a density contrast is introduced in the
ystem. 

Similar to what was initially found in geodynamo studies, stellar 
ynamo simulations showed a dipolar–multipolar transition with the 
ossby number when considering weak density contrasts (Gastine, 
uarte & Wicht 2012 ; Jones 2014 ). Ho we ver, these studies found that

he dipolar branch disappeared for increasing density contrast. The 
pparent disagreement between the magnetic morphology observed 
n stars and those obtained in simulations of stratified flows raised the
mportant question of why numerical experiments were apparently 
reventing dipoles from existing when the density contrast is more 
ealistic (Petitdemange & Raynaud 2019 ). Further explorations of 
tratified flows with different physical properties showed that dipoles 
ould be reco v ered at Ro � 0.1 when modifying the relative
mportance of the forces acting on the flow (Schrinner et al. 2014 ;
aynaud, Petitdemange & Dormy 2015 ). To our knowledge, the 

imulation of Yadav et al. ( 2015 ) with Ro = 0.04 corresponds to the
ighest density contrast in which dipolar dynamos are reported to 
ate. The authors obtained a strong dipole after considering a reduced 
nfluence of the inertial force by adopting a high ratio of viscous to
hermal diffusions in a simulation with a density contrast of N ρ =
n ρ i / ρo = 5 (where ρ i and ρo are the density at the bottom and
op of the conv ectiv e zone, respectiv ely). These various numerical
xperiments suggest that the dipole collapse could be an artificial 
ias of the parameter space explored with simulations. Thus, a close 
ook at the force balance is needed to assess if the chosen parameter
egime is indeed rele v ant for stars. 

In this work, we attempt at reproducing for the first time the
ipole-dominated field morphologies observed in some stars with 
o > 0.1. To do so, we perform a systematic parametric study of
D conv ectiv e dynamo simulations with different Rossby numbers 
nd density contrasts, both of which are important ingredients in 
he stellar dynamo context. Guided by previous geodynamo studies, 
e focus on regime where the Lorentz force is dynamically active
n the flow. The paper is organized as follows. We discuss our
ynamo model and the selected control parameters in Section 2 . The
agnetic field morphology obtained in our simulations is presented 

n Section 3.1 , while the physical mechanisms controlling it are
xplored in Section 3.2 . In Section 3.4.2 , we examine more closely
he magnetic field generation in our simulations. Finally, we compare 
ur results with previous stellar and geodynamo simulations and 
xplore their implications in light of stellar observations in Section 4 .

 DY NA MO  M O D E L  

.1 Go v erning equations 

e model a stratified fluid in a spherical shell with inner radius r i and
uter radius r o that rotates with angular velocity �o about the axis

ˆ 
 z . We solve the non-dimensional magnetohydrodynamics (MHD) 
quations under the anelastic formulation of Braginsky & Roberts 
 1995 ) and Lantz & Fan ( 1999 ), expressed by 

E 

[
∂ u 

∂ t 
+ ( u · ∇) u 

]
+ 2 ̂ e z × u = −∇ 

(
p 

′ 

˜ ρ

)
+ 

Ra E 

Pr 
gs ′ ˆ e r 

+ 

1 

Pm ˜ ρ
( ∇ × B ) × B + 

E 

˜ ρ
∇ · S, 

(1) 

∂ B 

∂ t 
= ∇ × ( u × B ) − 1 

Pm 

∇ × ( ∇ × B ) , (2) 

˜ ρ ˜ T 

[
∂ s ′ 

∂ t 
+ ( u · ∇) s ′ + u r 

d ̃ s 

d r 

]
= 

1 

Pr 
∇ · ( ̃  ρ ˜ T ∇s ′ ) + 

Pr Di 

Ra 
Q ν

+ 

Pr Di 

Pm 

2 E Ra 
( ∇ × B ) 2 , 

(3) 

 · ( ̃  ρu ) = 0 , (4) 

 · B = 0 , (5) 

here u is the velocity field, B is the magnetic field, S represents the
train-rate tensor given by 

 = 

∂ 

∂ x j 

[
˜ ρ

(
∂ u i 

∂ x j 
+ 

∂ u j 

∂ x i 

)]
− 2 

3 

∂ 

∂ x i 

(
˜ ρ
∂ u j 

∂ x j 

)
, 

nd Q ν is the viscous heating expressed as 

 ν = ˜ ρ

(
∂ u i 

∂ x j 
+ 

∂ u j 

∂ x i 
− 2 

3 
δij ∇ · u 

)
∂ u i 

∂ x j 
. 

ressure and entropy fluctuations ( p 
′ 
and s 

′ 
, respectively) are defined

ith respect to the reference state (see Section 2.2 ). We adopt a
imensionless formulation where the reference length scale is r o and 
he time is given in units of τν = r 2 o /ν, where ν is the fluid viscosity.
he entropy scale is set to r o | d ̃ s / d r| r o , where | d ̃ s / d r| r o is the
ormalized background entropy gradient at the outer boundary (see 
ection 2.2 ). The magnetic field is given in units of 

√ 

ρo μλ�o , where
is the magnetic permeability and λ is the magnetic dif fusi vity. The

ravity , density , and temperature are normalized by their outer radius
 alues gi ven by g o , ρo , and T o , respectively. 
The dimensionless control parameters that appear in the equa- 

ions abo v e are the Ekman number ( E ), Rayleigh number (Ra),
randtl number (Pr), magnetic Prandtl number (Pm), and dissipation 
MNRAS 517, 3392–3406 (2022) 
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Figure 1. Structure of the most unstable mode for convection forced through 
our background entropy profile (left) and through a more traditional entropy 
profile (right) for a density contrast N ρ = 3. Represented in the figure is an 
equatorial cut of the radial velocity close to the onset of convection at the 
values of E = 1.6 × 10 −5 and Pr = 1. 

Table 1. Critical Rayleigh numbers and azimuthal wavenumbers for our 
set-up, for the three different density contrasts used in our simulations. 
These numbers are determined without taking into account the presence of a 
magnetic field. 

N ρ Ra c m c 

1 1.92 × 10 7 32 
1.5 2.40 × 10 7 37 
3 3.56 × 10 7 39 
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umber (Di). They are defined as 

E = 

ν

�o r 2 o 

, Ra = 

g o r 
4 
o 

c p κν

∣∣∣∣d ̃ s 

d r 

∣∣∣∣
r o 

, Pr = 

ν

κ
, Pm = 

ν

λ
, 

i = 

g o r o 

c p T o 
, 

here κ is the thermal dif fusi vity and c p is the specific heat at
onstant pressure. We note that in the anelastic formulation adopted
ere, a non-adiabatic reference state is used. This translates into the
ppearance of a non-zero background entropy gradient d ̃ s 

d r in the
ntropy equation (equation 3 ). The details of this reference state are
iscussed below. 

.2 Reference state 

hermodynamical quantities in equations ( 1 )–( 3 ) are expressed in
erms of a reference (static) state and fluctuations around it. We adopt
s reference state a nearly adiabatic ideal gas for which we prescribe
he background entropy gradient d ̃ s 

d r . We then deduce the reference
emperature and density by solving the following equations: 

1 
˜ T 

∂ ̃  T 

∂ r 
= εs 

d ̃ s 

d r 
− Di 

T o 
g( r) (6) 

nd 

1 

˜ ρ

∂ ̃  ρ

∂ r 
= εs 

d ̃ s 

d r 
− Di c v 

( c p − c v ) T o 
g( r) , (7) 

here we set the control parameter εs = 10 −4 
 1, which is a
ecessary condition to ensure that we are still close to an adiabatic
tate. This formulation with a prescribed non-adiabaticity d ̃ s / d r 
llows us to control the energy transport inside the star (notice
ts presence in equation 3 ) and has been previously adopted in
umerical models of gas giant planets (Dietrich & Wicht 2018 ;
astine & Wicht 2021 ). The background entropy sets radiative

e gions whenev er d ̃ s / d r > 0, while conv ectiv ely unstable re gions
ccur when d ̃ s / d r < 0. 
In this work, we simulate conv ectiv e shells with r i / r o = 0.6

nd a fixed background entropy gradient d ̃ s / d r = −1. We note
hat this choice is moti v ated by the fact that the entropy gradient
alculated from 1D stellar evolution models of Sun-like stars is
ndeed approximately constant in the bulk of the convection zone
i.e. excluding the outer 5 per cent of the star in radius), which
s the region we aim at modelling in this work. Our background
ntropy profile thus differs from previous anelastic studies, like the
nes presented in the anelastic benchmark of Jones et al. ( 2011 ),
here the reference state entropy is the solution of a conduction

quation on which conditions of fixed entropy are applied. This
eads to a solution with a gradient varying with radius, the maximal
alues of which being located in the outer part of the spherical shell.
n our case, the gradient is constant throughout the shell, leading
o a more homogeneous forcing of convection. This difference is
llustrated in Fig. 1 , where the structure of the most unstable mode
t the onset of convection is shown for our this work (left) and for
n adiabatic reference state as used in Jones, K uzan yan & Mitchell
 2009 ) (right) with the same values of N ρ , E , and Pr. At onset, our
orcing of convection results in unstable modes located close to the
ottom boundary (see also Cuff & Heimpel 2018 , for similar results
ith an adiabatic reference state but different boundary conditions).
hen the Rayleigh number is increased ho we ver , strong con vective

elocities build close to the outer shell, as expected in stratified
ystems. To be more specific, we now give in Table 1 the values of the
ritical Rayleigh number and the critical azimuthal wavenumber in
NRAS 517, 3392–3406 (2022) 
ur set-up, determined numerically at the different density contrasts
sed in our simulations and for the values of E and Pr adopted in all
ur calculations and which are specified in Section 2.4 . 
We adopt a physically moti v ated gravity based on the reference

tate of a main-sequence cool star that reads 

( r) = −7 . 36 r 

r o 
+ 

4 . 99 r 2 

r 2 o 

+ 

3 . 71 r o 
r 

− 0 . 34 r 2 o 

r 2 
. (8) 

or the radial domain explored in this paper (with radius ratio r i / r o 
 0.6), this gravity profile is virtually identical to the point mass

pproximation used in many parametric studies investigating dynamo
ction in planets and stars. We expect thus that any differences
etween our simulations and other similar ones in the literature with
 i / r o = 0.6 are most likely caused by differences in the background
ntropy profile or control parameters (see Section 2.4 ) rather than in
he gravity profile. 

.3 Numerical model and boundary conditions 

e use the anelastic version of the open-source code MAGIC (Gastine
 Wicht 2012 , freely available at https://github.com/magic-sph/mag

c ) to solve equations ( 1 )–( 5 ) in spherical coordinates. MAGIC has
een validated through several anelastic benchmarks (Jones et al.
011 ). To evolve the equations ( 1 )–( 3 ) in time a mixed algorithm is
dopted, where linear terms (except for the Coriolis one) are treated
mplicitly and non-linear terms are handled explicitly. Spherical
armonics are used as basis functions of the angular coordinates ( θ ,
) and are handled using the SHTNS library (Schaeffer 2013 , freely

art/stac2769_f1.eps
https://github.com/magic-sph/magic
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vailable at https:// bitbucket.org/ nschaeff/shtns ). These functions 
re truncated at a maximum degree 
 max , sufficient to capture 
hysical processes at play (typically ranging from 213 to 341 in our
imulations). Chebyshev polynomials are used in the radial direction 
long with the mapping proposed by Kosloff & Tal-Ezer ( 1993 ),
hich alleviates the grid refinement created near inner and outer 
oundaries in the standard formulation of the Chebyshev collocation 
oints. We refer to Gastine & Wicht ( 2021 ) for additional details of
his implementation in MAGIC . 

In the full set of simulations, we adopt stress-free boundary 
onditions on the velocity field, 

 r = 

∂ 

∂ r 

(u θ

r 

)
= 

∂ 

∂ r 

(u φ

r 

)
= 0 on r = r i and r = r o , (9) 

otential field boundaries on the magnetic field, 

J = ∇ × B = 0 on r = r i and r = r o , (10) 

nd fixed entropy values, set to 0, at both boundaries. We initialize
he velocity field with a small-amplitude random perturbation. The 
nitial magnetic field is set to a dipole of strength � = 0.44 at the
ottom of the conv ectiv e zone (i.e. at r = r i ), where � = 〈 B 

2 〉 is the
lsasser number expressed in terms of the dimensionless magnetic 
eld. 

.4 Choice of parameters 

n order to perform stellar dynamo simulations, a crucial ingredient 
o take into account is the density stratification. In the main sequence,
ool stars show a density contrast between the bottom ( ρ i ) and the
op ( ρo ) of the conv ectiv e zone that can reach N ρ ∼ 11 (according to

odels generated with the ATON code; Landin et al. 2006 ). Ho we ver,
ensity contrasts as high as those seen in stars cannot be attained by
umerical simulations as it drives fast small-scale motions that are 
oo computationally demanding. In order to bypass this limitation, 
ome authors chose to exclude from the numerical domain the outer 
ew per cent of the stellar radii where the sharpest density gradients
xist (Dobler, Stix & Brandenburg 2006 ; Browning 2008 ; Brown
t al. 2011 ; Emeriau-Viard & Brun 2017 ; Zaire et al. 2017 ; Guerrero
t al. 2019 ). We here also exclude this sharp gradient region from
ur domain and study the effect of varying N ρ from 1 to 3 to assess
he influence of an increase of the density contrast on the magnetic
eld generation and flow dynamics. 
We consider three different set-ups with N ρ = 1, 1.5, and 3. These

ensity contrasts are practically achieved in our formulation after 
xing the dissipation number Di = 1.53, 2.7, and 10, respectively. 
ollo wing pre vious studies, we adopt moderate v alues of E =
.6 × 10 −5 and Pr = 1 that reduce the numerical cost of each
imulation, allowing us to perform a parametric study varying the 
ayleigh number for the three different density contrasts. We increase 

he Rayleigh number from 1.3 to 32.7 Ra c to explore the implications
f distinct turbulence levels on the magnetic field morphology, where 
he conv ectiv e onset Ra c varies depending on the density contrast
 v er the conv ectiv e zone (see Table 1 ). 
We are thus left with the choice of the magnetic Prandtl number

m. Recent studies (e.g. Dormy 2016 ; Dormy, Oruba & Petitde- 
ange 2018 ; Schwaiger, Gastine & Aubert 2019 ) have advocated 

hat pushing a single parameter closer to the values observed in 
strophysical objects may not represent the correct force balance at 
take (e.g. E ≈ 10 −13 , Pr ≈ 10 −7 , and Pm ≈ 10 −3 at the bottom of
he solar conv ectiv e zone; Ossendrijv er 2003 ). There is considerable
vidence from numerical simulations with/without density contrast 
hat there is a critical magnetic Prandtl number Pm c below which 
ipolar dynamo solutions cannot be achieved for a fixed Ekman 
umber. This brings some concerns as strong dipoles are observed in
tars (e.g. Donati & Landstreet 2009 ). One potential way to o v ercome
his limitation is to adopt Pm > Pm c . Ho we ver, pre vious works
ho wed that Pm c v aries with E and N ρ . For the value adopted in this
ork of E = 1.6 × 10 −5 , it was shown that the critical magnetic
randtl number obeys the relation Pm c = 2 N ρ − 2 (Schrinner et al.
014 ). Therefore, we choose to fix Pm = 5 for the entire set of
imulations, which is greater than the critical value obtained for 
he highest stratified set-up N ρ = 3. Moreo v er, we initialize our
imulations with a dipole of strength � = 0.44, which has the same
rder of magnitude of typical stellar strengths (e.g. Morin et al. 2008 ;
astine et al. 2013 ). 

 RESULTS  

e performed altogether 23 dynamo simulations with different 
ensity contrasts and Rayleigh numbers. We ran numerical models 
or a few magnetic diffusion times to achieve meaningful dynamo 
teady states, which resulted here in rather costly simulations. The 
ournal of simulations is summarized in T able 2 . W e provide the total
imulation time τ end in units of magnetic diffusion time, which we 
efined as 

λ = 

D 

2 
cz 

λ
= Pm 

(
D cz 

r o 

)2 

τν, (11) 

sing the conv ectiv e shell size D cz = r o − r i as the relevant length
cale. Throughout this work, we employ o v erbars ( · ) to represent
v erages o v er time, brackets 〈 · 〉 to represent v olume a verages, and 〈
〉 i to represent spatial averages in the direction ̂  e i . Time averages are
erformed only after the solutions have reached a well-established 
teady state and typically co v er a few magnetic diffusion times (for
ore information see Appendix B ). 

.1 Magnetic morphology 

ince the physical origin of the various magnetic field morphologies 
bserved in cool stars is still debated, in this study we particularly
ocus on the field topology achieved in our simulations. Traditionally, 
he magnetic field morphology has been assessed by measuring the 
elative importance of the axial dipole at the stellar surface. This
uantity, named dipolarity , is defined as the relative strength of the
xial dipole 1 (Christensen & Aubert 2006 ): 

 dip = 

√ √ √ √ √ √ √ √ 

“
B 

2 

 = 1 ,m = 0 ( r = r o , θ, φ) sin θ d θ d φ

∑ 11 

 = 1 

∑ 
 

m = 0 

“
B 

2 

,m 

( r = r o , θ, φ) sin θ d θ d φ

. (12) 

ere, the normalization factor corresponds to the square root of the
otal surface magnetic energy stored in the largest spatial scales, i.e.
n modes with order 
 < 12. It thus matches the typical resolution
chieved in the surface magnetic field reconstruction of stars other 
han the Sun (e.g. Donati et al. 2008 ; Morin et al. 2010 ; Folsom et al.
016 , 2018 ). We recall the reader that toroidal fields vanish at the
uter boundary because of our magnetic boundary condition (and, 
herefore, only poloidal fields contribute in equation 12 ). Following 
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Figure 2. Surface dipolar fraction as a function of the Rayleigh number for 
the 23 runs listed in Table 2 (grey symbols). The shape of the symbols 
distinguishes between dipolar dynamos (circle) and multipolar dynamos 
(cross). Simulations with density contrast N ρ = log ρi / ρo = 1, 1.5, and 3 
are separated, respectively, in panels (a), (b), and (c). Error bars represent one 
standard deviation about the time-averaged dipolarity. Stratified dynamos 
with the same radius ratio ( r i / r o = 0.6) and density contrasts, but Pm = 1 are 
included for comparison (purple symbols; Gastine et al. 2012 , 2013 ). 
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revious authors (e.g. Oruba & Dormy 2014 ; Menu et al. 2020 ; Tassin
t al. 2021 ), we define simulations with f dip ≥ 0.5 (or equi v alently,
ith an axial dipole containing 25 per cent of the magnetic energy 

tored at modes up to 
 = 11) as dipolar dynamos. Conversely,
imulations in which f dip < 0.5 are defined as ‘multipolar’ dynamos. 
he dipolarity measurements are given in Table 2 along with an 
lternative estimate based on the total dipole f dip, Tot. (i.e. including 
he equatorial dipole contribution in the summation at the numerator 
f equation 12 ). We note that none of our simulations would change
heir classification as dipolar or multipolar dynamos if considering 
 dipolarity based on the total dipole. We thus stick to the dipolarity
efinition given by equation ( 12 ) throughout this work. 
Fig. 2 shows how the dipolarity varies with the Rayleigh number. 

his figure shows three panels with f dip as a function of Ra, each
t a particular N ρ . Starting from the set of simulations with N ρ =
 (Fig. 2 a), we identify dipolar dynamos at low Rayleigh numbers
ollowed by a sharp transition to multipolar dynamos as Ra increases. 
his finding is in line with earlier simulations of Gastine et al.
 2012 , 2013 ) 2 using Pm = 1 (purple symbols), which showed that
he morphology transitions to a more complex configuration around 
a = 7 Ra c . It also extends Rayleigh’s parameter space co v erage by
bout a factor of 3 when compared to Gastine et al. ( 2012 , 2013 ),
orroborating the hypothesis that only multipolar dynamos exist for 
orcings abo v e the threshold leading to the dipole collapse (i.e. Ra
 7Ra c for N ρ = 1). 
The dipolarity trend, ho we ver, changes for the models with N ρ =

.5 (Fig. 2 b). While the plateau with strong dipolar dynamos seen
or the runs with N ρ = 1 no longer exists, intermediate values of
 dip appear, defining a rather continuous transition to the multipolar 
ranch. We highlight that two of our multipolar cases are compatible 
ith a dipole within error bars (estimated as one standard deviation 
 v er the time-averaged value). An inspection of the simulations
round 5 Ra c reveals one case with polarity reversals (FC11) and two
ith excursions (FC12 and FC13) of the dipole field, thus explaining 
hy large error bars are found in those cases where the dipolar field

trongly varies in time. This finding is in accordance with previous 
tudies e v aluating re v ersing dipoles, which observ ed a tendenc y for
ts occurrence at Rayleigh numbers close to the transition between 
ipolar and multipolar dynamos (Kutzner & Christensen 2002 ; Olson 
 Christensen 2006 ; Wicht & Tilgner 2010 ). 
The most striking result to emerge from the data is seen for

he density contrast N ρ = 3 (Fig. 2 c). Contrary to the other set-
ps considered in this work, a multipolar dynamo is found close 
o the dynamo onset (Ra = 1.3 Ra c ). The dipolarity then shows a
arked rise going from almost 0 to 0.62 as the forcing reaches about

wo times the critical Rayleigh number. Dipolar dynamos are then 
onsistently sustained for a wide range of supercriticality until the 
orphology finally transitions to a multipolar configuration at Ra ∼

5 Ra c . Compared to the previous simulations of Gastine et al. ( 2012 ,
013 ) with Pm = 1 and co v ering a parameter space of Ra < 5 Ra c ,
e note that dipolar dynamos are kept for a much wider range of

orcing. Comparing N ρ = 1 and N ρ = 1.5 simulations, we see that
he range of Ra numbers where the dipolar branch can be obtained
hrinks as the density contrast increases. Although this result seems 
o reflect those of Gastine et al. ( 2012 , 2013 ) and Jones ( 2014 ), who
 The control parameters adopted by Gastine et al. ( 2012 , 2013 ) coincide 
ith those employed in this work with the exception of Pm. Ho we ver, 
ith also different formulations of conv ectiv e forcing (similar to what has 
een described in Fig. 1 ), caution must be applied when attributing possible 
ifferences between the models to Pm. 

�  

c
s
≈  

P  

l
s  
ointed out that dipolar dynamos would ultimately disappear for N ρ

 2, the strong dipoles obtained for N ρ = 3 do not support this early
onclusion. In fact, these results substantiate the previously unique 
imulation of Yadav et al. ( 2015 ), which yielded a strong dipole ( f dip 

0.55) despite the high density contrast of N ρ = 5. As argued by
etitdemange & Raynaud ( 2019 ), one possibility is that the dipolarity

oss found in previous works resulted from the restricted parameter 
pace explored rather than being caused by a real modification of
MNRAS 517, 3392–3406 (2022) 

art/stac2769_f2.eps


3398 B. Zaire et al. 

M

Figure 3. Mollweide projections of the surface radial magnetic field for a 
dipolar (top) and a multipolar (bottom) case with N ρ = 3, corresponding to 
the run IDs FC22 and FC23, respectively. Red shades correspond to radial 
fields point outward and blue shades inward. 
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he dynamo mechanisms taking place in stars with different density
ontrasts. Indeed as we shall explore in Section 3.3 , our set-up with
m = 5 increases the contribution of the Lorentz force to the force
alance, sustaining dipolar dynamos even for stratification as high
s N ρ = 3. If anything, our simulations reinforce the idea that the
egime of stability of dipolar dynamos depends on the parameter
pace explored (Raynaud et al. 2015 ) and provides evidence that
ometimes higher stratification helps to sustain dipolar fields. 

Fig. 3 shows the surface radial magnetic field for the last dipole
efore the transition (FC22) and the multipolar case after the collapse
FC23). Compared to the runs with N ρ = 1 (not shown here), smaller
cales dominate the structure of the surface radial magnetic field in
oth cases. Indeed, a well-kno wn ef fect of increasing the density
tratification is to decrease the typical flow length scale, which in
urn decreases the typical size of magnetic structures. We come back
o this point when we discuss the scale at which the kinetic energy
NRAS 517, 3392–3406 (2022) 

Figure 4. Snapshot of the radial velocity (left) and radial magne
eaks in our simulations (see Section 3.3 ). It is rather clear from this
gure that a large-scale dipolar structure is present in the upper panel,
ith a positive North Pole and ne gativ e South Pole. On the contrary,

n the bottom panel, the magnetic field is dominated by a salt- and
epper-like structure with the strongest field concentrations located
n narrow bands more or less extended in latitude. Fig. 4 enables us
o proceed to a closer inspection of the relationship between the flow
nd field morphologies. This figure shows a 3D rendering of the radial
elocity field (left-hand panel) and of the radial magnetic field (right-
and panel) in the dipolar run shown in the top panel of Fig. 3 . It is
ather clear from these 3D snapshots that narrow downwelling flows
reate intense magnetic flux concentrations, while broad upwelling
o ws dif fuse the magnetic field. We also note that in this strongly
tratified case and at this level of supercriticality ( Ra = 20 . 9 Ra c ),
he amplitude of the conv ectiv e v elocities is strongest at the outer
hell, as expected for strongly stratified systems. 

.2 The dipolar–multipolar transition 

any studies interpreted the transition from the dipolar dynamos
o multipolar dynamos in terms of the balance between inertia and
oriolis forces in the Navier–Stokes equation (equation 1 ). A proxy

o estimate this force ratio is the local Rossby number Ro 
 introduced
y Christensen & Aubert ( 2006 ). They suggested that the dipole–
ultipole transition is well captured by 

o 
 = 

〈
u rms 

�o D cz 


 u 

π

〉
, where 
 u = 

∑ 


 
u 

2 

 ∑ 


 u 

2 

 

(13) 

s the mean spherical harmonic degree of the flow. The global
icture suggested that axial-dipole-dominated solutions could only
xist at low Rossby numbers because of the ordering role played
y the Coriolis force (with typically Ro 
 � 0.12; Christensen &
ubert 2006 ). Beyond this limit, the increased importance of inertia

ompared to Coriolis would cause the dipole collapse (with the star
hus joining the multipolar branch). 

We plot f dip as a function of Ro 
 in Fig. 5 . Simulations with N ρ

 1 display a dipolar–multipolar transition at Ro 
 ∼ 0.12 (vertical
ashed line), in agreement with Boussinesq results and arguments of
hristensen & Aubert ( 2006 ). Ho we ver, if we now turn to the runs
ith N ρ = 1.5 or 3, there is no clear evidence that Ro 
 influences

he dipole collapse. For these density contrasts, multipolar solutions
tic field (right) in the dipolar run shown in Fig. 3 (FC22). 
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Figure 5. Surface dipolar fraction as a function of the local Rossby 
number Ro 
 (equation 13 ). Colours group different levels of stratification 
(see legend), whereas symbols distinguish dipolar dynamos (circle) from 

multipolar dynamos (cross). The horizontal dashed black line marks the 
dipolar–multipolar transition, and the vertical one indicates the standard 
dipolar collapse predicted from geodynamo simulations (Christensen & 

Aubert 2006 ). 
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re identified in the Rossby regime where mainly dipolar fields are 
redicted and vice versa. 
Perhaps one of the most interesting aspect evidenced by our 

imulations is that axial-dipole-dominated simulations might display 
imilar values of f dip regardless of whether it falls in the dipolar or
ultipolar branch as initially advised from Boussinesq simulations 

Christensen & Aubert 2006 ). Another key aspect is that dipolar 
olutions persist for large Rossby numbers precisely for the set-up 
f highest density contrast ( N ρ = 3), which corresponds to the most
ealistic model in the stellar context. 

In an attempt to create a more general description for the dipolar
ransition, other proxies besides the Rossby number were explored in 
he literature to explain the possible causes for the dipole breakdown. 
s we discuss in Appendix C , the change on the flow structure

Soderlund et al. 2012 ; Garcia, Oruba & Dormy 2017 ) is not enough
o explain the transition from dipoles to multipoles in our numerical 
imulations. In particular, it seems that the magnetic morphology 
an only be described by a change on the flow arrangement when
onsidering systems where the magnetic feedback on the flow is 
mall/non-existent (essentially behaving as a hydrodynamic flow). 

Recently, Boussinesq simulations have shown that for systems in 
hich the magnetic feedback is significant the relative importance 
f the Lorentz force in the Navier–Stokes equation can describe the 
ipole breakdown (Menu et al. 2020 ; Tassin et al. 2021 ). Ho we ver,
t is not clear whether those analyses still hold in anelastic dynamos.

e explore next whether the balance between the forces entering 
he Navier–Stokes equation control the magnetic morphology in 
tratified systems. 

.3 Force balance: inertia versus Lorentz force 

ollo wing pre vious studies (Aubert, Gastine & Fournier 2017 ; 
chwaiger et al. 2019 ; Gastine & Wicht 2021 ; Tassin et al. 2021 ),
e compute the time-averaged root-mean-square (rms) force spectra 
f the individual forces identified below: 

E 

[
∂ u 

∂ t 
+ ( u · ∇) u 

]
︸ ︷︷ ︸ 

Inertia 

+ 2 ̂ e z × u ︸ ︷︷ ︸ 
Coriolis 

= −∇ 

(
p 

˜ ρ

)
︸ ︷︷ ︸ 

Pressure 

+ 

Ra E 

Pr 
gs ′ ˆ e r ︸ ︷︷ ︸ 

Buoyancy 

+ 

1 

Pm ˜ ρ
( ∇ × B ) × B ︸ ︷︷ ︸ 

Lorentz 

+ 

E 

˜ ρ
∇ · S ︸ ︷︷ ︸ 

Viscous 

. 

ere, time-averaged rms force spectra are given by 

 rms ( 
 ) = 

√ √ √ √ 

〈 


 ∑ 

m =−
 

| F 
,m 

( r, θ, φ, t) | 2 
〉 

, (14) 

here F 
,m 

is the vector spherical harmonic transform of the force 
t stake. 

Fig. 6 illustrates the force balance spectra for a dipolar and a
ultipolar run with N ρ = 3 (corresponding to the same runs shown

n Fig. 3 ). Both models display forces whose respective contributions
ary depending on the spatial scale. At scales up to 
 ∼ 40, the
oriolis (black) and pressure (blue) forces balance each other at 
rst order resulting in a quasi-geostrophic (QG) balance (for further 
etails, see Calkins 2018 ), whereas buoyancy (green), Lorentz (red), 
nd inertial (yellow) forces show a marginal contribution at second 
rder. On the other hand, at small scales ( 
 � 40) the Lorentz force
ecomes dominant and starts to balance the pressure force in the place
MNRAS 517, 3392–3406 (2022) 
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Figure 7. Force contributions at the integral scale 
 peak (equation 14 ) as a 
function of Ra/Ra c . Top and bottom panels show runs with N ρ = 1 and 3, 
respectively. 
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f the Coriolis force. Comparing both models, we can identify an
ncrease in the inertial contribution from the dipolar to the multipolar
ase, with the inertial force reaching values comparable to the Lorentz
orce in the latter. 

To track the relative contribution of each force in our parametric
tudy, we look for a particular length scale 
 peak defined as the
ominant scale of the conv ectiv e flow (for more details on its
alculation, see Appendix A and Schwaiger, Gastine & Aubert 2021 ).
he values of 
 peak are given in Table 2 for each simulation. We note
ere that the impact of the density stratification is reflected in the
trong increase of 
 peak with N ρ . Indeed, from N ρ = 1 to 3, 
 peak is
ypically multiplied by a factor 2. We now compute the rms forces at
he integral scale 
 peak , namely, Coriolis force F C , pressure gradient
orce F P , buoyancy (or Archimedes) force F B , Lorentz force F L ,
nertial force F I , and the viscous force F V . 

Fig. 7 shows these forces as a function of Ra/Ra c for models with
 ρ = 1 and 3. While the entire data set features a QG balance at
rst order, the ageostrophic part of the Coriolis force, defined as
 Ageo = | F C − F P | , enters a second-order force balance that varies
epending on N ρ and Ra. 
For N ρ = 1 (top panel), we identify two kinds of second-order

alance depending on the Rayleigh number. At Ra < 7 Ra c , the
geostrophic Coriolis force is balanced by F L and F B forces, which
ominate o v er F I and F V by roughly an order of magnitude. This
o w state, de vised by Davidson ( 2013 ), is frequently referred to as
NRAS 517, 3392–3406 (2022) 
he quasi-geostrophic Magneto–Archimedean–Coriolis (QG-MAC)
alance, and it has been obtained in geodynamo models (Yadav
t al. 2016 ; Aubert et al. 2017 ; Schaeffer et al. 2017 ) and in
nelastic models of gas giant planets (Gastine & Wicht 2021 ).
t Ra > 7 Ra c , inertial forces become important and contribute

o the second-order balance of the Navier–Stokes equation. We
bserve that the breakdown of the dipole occurs at this point. The
ole played by inertia in destabilizing dipoles was likewise found
efore in Boussinesq simulations (e.g. Christensen & Aubert 2006 ;
reeni v asan & Jones 2006 ). 
Similar conclusions can be drawn for the N ρ = 3 data set (bottom

anel), with the main difference relying on the isolated multipolar
olution at Ra = 1.3 Ra c , i.e. very close to the conv ectiv e onset.
mong the entire set of simulations performed, this case is the
nly one that does not display a dominant Lorentz contribution
o the flow dynamics. Instead, it yields a strong contribution of
 B and a marginal one of F V . This flow adjustment is often

alled quasi-geostrophic Viscous–Archimedean–Coriolis (QG-VAC) 
alance (Yadav et al. 2016 ; Schwaiger et al. 2021 ). The QG-VAC
alance is quickly destroyed as turbulence builds-up due to a sharp
ise in the F L with Ra. One of the main conclusions we can extract
rom Fig. 7 is that with this stratification, dipolar dynamos pre v ail for
uch higher Ra/Ra c than for the less stratified cases. The transition

n the surface field morphology is indeed seen at Ra = 25.8 Ra c . Akin
o what has been described for N ρ = 1, the morphology transition
ccurs as the gap between F L and F I decreases. This finding suggests
hat, in the Lorentz-force-dominated regime, the effect of the density
tratification is to increase the level of turbulence at which inertial
orces become comparable to the Lorentz forces. 

To test the hypothesis that the importance of inertia in the second-
rder force balance is the main factor responsible for destabilizing
ipolar solutions, we plot in Fig. 8 the dependence between f dip and
 I / F L for the three set-ups considered in this work. Dipolar and
ultipolar branches are identified using this proxy. We find that

imulations with F L 
 F I develop strong dipolar dynamos, while a
harp transition to multipolar dynamos is obtained as inertia increases
n intensity. A tentative description for the dipolar–multipolar transi-
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Figure 9. Surface dipolar fraction in terms of the ratio of the time and 
volume-integrated kinetic energy stored in the conv ectiv e motions and 
magnetic energy. The vertical dashed black line indicates the tentative 
threshold E K / E M 

= 0.7 for the dipole collapse. Shaded areas indicate the 
dipolar (cyan) and multipolar (coral) branches proposed in this work. 
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ion gives F I / F L � 0 . 4 (vertical dashed line). It follows that F I / F L 

rovides a more unified view of the dipolar–multipolar transition than 
o 
 (Fig. 5 ), independently of the density contrast N ρ . This result
grees with those of Menu et al. ( 2020 ) and Tassin et al. ( 2021 ), who
lso found that the competition between inertial and Lorentz forces 
an capture the dipole collapse in Boussinesq simulations. We thus 
onfirm that these results still hold in stratified systems, and even 
rgue that the transition may occur at larger levels of turbulence for
trongly stratified cases, opening the possibility that stars harbouring 
trong dipoles may indeed operate in this Lorentz-force-dominated 
egime. 

.4 Possible proxies for stellar obser v ations 

.4.1 Energy distribution 

ollowing Tassin et al. ( 2021 ), we now try to look for an alternative
uantity to the ratio F I / F L that is more accessible to observations and
et incorporates the physics behind the dipole collapse. To establish 
his new measure, we use the kinetic energy stored in the conv ectiv e
otions ( E K ) as a proxy of the inertial force and the magnetic energy

 E M 

) as a proxy of the Lorentz force. The rough approximation of
 I / F L is then given by the time and v olume-a veraged energy ratio: 

E K 

E M 

= E Pm 

〈
˜ ρu 

2 
〉〈

B 

2 
〉 . (15) 

Fig. 9 shows the dipolarity in our simulations as a function of this
ew proxy E K / E M 

. We find dipolar morphologies at low E K / E M 

and
omplex multipolar morphologies below equipartition (i.e. E K / E M 

> 

). These findings suggest that the energy ratio can likewise capture 
he dipolar–multipolar transition. It stands out that the energy ratio 
 K / E M 

in the dipolar cases with N ρ = 1 are significantly smaller than
hose obtained for the other density contrasts. This behaviour reflects 
hat was already seen in Fig. 8 using the force ratio, providing

urther evidence that F I / F L and E K / E M 

are indeed correlated. This
ccurs because the magnetic energy generated in these models is 2–
 times larger than the ones reached by other dipolar simulations in
he same range of supercriticality (and hence with similar E K ). The
haded areas in Fig. 9 show the tentative dipolar (cyan) and multipolar 
coral) branches, along with a transitional region (grey) set to match
he uncertainties of E K / E M 

in the runs falling in the transition. From
he data, we derive that the dipole breakdown occurs around E K / E M 

 0.7 (vertical dashed line). 
As we will discuss in Section 4 , one advantage of the energy

atio is that we can use stellar observations to estimate E K / E M 

at
he stellar surface. Such an observational quantity is not strictly 
peaking identical to the definition in equation ( 15 ), and we could
nstead compute E K / E M 

at the surface of our numerical simulations.
o we ver, the surface of numerical simulations differs from the

urface of stars because boundary conditions constrain the field and 
ow. Moreo v er, 3D anelastic dynamo simulations better reflect the
hysics of the stellar conv ectiv e env elope when excluding the outer
ew per cent of the radial domain as the anelastic approximation loses
ts validity at the stellar surface. For those reasons, we believe that
 olume-a veraged energies are more adequate when drawing a parallel 
etween numerical simulations and observations in Section 4 . 

.4.2 Differential rotation 

tellar observations can give access not only to the surface magnetic
elds in stars but also on some flow characteristics, like the surface
ifferential rotation (e.g. Donati et al. 2008 ; Morin et al. 2008 ).
ince we can measure in detail the differential rotation obtained in
ur calculations, we propose here to determine the amplitude and 
ign of the latitudinal differential rotation obtained in our dipolar 
nd multipolar dynamo simulations. This will be used mostly for a
omparison to the observations discussed in the following section. 

Although numerical studies usually compute the latitudinal shear 
s the difference between the angular velocity at the equator minus
n arbitrary latitude close to the poles, this parameter strongly 
epends on the chosen polar latitude as fast zonal flow variations
ay exist. Therefore, we compute the relative surface shear using a

ess dependent definition based on the difference between the angular 
 elocity av eraged on the near-surface layer (NSL) at equatorial
egions and polar regions: 

� = 

〈 �〉 NSL , | θ | < 40 o − 〈 �〉 NSL , 40 o < | θ | < 80 o 

�o 
. (16) 

ere, we define as NSL the outer shell with thickness 0.05 r o and we
xclude high latitudes with | θ | > 80 ◦ from our computations (where
mall-scale features are observed but should likely average out if 
onsidering longer time averages). 

Fig. 10 shows the dipolarity as a function of the relative latitudinal
hear at the NSL (cf. equation 16 ). We want to emphasize that a non-
imensional quantity is used here to quantify the shear since the value
f �0 in physical units is not set a priori in our simulations. Ho we ver,
ote that the same Ekman number (and thus the same �0 ) is used in
ll simulations so that the trend would be similar if only the numerator
f equation ( 16 ) was used as the x -axis of Fig. 10 . The first striking
eature is that all simulations exhibit a rather weak level of differential
otation with χ� < 2 per cent . This quenching on the differential 
otation can be understood because magnetic stresses are al w ays
ctive in our calculations as Lorentz forces significantly impact the 
ow (Christensen, Olson & Glatzmaier 1999 ; Busse 2002 ). Another

mportant result is that the level of surface differential rotation is
ot negligible in dipolar cases, especially at N ρ = 3, compared
o the multipolar ones. Ho we ver, an important difference between
ipolar and multipolar simulations is the differential rotation sign. 
ig. 10 indeed reveals that all simulations with dipole-dominated 
orphology build an antisolar differential rotation profile. We find 
MNRAS 517, 3392–3406 (2022) 
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M

Figure 10. Dipolarity as a function of the differential rotation measured at 
the surface. The dashed vertical line represents a solid body rotation using 
our shear definition in equation ( 16 ). Simulations with ne gativ e χ� display 
antisolar differential rotation profiles, while those with positive χ� have 
solar-like differential rotation profiles. 
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hat non-ne gligible relativ e shears e xist in our dipolar cases, with χ�

anging from −0.57 per cent to −0 . 03 per cent . We note that these
ntisolar profiles were also observed in the geodynamo simulations
f Aubert ( 2005 ) and only illustrate the fact that the Lorentz force
lays a significant role here in the angular momentum transport.
n the other hand, solar-like differential rotation profiles only show
p in the multipolar simulations. The only three multipolar cases
eveloping antisolar profiles are those with N ρ = 1.5, whose dipoles
re either reversing or excursioning. The equatorial acceleration
een in the multipolar cases is consistent with the fact that it is
nly in this situation that inertia becomes comparable to Lorentz
orces, as discussed in Section 3.2 . This finding is in line with the
on-magnetic simulations of Gastine et al. ( 2014 ), where solar-like
rofiles are found when Reynolds stresses are enhanced. Indeed,
he Reynolds stresses, associated with inertial forces, are known to
e responsible for the equatorial acceleration of the flow (Miesch
005 ). They thus need to be significant enough to counteract the
ngular momentum transport by magnetic fields. When considering
he multipolar simulations with solar-like differential rotation, we
nd that equatorial regions indeed accelerate, with values going up

o 1 . 5 per cent . 

 DISCUSSION  A N D  C O N C L U S I O N S  

his paper explored through 3D dynamo simulations the physical
echanisms responsible for controlling the magnetic morphology of

arge-scale fields in partly conv ectiv e cool stars. To address this point,
e carried out 23 simulations of a spherical conv ectiv e rotating shell
ith a radius ratio of 0.6 between the bottom and the top of the shell.
ur modelling strategy follows recent geodynamo studies of Menu

t al. ( 2020 ) and Tassin et al. ( 2021 ), who suggested that having
 significant Lorentz force contribution in the force balance when
imulating conv ectiv e dynamos could modify conclusions about the
agnetic morphology. Ho we ver, unlike their study, we considered a
uid layer with a density contrast between the top and bottom of the
onv ectiv e zone to model conditions applicable to stellar interiors. 
NRAS 517, 3392–3406 (2022) 
Our simulations demonstrate for the first time that axial-dipole-
ominated solutions can be achieved at large Rossby numbers in strat-
fied systems (up to Ro 
 = 0.4). Even more important maybe is the
act that these dipoles at high Ro 
 are obtained for simulations with a
arge density contrast between the top and bottom of the conv ectiv e
one, at N ρ = 3. This finding differs from previous numerical studies
uggesting that dipolar dynamos would only exist at low Rossby
umbers (e.g. Christensen & Aubert 2006 ; Gastine et al. 2012 ) and
hat strong stratification may make it more difficult for dipoles to sur-
ive. In the same vein, Raynaud et al. ( 2015 ) have also suggested that
ynamos may be obtained for strong stratification, but we here extend
he validity of their result to Ro > 0.1. In particular, it represents an
mportant step towards the understanding of the magnetic morphol-
gy of stars, as strong axial dipoles have been likewise observed in
ome stars with Ro 
 > 0.1, e.g. TYC 5164 −567-1 ( f dip = 0.77; Fol-
om et al. 2016 ), V439 And ( f dip = 0.60; Folsom et al. 2016 ), HD 6569
 f dip = 0.53; Folsom et al. 2018 ), and CE Boo ( f dip = 0.76; Donati
t al. 2008 ). We note that we also find solutions at N ρ = 1.5 with
ipping or excursioning dipoles, producing measures of the dipolar
raction that can significantly vary in time. This could potentially be
eminiscent to the strong variations in the dipolar and quadrupolar
odes observed in the Sun (DeRosa, Brun & Hoeksema 2012 ) or

ther solar-like stars o v er their magnetic cycle (e.g. Petit et al. 2008 ;
oro Saikia et al. 2018 ), all falling under the high Rossby regime. 
Taken together, our parameter surv e y evidenced that the Rossby

umber cannot capture the transition in the surface field morphology
hen the Lorentz force is strong. We explored the possible mecha-
isms causing the axial dipole collapse using the relative amplitude of
he axial dipole at the surface to measure the magnetic morphology in
ur simulations (cf. equation 12 ). From the investigation of the flow
onfiguration, there was no evidence of its influence on the magnetic
orphology. These findings can be understood by the significant

ack-reaction of the magnetic field on the flow through the Lorentz
orce. As argued in the early study of Garcia et al. ( 2017 ), the
ow configuration only emerges as a good proxy of the magnetic
orphology when the flow transitions are similar to those observed

n hydrodynamical simulations. Indeed the force balance analysis
hows a significant Lorentz force contribution to the flow dynamics
n our calculations. 

An important finding that emerged from the force balance study is
hat the ratio between the inertial and magnetic forces can describe
he dipole–multipole transition of dynamo models with a background
ensity contrast. We found that the dipole branch is reco v ered when
he Lorentz force dominates o v er the initial force, with the transition
o multipolar branch occurring around F I / F L � 0 . 4. Similar to the
onclusions obtained in past anelastic studies, it remains valid that
he increased influence of inertia on the flow is responsible for
estabilizing the axial dipoles. Ho we ver, our work sho ws that instead
f the traditional comparison with the Coriolis force (through the
ossby number), it is the relative importance of inertia compared to

he Lorentz force that controls the transition if the magnetic back-
eaction on the flow is strong. With similar conclusions drawn by
ecent geodynamo simulations with N ρ = 0 (Menu et al. 2020 ),
 I / F L seems to emerge as a reliable predictor of the magnetic field
orphology of stars and planets. 
Because a direct estimate of the actual forces at play is not

ractical in stellar interiors, we explored an alternative proxy based
n the ratio of kinetic to magnetic energies (Tassin et al. 2021 ). The
nvestigation of E K / E M 

revealed dipolar and multipolar branches
onfirming the ability of E K / E M 

to describe the dipole collapse in
umerical simulations (early proposed by Boussinesq simulations;
utzner & Christensen 2002 ; Tassin et al. 2021 ). From our data
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Figure 11. Observational counterpart of Fig. 9 . Symbols show the magnetic 
properties of the M dwarfs derived with the Zeeman–Doppler imaging (ZDI) 
technique (Donati et al. 2008 ; Morin et al. 2008 ). The symbol size corresponds 
to the field strength at the surface 〈 B 〉 , the shape corresponds to the degree 
of axisymmetry of the magnetic field, and colours represent the amount of 
energy stored in the poloidal field. Shaded areas are similar to Fig. 9 , with 
cyan representing strong dipoles axisymmetric fields (top left) and coral the 
multipolar non-axisymmetric fields (bottom right). Ho we ver, we use a dipole–
multipole transition of E K / E M 

= 0.35 (vertical dashed line) that is lower than 
the one obtained with simulations ( E K / E M 

= 0.7). 

Figure 12. Dipolarity as a function of the surface differential rotation d �
measured for a sample of M dwarfs (Donati et al. 2008 ; Morin et al. 2008 ). 
The surface differential rotation is defined as d � = �eq − �pol , where �eq is 
the angular velocity at the equator and �pol at the pole. Symbols are defined 
as in Fig. 11 . 
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et, we found that stratified systems emerge as multipolar dynamos 
henever E K / E M 

� 0.7. 
To tentatively test this proxy with observations, we gathered 

rom the literature partly conv ectiv e stars with large-scale surface 
agnetic fields reconstructed using the Zeeman–Doppler imaging 

ZDI) technique (for details of the technique see e.g. Donati & 

rown 1997 ; Donati et al. 1997 , 2006a ). Given that our simulations
orrespond to a conv ectiv e shell spanning the outer 40 per cent of the
adial domain, we focused on partly conv ectiv e M dwarfs with masses
anging from 0.38 to 0.60 M �, whose conv ectiv e zones are expected
o feature radius ratios (between the bottom and top of the conv ectiv e
one) ranging from 0.50 to 0.66 (estimated with the ATON code, 
escribed in Landin et al. 2006 ), i.e. with roughly the same extension
s those modelled in our simulations. We consider for consistency 
he homogeneous sample of stars published by Donati et al. ( 2008 )
nd Morin et al. ( 2008 ), which had their surface magnetic maps
econstructed with the same ZDI code. We find eight stars obeying 
he mass condition described abo v e: GJ 182, DT Vir, DS Leo, GJ 49,
 T Ser , CE Boo, AD Leo, and EQ Peg A. We also take into account
ultiple magnetic field reconstructions existent for DT Vir, DS Leo, 

nd OT Ser (with each star being observed at two different epochs). 
From their magnetic surface maps, we directly derive E M 

based on 
he averaged surface magnetic field ( B rms ) and a modified dipolarity
hat is comparable to our definition in equation ( 12 ) but with a

aximum spherical harmonic degree that varies depending on the 
patial resolution achieved for each star (typically 
 max ranged from 

 to 10). We find that under our morphology classification CE Boo,
D Leo, and EQ Peg A fall in the criteria of dipolar dynamos ( f dip =
.76, 0.57, and 0.57, respectively), while the other stars harbour 
 multipolar dynamo. Because observations only have access to 
he magnetic energy at the surface, we accordingly estimate the 
urface kinetic energy E K to compute the energy ratio of each star.
e use published values of mass M � and radius R � present in the

riginal ZDI study. We adopt a rough approximation for the turbulent 
elocity u rms = R � / τ c and photospheric density ρ�, pho = 

ρ̄� 

ρ̄� ρ�, pho , 
here τ c is the conv ectiv e turno v er time deriv ed with the empirical

elationships based in the stellar mass M � (Wright et al. 2018 ), ρ̄�,� =
 �,� / (4 πR 

3 
�,� / 3) is the mean density, and ρ�, pho ≈ 10 −6 g cm 

−3 is
he Sun’s photospheric density (Brandenburg & Subramanian 2005 ). 

e thus estimate 

E K 

E M 

= 

ρ�, pho u 

2 
rms 

2 

8 π

B 

2 
rms 

≈ 4 π

B 

2 
rms 

(
M � 

M �

) (
R �
R � 

)3 

×
(

R � 

τc 

)2 

ρ�, pho . (17) 

Fig. 11 illustrates the magnetic properties of M dwarfs as a function
f the energy ratio computed with equation ( 17 ). The sharp transition
n the magnetic morphology is apparent from this plot. We find that
 dwarfs with E K / E M 

� 0.35 have surface large-scale magnetic
elds that are mostly poloidal and with strong axisymmetric dipoles. 
n contrast, M dwarf stars with higher energy ratios E K / E M 

host
arge-scale fields with strong toroidal fields and weak axial dipoles. 

e infer a dipolar–multipolar transition around E K / E M 

� 0.35 
dashed vertical line) from the observational data. As we considered 
 olume-a veraged energies instead of surface-averaged energies in 
ur simulations (see details in Section 3.4.1 ), it is not surprising that
bserv ations sho w a dipole collapse at a dif ferent v alue than the one
redicted from our simulations. Despite that, it is encouraging to see 
hat an energy ratio proxy also seems to describe the transition in the

agnetic morphology of M dwarfs. Future simulations with different 
izes of the conv ectiv e env elope will help assess whether the dipole
ollapse is sensitive to this parameter and, therefore, if it is a potential
ource of uncertainties when determining the E K / E M 

threshold. 
Finally, we explored the surface shear achieved in our simulations. 
e identified that, although quite weak, simulations with multipolar 

urface magnetic fields fa v our solar -like differential rotation profiles.
n contrast, all dipole-dominated simulations yield antisolar differ- 
ntial rotation (similar to Aubert 2005 ; Dobler et al. 2006 ). Here, we
an also draw an observational parallel as surface shears have been
easured for some of the stars in Fig. 11 (Donati et al. 2008 ; Morin

t al. 2008 ). Because our numerical simulations have a constant
otation period, the transition in the magnetic field morphology with 
he relative shear reflects the change in the surface shear (Fig. 10 ).
herefore, we use the latitudinal surface shear d � rather than the

elative shear as the rele v ant parameter to consider for observations
hen the rotation period varies from star to star (from 1 to 9 d in our

ample). Fig. 12 shows the link between the axial dipole contribution
o the large-scale magnetic morphology and the measured latitudinal 
MNRAS 517, 3392–3406 (2022) 
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urface shear for M dwarf stars. The data in Fig. 12 give hints of
 sharp transition in the magnetic complexity of M dwarfs with the
ncrease of d �, with strong dipoles preventing significant latitudinal
ifferential rotation at the surface and multipoles coexisting with
arge latitudinal surface shears. We note that this observational trend
lso extends to fully convective stars, with those harbouring strong
ipoles almost rotating as solid bodies, i.e. d � ∼ 0 (Donati et al.
006b ; Morin et al. 2008 ). Ho we ver, contrary to the trend in our
imulations, we find that the dipole collapses at positive shears for
 dwarfs (d � ∼ 55 mrad d −1 ). Moreo v er, none of the stars from
onati et al. ( 2008 ) or Morin et al. ( 2008 ) had an antisolar differential

otation (akin to other shear detection in M dwarfs; e.g. H ́ebrard
t al. 2016 ; Zaleski et al. 2020 ). The direct comparison between
bservations and simulations is thus slightly less straightforward
hen shear profiles are concerned. It remains therefore to be

nvestigated whether lowering the viscosity and magnetic dif fusi vity
n our simulations can modify the differential rotation profile. For
nstance, it would be important to test if the antisolar regime found
n the present calculations survives in more realistic parameter
anges. Further research is thus necessary to investigate how smaller
kman numbers and/or larger magnetic Reynolds numbers can

mpact the transition seen in the differential rotation profile and 
mplitude. 

The parameter space explored in this study offers new insights
nto the mechanisms controlling the magnetic morphology of stars.
ur 3D dynamo simulations show that the magnetic morphology
f the large-scale field depends on how much the Lorentz force is
ble to impact the flow. Although we cannot exclude the possibility
hat stronger anelastic effects in stars may modify this conclusion, we
ound that the energy ratio proxy proposed in our work to describe the
ransition in the magnetic morphology indeed succeeds at describing
he varying large-scale magnetic topology of a small sample of M
warfs featuring similar conv ectiv e zone geometries, and for which
 homogeneous collection of ZDI measurements is available in
he literature. This first result leaves room for further numerical
xplorations aimed at studying the impact of more parameters, such
s the size of the conv ectiv e zone and the rotation rate. These
imulations will broaden potential comparisons with stars of different
pectral types than the ones considered here, and therefore to further
nvestigate whether the proxy that we propose can be used in a more
eneral context. We also leave for a forthcoming paper the study
f whether a radiative interior in the numerical domain is also able
o impact the magnetic morphology of the large-scale field and its
ransition from a mainly dipolar to a mainly multipolar structure,
nd to modify the conclusions reached here regarding the proxies
hat best describe where this transition occurs in the parameter 
pace. 

C K N OW L E D G E M E N T S  

he authors wish to thank Pascal Petit and Claire Moutou for
ery fruitful discussions. We also thank the anonymous referees
or their insightful comments and suggestions that helped to
mpro v e this paper. BZ and J-FD acknowledge funding from
he European Research Council (ERC) under the Horizon
020 Framework Programme (grant agreement #740651 New-
orlds). LJ acknowledges funding by the Institut Universitaire

e France. NL acknowledges funding by CNPq, CAPES, and
APEMIG. Numerical simulations were performed using HPC
esources from GENCI-CINES (grants 2020-A0070410970 and
021-A0090410970) and CALMIP (grant P19031). 
NRAS 517, 3392–3406 (2022) 
ATA  AVAI LABI LI TY  

he authors confirm that the data supporting the findings of this
tudy are available within the paper or through requests to the cor-
esponding author. Numerical simulations were performed with the
uid dynamics code MAGIC using the open-source library SHTNS ,
oth publicly available at https://github.com/magic-sph/magic and
ttps:// bitbucket.org/ nschaef f/shtns , respecti vely. 

EFERENCES  

ubert J., 2005, J. Fluid Mech. , 542, 53 
ubert J., Gastine T., Fournier A., 2017, J. Fluid Mech. , 813, 558 
oro Saikia S. et al., 2018, A&A , 620, L11 
raginsky S. I., Roberts P. H., 1995, Geophys. Astrophys. Fluid Dyn. , 79, 1 
randenburg A., Subramanian K., 2005, Phys. Rep. , 417, 1 
rown B. P., Miesch M. S., Browning M. K., Brun A. S., Toomre J., 2011,

ApJ , 731, 69 
rowning M. K., 2008, ApJ , 676, 1262 
run A. S., Browning M. K., 2017, Living Rev. Sol. Phys. , 14, 4 
usse F. H., 2002, Phys. Fluids , 14, 1301 
alkins M. A., 2018, Phys. Earth Planet. Inter. , 276, 182 
hristensen U. R., Aubert J., 2006, Geophys. J. Int. , 166, 97 
hristensen U., Olson P., Glatzmaier G. A., 1999, Geophys. J. Int. , 138, 393
uff K., Heimpel M., 2018, Phys. Earth Planet. Inter. , 282, 89 
avidson P. A., 2013, Geophys. J. Int. , 195, 67 
eRosa M. L., Brun A. S., Hoeksema J. T., 2012, ApJ , 757, 96 
ietrich W., Wicht J., 2018, Frontiers Earth Sci. , 6, 189 
obler W., Stix M., Brandenburg A., 2006, ApJ , 638, 336 
onati J. F., Brown S. F., 1997, A&A, 326, 1135 
onati J. F., Landstreet J. D., 2009, ARA&A , 47, 333 
onati J. F., Semel M., Carter B. D., Rees D. E., Collier Cameron A., 1997,

MNRAS , 291, 658 
onati J.-F. et al., 2006a, MNRAS , 370, 629 
onati J.-F., F orv eille T., Collier Cameron A., Barnes J. R., Delfosse X.,

Jardine M. M., Valenti J. A., 2006b, Science , 311, 633 
onati J. F. et al., 2008, MNRAS , 390, 545 
ormy E., 2016, J. Fluid Mech. , 789, 500 
ormy E., Oruba L., Petitdemange L., 2018, Fluid Dyn. Res. , 50, 011415 
meriau-Viard C., Brun A. S., 2017, ApJ , 846, 8 
olsom C. P. et al., 2016, MNRAS , 457, 580 
olsom C. P. et al., 2018, MNRAS , 474, 4956 
arcia F., Oruba L., Dormy E., 2017, Geophys. Astrophys. Fluid Dyn. , 111,

380 
astine T., Wicht J., 2012, Icarus , 219, 428 
astine T., Wicht J., 2021, Icarus, 368, 114514 
astine T., Duarte L., Wicht J., 2012, A&A , 546, A19 
astine T., Morin J., Duarte L., Reiners A., Christensen U. R., Wicht J., 2013,

A&A , 549, L5 
astine T., Yadav R. K., Morin J., Reiners A., Wicht J., 2014, MNRAS , 438,

L76 
uerrero G., Zaire B., Smolarkiewicz P. K., de Gouveia Dal Pino E. M.,

Kosovichev A. G., Mansour N. N., 2019, ApJ , 880, 6 
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Figure A1. Time-averaged dimensionless poloidal kinetic energy spectra for 
the dipolar (red solid line) and multipolar (purple solid line) cases given in 
Fig. 6 . Shaded areas correspond to one standard deviation about the time- 
averaged spectra, and the dashed vertical lines mark the location of the peak. 
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Figure B1. Dipolarity (black line) and tilt angle of the total dipole (purple 
line) as a function of time (given in units of magnetic diffusion time τλ). The 
top plot corresponds to the simulation FC10 and the bottom one to FC11. The 
vertical blue line indicates the initial time used to compute the time-averaged 
dipolarity in the top panel. F or illustrativ e purposes only the time-averaged 
window is shown in the bottom plot. 
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PPEN D IX  A :  KINETIC  E N E R G Y  L E N G T H  

CALE  

e compute the dominant scale of convection as the peak of the
ime-averaged poloidal kinetic energy spectra (Schwaiger et al. 2019 , 
021 ), defined as 

 peak = argmax ( E K, P ( 
 )) . (A1) 

ig. A1 shows examples of poloidal kinetic energy spectra for 
ne dipolar case (red line) and one multipolar case (purple line). 
he degree at which the spectra is maximum, 
 peak , is indicated
y a dashed vertical line. These reference dipole and multipole 
odels feature conv ectiv e flows with similar dominant length scale. 
onsidering the entire set of simulations, we find 
 peak ranging from
4 to 45 with a median value of 30. 
PPENDI X  B:  AV E R AG I N G  S T R AT E G Y  

ig. B1 illustrates the time dependence of the dipolarity (equation 12 )
nd the dipole tilt angle ( θdip ) for two simulations with N ρ = 1.5 in
ur sample. The simulation FC10 (top panel) shows an axial dipole
hat is anti-aligned with the rotation axis ( θdip ∼ 180 ◦) and whose
eld strength is stable throughout the time span of the simulation.
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or this simulation, we find f dip = 0.62 ± 0.04 when using an
veraging interval τ avg that is defined as the difference between the
ime at the end of the run ( τ end ) minus a predefined initial time
represented by the blue dashed line in top plot). The bottom panel
f Fig. B1 corresponds to the simulation FC11. The evolution of θdip 

vidences a reversing dipole with periodic switches in polarity that
ccur at irregular intervals of time. We find f dip = 0.41 ± 0.12 when
onsidering a large number of reversals to compute the time average
achieved after setting τ avg = 2.5 τλ). 

We remind the reader that all of our simulations were initialized
ith a dipole of strength � = 0.44 and the solutions we obtained
ay depend on the initial conditions. 

PPENDIX  C :  FLOW  C O N F I G U R AT I O N  

t was proposed in the literature that the dipole collapse is directly
inked to an arrangement in the conv ectiv e flow. Two main quantities
haracterizing the structure of conv ectiv e flows in the simulations
ere explored. 

(i) The columnarity C ωz that offers a quantitative way to define
olumnar flows and is expressed by 

 ωz = 

∑ 

s,φ |〈 ω 

′ · ˆ e z 〉 z | ∑ 

s,φ〈 | ω 

′ | 〉 z , (C1) 

here ω 

′ 
is the vorticity generated by the non-axisymmetric velocity

eld (Soderlund et al. 2012 ). The summation occurs in the equatorial
lane and 〈 · 〉 z represents an average in the axial direction ˆ e z . 
(ii) The relative axial helicity of the flow | H 

rel 
z | computed as the

verage of the absolute contribution from the Northern and Southern
emispheres: | H 

rel 
z | = 

(| H 

rel 
z NH | + | H 

rel 
z SH | 

)
/ 2, where each hemi-

pheric contribution is given by 

 

rel 
z NH / SH = 

〈 u z ω z 〉 NH / SH √ 〈
u 

2 
z 

〉
NH / SH 

〈
ω 

2 
z 

〉
NH / SH 

. (C2) 

The top panel of Fig. C1 shows f dip as a function of C ωz for
ur data set. The o v erall result shows a homogeneous distribution
f dipole-dominated and complex multipolar surface fields for the
xplored range of C ωz (going from 0.4 to 1). It also evidences the
ack of correlation between f dip and C ωz . A possible explanation
or this might be the high values of columnarity attained in this
ork. Prior Boussinesq simulations of Soderlund et al. ( 2012 ) found

hat columnar flows with C ωz > 0 . 5 can generate either dipolar or
ultipolar surface magnetic fields, while flows with C ωz � 0 . 5 only

esults in multipolar fields. Indeed if we restrain ourselves to the
uns with columnarity around the threshold of 0.5, we identify
hree runs FC08, FC15, and FC23, giving hints of a transition to
 multipolar branch (all three with f dip < 0.25). Nevertheless, the
iversity of magnetic field complexities obtained at high C ωz makes
he columnarity a poor proxy to describe the dipolar collapse. 

Often associated with the magnetic field amplification in the
ynamo framework (through the so-called α-effect), the decrease
n the flow’s relative axial helicity has also been suggested to cause
he dipole breakdown (Soderlund et al. 2012 ). The bottom panel of
ig. C1 shows the dependency of | H 

rel | with the different magnetic
NRAS 517, 3392–3406 (2022) 

z 
igure C1. Dipolarity as a function of the flow columnarity (top) and relative
xial helicity (bottom). Symbols are defined as in Fig. 5 . 

orphologies. The simulations yield weak to moderate relative
elicity values, | H 

rel 
z | < 0 . 6, that are consistent with the values

btained in previous works (Takahashi 2014 ; Garcia et al. 2017 ). It is
pparent from Fig. C1 that the only case displaying f dip ≈ 0 features
he highest helicity in our sample. On the other hand, the strongest
ipoles possess weak helicity values with | H 

rel 
z | spread around 0.28

corresponding to five dipolar dynamos obtained for N ρ = 1.0 and
he two strongest dipoles for N ρ = 3.0). These results suggest that the

agnetic morphology is unaffected by | H 

rel 
z | for the parameter space

e explored. Although these findings differ from some published
tudies (e.g. Soderlund et al. 2012 ), they are consistent with mean-
eld simulations of Livermore, Hughes & Tobias ( 2007 ) and the 3D
imulations of Browning ( 2008 ) mimicking the interior of a fully
onv ectiv e M dwarf. The likely cause for these differences is that
he mean helicity becomes a poor approximation for the α-effect in
ome cases (Schrinner et al. 2007 ; Warnecke et al. 2018 ). 

These results corroborate earlier suggestions of Garcia et al.
 2017 ), who argued that hydrodynamic transitions in the flow (e.g.
easured by C ωz or H 

rel 
z ) would only capture the dipole collapse

n systems where the Lorentz force plays a minor role in the flow
ynamics. 
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