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A B S T R A C T 

We present a pilot, untargeted extragalactic carbon monoxide (CO) emission-line surv e y using ALMACAL, a project utilizing 

ALMA calibration data for scientific purposes. In 33 deep ( T exp > 40 min) ALMACAL fields, we report six CO emission-line 
detections abo v e S/N > 4, one-third confirmed by MUSE observations. With this pilot surv e y, we probe a cosmologically 

significant volume of ∼10 

5 cMpc 3 , widely distributed o v er man y pointings in the southern sk y, making the surv e y largely 

insusceptible to the effects of cosmic variance. We derive the redshift probability of the CO detections using probability 

functions from the SHARK semi-analytical model of galaxy formation. By assuming typical CO excitations for the detections, 
we put constraints on the cosmic molecular gas mass density evolution o v er the redshift range 0 < z < 1.5. The results of our 
pilot surv e y are consistent with the findings of other untargeted emission-line surv e ys and the theoretical model predictions and 

currently cannot rule out a non-evolving molecular gas mass density. Our study demonstrates the potential of using ALMA 

calibrator fields as a multi-sightline untargeted CO emission-line surv e y. Applying this approach to the full ALMACAL database 
will provide an accurate, free of cosmic variance, measurement of the molecular luminosity function as a function of redshift. 

Key words: ISM: molecules – galaxies: evolution – galaxies: ISM – galaxies: star formation. 
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 I N T RO D U C T I O N  

he cosmic star formation history (SFH, Madau & Dickinson 2014 )
stablishes the peak of the star formation in the Universe to be
wo billion years after the big bang ( z ∼ 2), followed by order of
agnitude decline to the present-day. To understand what drives the

osmic SFH, we need to look at how the elements that lead to star
ormation evolve throughout cosmic time. 

Hydrogen is the most abundant element in the Universe and, in
ts different phases, is an ideal tracer of the baryon cycle - from its
onised state in the intergalactic medium to its neutral phase in the
nterstellar medium of galaxies (see the re vie w of P ́eroux & Howk
020 ). Moreo v er, sev eral studies hav e established that hydrogen in
ts molecular form is a direct fuel for star formation, as it is the
as phase that is most tightly correlated to the star formation rate in
alaxies (see re vie w by Krumholz 2014 ). Hence, to answer why the
osmic SFR evolves with the characteristics described above, it is
ssential to study how the molecular gas content of galaxies and the

ni verse e volves. 

 E-mail: ahamanowicz@stsci.edu 
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Direct measurements of the molecular gas mass density �H 2 
hrough H 2 emission are, ho we v er, impossible for e xtragalactic
ources as this molecule is characterized by faint vibrational tran-
itions (e.g. Cui et al. 2005 ). Instead, the molecular gas content of
alaxies largely relies on observations of the second most abundant
olecule, CO, whose bright transitions are observable out to the

istant Universe ( z > 2, Carilli & Walter 2013 ; Hodge & da Cunha
020 ). CO has been detected in star-forming galaxies at different
edshifts through targeted surv e ys (e.g. Grev e et al. 2005 ; Daddi
t al. 2010 ; Genzel et al. 2010 ; Bothwell et al. 2013 ; Freundlich et al.
019 ; Tacconi, Genzel & Sternberg 2020 ), providing us with the view
f the molecular gas reservoirs in massive galaxies and their link to
tar formation. Such surv e ys target massiv e star-forming galaxies
nd have been used to investigate the scaling relations linking the
 alaxies’ molecular g as content with other g alaxy properties such as
tellar mass or SFR. Extrapolating these scaling relations to lower
ass regimes provides an approximate overview of the molecular

as content of galaxies at different redshifts. 
Although powerful, scaling relations from targeted surv e ys likely

ntroduce unknown systematic biases in the measurements of �H 2 .
n unbiased way to study the molecular gas content of galaxies

cross cosmic time is through untargeted emission-line surv e ys:
© 2022 The Author(s) 
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Figure 1. Frequency coverage of ALMACAL-CO pilot deep fields ( T int > 

40 min). The fields are presented with increasing right ascension from bottom 

to top. Blue rectangles mark the frequency coverage of the data used in this 
study. Grey shaded areas represent the ALMA bands’ frequency coverage 
labelled on the top. The frequenc y co v erage of ALMACAL observations 
depends on the PI’s requests for corresponding ALMA science projects. 
The co v erage of different calibrators depends on their popularity, mainly the 
position in the sky near the most often observed targets. 
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bservation o v er a selected sk y area without target pre-selection.
o far, untargeted CO surv e ys hav e focused on cosmological fields
ith a significant multiwavelength coverage. ASPECS (Walter et al. 
016 ; Decarli et al. 2019 ) in HUDF provided robust constraints on
he molecular gas mass function evolution up to redshift z = 4 and
ombined the CO detections with the HUDF optical counterparts. 
OLDz in the COSMOS and GOODS-North fields (Riechers et al. 
019 ) added the molecular gas mass function constraints at the 
edshift range 5 −7 and quantified CO luminosity functions (LFs) 
t median redshift of z= 2.4. Ho we v er, these surv e ys hav e been
imited to single fields, co v ering a small part of the sky, making
hem quite susceptible to the possible effects of cosmic variance. 
dditionally, Lenki ́c et al. ( 2020 ) searched for secondary sources in

he multiple NOEMA PHIBSS2 surv e y fields, further supported the 
easurements reported by the ASPECS group. (originally surv e y 

argeting CO emission in massive star-forming galaxies). 
To quantify the molecular gas budget of the Universe and the 

mpact of the molecular gas content of galaxies on the Uni- 
erse’s SFH, we need a statistically significant sample of well- 
haracterized CO-selected galaxies. Such a sample can be provided 
y ALMACAL: an untargeted surv e y using ALMA calibration data 
btained semi-randomly across the southern sky. Before embarking 
n a comprehensive untargeted molecular emission-line search on the 
omplete ALMACAL data set, we decided first to run a pilot, proof-
f-concept, ALMACAL-CO surv e y. Testing the surv e y concept 
n a selected data set provides a training set on which we can
xplore the systematics and biases of the ALMACAL data. We 
re also introducing a no v el statistical approach, addressing the 
mission-line classification challenges of a sk y-wide surv e y without 
orresponding deep optical follo w-up observ ations. We construct the 
edshift probability functions of each emission-line detection based 
n the CO flux predictions from the SHARK semi-analytical model 
SAM) of galaxy formation (Lagos et al. 2018 , 2020 ). Additionally,
e complement these estimates using an empirical classification of 

he detections as the lowest possible CO transition observable at 
 giv en frequenc y. We emphasize that the results presented in this
aper are preliminary and exploratory; with the future main surv e y
panning o v er all ALMA calibrator fields, we will significantly 
mpro v e the statistics and be able to provide stringent constraints
n the CO LFs as well as the evolution of the molecular gas mass
ensity with redshift. 
This paper is organized as follows: Section 2 describes the data 

nd the reduction process; Section 3 presents the source selection. 
olecular gas mass density calculations are presented in Section 4 . 
e discuss our findings, comparing them to previous studies in 

ection 5 , and we summarize the results in Section 6 . We adopt
he following cosmology: H 0 = 70 km s −1 Mpc −1 , �M 

= 0.3, and
� 

= 0.7. 

 A N  U N TA R G E T E D  EMISSION-LINE  SURV EY  

.1 The ALMACAL sur v ey 

he ALMACAL project 1 is utilizing the archi v al observ ations 
f ALMA calibrators for scientific purposes (Oteo et al. 2016 ). 
ach scientific observation with radio and millimetre interferometry 

equires several short integrations on a calibrator located at a small
eparation from the science field. The calibrator is observed with a 
hort exposure time (several minutes) with a setup identical to the 
 almacal.wordpress.com 

s

p  
cience observations requested by the project’s PI (spectral resolution 
nd co v erage). In addition, less frequent but deeper integrations of
andpass calibrators are taken. The frequency coverage and depth 
f the observations depend on the popularity of the calibrator. 
requenc y co v erage of the ALMACAL fields included in this study
an be found in Fig. 1 . 

ALMA calibrators are bright sub-millimetre point sources dis- 
ributed o v er the sk y accessible to the observatory. The presence of
uminous sources in the centre of the field of view may raise concerns
bout possible object clustering around these sources. This issue was 
lready investigated by Oteo et al. ( 2016 ) in their untargeted surv e y
or submillimetre galaxies (SMGs) in ALMACAL fields. The vast 
ajority of calibrators in our sample are classified as blazars (Bonato

t al. 2018 ), which are bright sub-mm sources because of their
rientation (jet pointing towards the observer Urry & Padovani 1995 ).
e vertheless, e very galaxy survey conducted on the ALMACAL 

ata may be minimally biased towards o v erdensities, especially for
ources/calibrators with unknown redshift. 

According to ALMA policies, ALMA calibration scans become 
ublicly available after the data sets that include these scans have
MNRAS 519, 34–49 (2023) 
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Figure 2. Total integration time distribution of the ALMA data cubes used 
in this study. The lowest integration time is limited to 40 min by construction. 
The longest integration time typically reaches 2 h with a few exceptions of 
e ven longer observ ations. The total integrated time results from concatenating 
the short (several minutes) singular calibration pointing taken in the same 
spectral setup. 

Figure 3. The ALMACAL-CO deep field distribution on the sky (blue 
circles). Red circles mark five fields, with six reported detections included in 
this study. The size of the points does not represent the physical scale. The 
random distribution of fields o v er the sky makes the surv e y less prone to the 
effects of cosmic variance. 
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assed the final quality assurance steps and have been delivered to
he principal inv estigator. F or ev ery ne w observ ation, the calibrator
cans are delivered together with the science data. 

We extract data from the ALMA archive, remove the science
bservations and reduce the calibration data separately. The data
re self-calibrated on the bright central source with a custom-made
ipeline, finding complex gain solutions in the shortest time intervals
llowed by the data. The bright point sources are modelled and
ubtracted from the visibility data, lea ving calibrator -free data sets
see Oteo et al. 2016 , for detailed descriptions of the process). Finally,
ll data are re-sampled to the exact spectral resolution. An extensive
ange characterizes the raw data used by ALMACAL in spectral
esolution. The original ALMA data are either in so-called frequency
ivision mode (FDM), which means high spectral resolution, or TDM
time division mode), which is low resolution or continuum mode. To
omogenize the data and reduce the total data volume, all FDM data
re reduced to the lowest available channel separation of 15.6 MHz,
imilar to the resolution of TDM data. By default, the correlator
oftware applies Hanning smoothing to all ALMA data. 

This implies that data taken in TDM mode have an intrinsic
esolution of 31.2 MHz. Ho we v er, the spectrally av eraged data to
he TDM resolution in the ALMACAL pipeline have a resolution
loser to 15.6 MHz. These are the majority of the data sets. Since
ifferent data sets can be combined to produce cubes, the typical
nal resolution of the data cubes is larger than 15.6 MHz, while the
hannel separation is al w ays exactly 15.6 MHz (which corresponds
o 46.8 km s −1 in Band 3, 14.3 km s −1 in Band 6 and 10 km s −1 in
and 8). 
The ALMACAL database includes observations from all ALMA

ands, most of which are in Band 3 (84 −116 GHz) and Band 6
211 −275 GHz). Up until today, the ALMACAL database consists
f o v er 2500 h of observ ations (the equi v alent of about one-half of
 full ALMA yearly observing cycle) and around 1000 calibrator
elds. We are accumulating new data constantly, but new fields are
dded only sporadically. 

.2 ALMACAL-CO sample selection 

LMACAL-CO is a project aiming at measuring the evolution of
he cosmic molecular gas mass function through the untargeted
etections of CO emission lines. This work presents a pilot project
ocusing on the fields with the longest integration times, which we
efer to as deep . The data selection was performed in September
017. Below we describe the selection of the data for the pilot study.
For each ALMACAL calibrator field, we chose observations

ndertaken in the same frequency setup accumulating a total ob-
ervation time longer than 40 min. To ensure that the frequency
o v erage of such selected observations are identical, we match
he calibrator observations by the proposal IDs and check that the
f fecti v e frequenc y co v erage is identical. In this way, we exclude
pectral scans, or observations with o v erlapping but not identical
requenc y co v erage. The cubes vary in depth (inte grated time) from
0 min to 4 h (Fig. 2 ). The chosen observations were concatenated
or each field into a single file and converted to a data cube with
tandard CASA routines. Before concatenation, we imaged each
bservation and visually checked the quality to remo v e an y data
uffering from artefacts related to imperfect calibration or dynamic
ange limitations. The data selection resulted in 147 cubes o v er
7 calibration fields, each cube representing a different frequency
o v erage. The bright calibrator at the centre of each ALMACAL
eld is remo v ed before our analysis. Ho we ver, if the original object
as distinct spectral features (e.g. broad lines, prominent continuum
NRAS 519, 34–49 (2023) 
lope) this automated procedure can leave residuals in the cubes. To
ccount for that, we ran a continuum-fitting routine ( UVCONTSUB )
n the concatenated files and remo v ed large-scale noise structures.
evertheless, 10 per cent of the sample was still affected by imperfect

alibrator subtraction and these affected cubes were remo v ed from
he analysis. The final sample consists of 133 cubes. The distribution
f the fields in the sky is presented in Fig. 3 . 
The spatial extent of each image cube is set by the primary beam

ize, which depends on the observing frequency. The full width at
alf-maximum (FWHM) of the primary beam ranges from 56 arcsec
n Band 3, 27 arcsec in Band 6, to 9 arcsec in Band 9. We used the
ASA ANALYSIS UTILITIES package’s routines to estimate the best
arameters for constructing the images: the size of the pixels and
he number of pixels across the image. In constructing the cubes,
e combine data with an e xtensiv e range of spatial resolutions. To
roduce a data set with consistent properties, which allows optimal
etection of unresolved line emission, we taper all visibility data
o the exact spatial resolution of 0.5 arcsec, limiting the minimal
ixel size to 0.17 arcsec. In combining the data, we exclude spectral
indo ws narro wer than 0.5 GHz. In this project, we also do not

onsider observations from the Atacama Compact Array array. 

art/stac3159_f2.eps
art/stac3159_f3.eps
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Table 1. The completeness and reliability coefficients (with errors) of 
ALMACAL-CO emission-line candidates. The columns: (1) Candidate ID 

including sky coordinates of the detection in J2000, (2) completeness, and 
(3) reliability coefficient. The two detections in the J0334-4008 field (last two 
rows) were confirmed through the MUSE observations, therefore we assign 
them with the reliability of 1.00. 

Source Completeness Reliability 

ALMACAL J000614.36 −062329.4 0.48 + 0 . 03 
−0 . 02 0.51 ± 0.05 

ALMACAL J051002.35 + 180052.5 0.29 + 0 . 03 
−0 . 02 0.32 ± 0.02 

ALMACAL J192450.65 −291444.7 0.29 + 0 . 03 
−0 . 02 0.38 ± 0.04 

ALMACAL J235752.46 −531120.7 0.63 + 0 . 04 
−0 . 03 0.74 ± 0.08 

ALMACAL J033416.50 −400816.0 0.67 + 0 . 03 
−0 . 03 1.00 ± 0.00 

ALMACAL J033412.22 −400806.8 0.48 + 0 . 03 
−0 . 02 1.00 ± 0.00 
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After creating the data cubes, we calculated each cube’s total 
oot mean square (rms) and created noise-per-channel diagrams. The 
esulting analysis showed that some ranges of channels extend over 
he mean noise levels and revealed highly variable noise patterns 
hroughout the cube. Therefore, we remo v ed data cubes from the
ample for which the root mean square was higher than 5 mJy
eam 

−1 . Additionally, we flagged the channels with noise levels 
v eraged o v er the field-of-view exceeding 1 σ of the noise variation
n the cube (less than 20 per cent of all data). 

Because of the nature of the ALMACAL data, the spectral 
o v erage of each observation depends on the spectral setting defined
y the PI of the corresponding science project (Fig. 1 ). The non-
niform spectral co v erage of our fields results in a variation of the
robed volume (see Table 3 ). The inhomogeneity of the frequency 
o v erage is taken into account in our volume calculations (Section 5 ).
n some of the calibrator fields, the frequenc y co v erage is scarce,
aking the untargeted detection of the CO relatively unlikely. 

 U N TA R G E T E D  C O  LINE  SEARCH  

.1 Source detection 

he untargeted emission-line search o v er ALMA data cubes in 
he ALMACAL-CO pilot sample was performed using the SoFiA 

pen-access source finder (Serra et al. 2015 ). SoFiA is a flexible
ource finder developed primarily for searching and characterizing 
etections from large H I 21-cm surv e ys. The source finder searches
he 3D data cubes on multiple scales, both spectrally and spatially, 
llowing for different source-finding algorithms, including classical 
igma clipping or more advanced wavelet reconstruction. In addition, 
t allows for customized treatment of the noise: depending on the 
ube parameters, noise can be calculated globally or in each channel 
eparately. 

We searched for the emission lines in the cubes before applying 
he primary-beam correction (which is required to perform flux 

easurements). The source finding was performed using the sigma 
lipping algorithm and spectral smoothing o v er a set of kernels
ncreasing spatially and spectrally. This method allowed a fast 
nalysis of the cubes in only a few minutes each. We limited the
earch to a 3 σ threshold and required the minimal size of the detection
o be two pixels (0.3 arcsec) and three channels (corresponding to 
40 km s −1 in Band 3, 43 km s −1 in Band 6, and 30 km s −1 in Band 8).
We devised several criteria for initial detections to be considered 

s candidates. They should have a peak flux S/N > 4 and reliability
 > 0.3 (Section 3.3 ). Additionally, as we searched the non-primary-
eam corrected cube, we remo v ed candidates detected in re gions
here the primary beam gain is less than 0.3. At this level, we retrieve

ess than 30 per cent of the original flux, making the candidates from
his region unreliable. We also reject the emission lines of which
he width is larger than a quarter of the spectral extent of the cube.
astly, we inspect visually all the detections and their positions to
ake sure that the candidate is not confused with the injected mock

ources (Section 3.2 ), which escaped our matching pipeline, or is the
esult of incorrect pixel merging of the final detection by the source
nder. The properties of the candidates are summarized in Table 2 ,
hile spectra and moment maps are shown in Fig. 5 . 
Deep ancillary data, which would ease the identification of the 

etections through optical counterparts, are mostly unavailable for 
ur calibrator fields. Ho we ver, for one of the fields in which we
eport two candidate detections, archi v al VLT / MUSE and HST data
re available. Therefore, we identify the optical counterparts for these 
wo CO detections in field J0334 −4008 and confirm the redshifts
Fig. 4 ). Although this does not guarantee the total reliability of our
andidate sample, it demonstrates that our method is viable and that
LMACAL can be employed to make untargeted extragalactic CO 

mission-line detections. 
To test if our candidate detections are consistent with a random

patial distribution, we compared the distribution of the distances of 
he mock sources from the centre (which were injected at random
ositions, Section 3.2 ) to the distribution of the retrieved mock
ources. A K–S test resulted in a p -value of 0.007, confirming that the
patial distribution of the retrieved sources is consistent with that of
he randomly injected ones. Additionally, we checked the positions 
f the six candidate detections – although they are preferentially 
ound beyond the half-power beam re gion, the y do not appear to
e detected at any preferential position. We conclude then that the
etections are not biased towards a given position in the cube. 
The ALMACAL-CO pilot surv e y is complementary to other 

ntargeted CO emission-line surv e ys conducted so far, in its strategy,
patial and frequency coverage. The survey includes coverage at 
igher frequencies, and is therefore sensitive to high- J CO transitions
round redshift z = 0.5 −1.5 and [C II ] at z = 4 −5. 

.2 Completeness 

o measure the completeness of ALMACAL-CO, we inject mock 
ources into the surv e y’s data cubes and feed them to the SoFiA
ource finder with the same setup as the actual search procedure. We
nject 20 mock sources per cube, and repeat the random mock source
njection 20 times in each cube of the surv e y to populate the mock
ources parameter space. 

Mock sources are designed to mimic real emission lines and are
escribed by several parameters: peak flux, central frequency, and 
idth. For each source, we assume a Gaussian line profile with a

andom central frequency within the spectral range of a single cube.
he peak flux was defined to have a range of one to eight times the rms

in the steps of 0.1) of the noise in the given cube. The detection width
as then assigned randomly from a uniform distribution between 10 

nd 500 km s –1 . Finally, we assign each detection a random spatial
osition in the cube, excluding a three-pixel-wide frame around the 
dges. After each injection, the positions become forbidden for other 
ngestions within a ±3-pixel radius (the equi v alent of the beam
ize) to prevent overlapping sources. All mock sources are spatially 
nresolved. 
We perform the source search with the SoFiA source finder to

etrieve mock sources and detect real sources in the same search run.
MNRAS 519, 34–49 (2023) 
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Table 2. ALMACAL-CO emission-line candidates. The two detections in the field of calibrator J0334–4008 coincide with nearby galaxies 
detected with VLT / MUSE , allowing for the redshift identification of the sources as CO(1 − 0) lines. For these two detections, we assign the 
probability function of 100 per cent for the spectroscopically confirmed transition. The columns: (1) Candidate ID including sky coordinates of 
the detection in J2000, (2) central frequency of the detection in GHz, (3) integrated line flux, (4) width of the detection, (5) signal-to-noise ratio 
as reported by the SoFiA source finder, (6) Primary beam attenuation at the position of the detection, (7) distance from the phase centre, and (8) 
Continuum flux limit (index indicating the ALMA beam in which the continuum was measured). 

Source Frequency Flux FWHM S/N PB � r Cont. 
(GHz) (mJy km s –1 ) (km s –1 ) attenuation (arcsec) flux (mJy) 

ALMACAL 

J000614.36 − 062329.4 
348.46 50 ± 10 35 ± 5 5.9 0.45 9.10 < 0.08 B 7 

ALMACAL 

J051002.35 + 180052.5 
344.57 80 ± 13 35 ± 4 5.1 0.30 11.13 < 0.08 B 6 

ALMACAL 

J192450.65 − 291444.7 
233.48 40 ± 13 60 ± 15 4.9 0.36 15.66 < 0.06 B 6 

ALMACAL 

J235752.46 − 531120.7 
135.91 60 ± 10 200 ± 26 6.7 0.64 18.20 < 0.03 B 4 

ALMACAL 

J033416.50 − 400816.0 
97.23 100 ± 22 255 ± 43 5.9 0.40 33.55 < 0.05 B 3 

ALMACAL 

J033412.22 − 400806.8 
101.67 40 ± 7 60 ± 9 6.4 0.62 25.32 < 0.06 B 3 
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e compare the position of the detections with the injected mock
ources catalogue to flag real candidates. 

The completeness as a function of emission-line strength and
idth is shown in Fig. 7 and the completeness values for individual
etections are provided in Table 1 . Following our expectations, the
idth of the emission line significantly impacts the detectability. We
ill most likely reco v er broad and strong emission lines, for which

he detection fraction reaches 80 −90 per cent. For emission lines
elow 5 σ , we reach a lower level of completeness. 
Our quoted completeness values appear lower than those reported

n previous surv e ys (e.g. ASPECS Decarli et al. 2019 ). Ho we ver,
otwithstanding the low completeness, two candidates with optical
ata have confirmed counterparts, which means that these candidates
re reliable. 

We define the completeness coefficient as the fraction of retrieved
ources for a given peak signal-to-noise and emission-line width
Table 1 ). Next, the uncertainty on the completeness coefficient
easurement is calculated as the 1 σ Poisson limit in the signal-to-

oise ratio and width bins. Finally, the completeness fraction deduced
rom this analysis is used to correct the mass density function.

e assume all our detections are unresolved in the completeness
rocedure described abo v e. Ho we ver, especially in the case of low-
edshift objects, we can potentially come across marginally resolved
ources (of a size two to three times the synthesized beam). To verify
f the same completeness coefficient applies to marginally resolved
ources, we repeated the procedure described abo v e for mock sources
ith spatial sizes 2, 3, or 4 times the beam size. We find that regardless
f the size of the source, the completeness coefficients are within
he error. Therefore, we are confident that the marginally resolved
ources of S / N > 4 are well represented in our search. 

.3 Reliability 

ssessing the significance of the detection is one of the challenges
f any untargeted survey . Especially , when using interferometric
ata, disentangling noise peaks from the real detections becomes
 challenge (with the non-Gaussian characteristic of the ALMA
oise). The most common practice of assigning a fidelity or reliability
arameter (as they are interchangeably named) comes from analyzing
he number of positive and ne gativ e detections in the data cubes. The
NRAS 519, 34–49 (2023) 
e gativ e detections are searched for in the inverted cube. As we
o not expect real absorption features randomly in the field, these
etections represent the distribution of the noise peaks. By comparing
e veral positi ve and negati ve detections as a function of their signal-
o-noise ratio (Fig. 8 ), we construct the reliability coefficient, stating
hich percentage of the detections are likely real. In our surv e y,
e adopted an approach similar to the method employed by the
SPECS surv e y, presented in Walter et al. ( 2016 ). In the ASPECS

urv e y, the reliability threshold was chosen at 60 per cent. In later
orks, ASPECS updated their method, by including the line width

or the reliability calculations of the candidates. Ho we ver, we do not
ave a large enough sample to adopt this approach, and settled on a
impler method described below. 

We define the reliability coefficient as 

eliability = R[(S / N)] = 1 − N neg 

N pos 
, (1) 

where N pos and N neg are the number of the positive and ne gativ e
andidates for a certain S/N. To make the reliability calculation more
eneral, we fit the model error function to the distribution of such
alculated reliability with S/N: 

( S /N ) = 

1 

2 
erf 

(
S /N − C 

σ

)
+ a, (2) 

hich allows us to calculate the reliability parameter for any
andidate. The model fit to the data (Fig. 8 ) results in the model
arameters: C = 6.24, σ = 2.56, and a = 0.65. In this approach,
e reach a reliability of 0.6 at S/N = 6.1 and 0.8 at S/N = 6.9. We

equire candidates to have a reliability of at least 0.3 to be included
n our analysis. 

 ESTIMATION  O F  C O  C A N D I DAT E  

EDSHI FTS  

he challenge of using ALMACAL data for an untargeted CO
mission-line search is the uneven spectral coverage of each field.
ll the detected candidates are single-line detections, creating a
e generac y between redshift estimation and transition classification.
ue to the limited spectral co v erage per field, the probability
f detecting more than one transition from the same objects 
s low. 
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Figure 4. Combination of optical ( HST imaging, MUSE spectroscopy) and ALMA observations of the ALMACAL-CO field J0334 −4008. Two detected 
emission lines in that field coincide spatially with the two spiral galaxies, edge-on at z = 0.185 and face-on at z = 0.133, allowing for the direct identification 
of the lines. The top left-hand panel shows the HST image of the field with the positions of ALMACAL-CO detections marked with red crosses. The two top 
right-hand panels show the CO(1 − 0) emission-line detections for each galaxy and flux maps centred on the ALMA detections with + 3 σ , 4 σ , 5 σ , 6 σ contours. 
The bottom panels show MUSE spectra of the host galaxies, with the prominent emission lines marked in red. The gap in the spectra around 5800 Å arises from 

the use of the adaptive optics system for these observations. 
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As shown in Fig. 4 , we unambiguously determined the redshift of
wo of our detections. To classify our other candidates, we employ 
 no v el probabilistic approach based on the catalogue of properties
f simulated galaxies with the newly developed open-source, highly 
omplex detailed physics code SAM SHARK (Lagos et al. 2018 , 
019 ). 

.1 Redshift probability function based on SHARK SAMs 

e used SHARK SAMs (detailed description of the simulation in 
ection A1 ) of galaxy evolution to create the redshift probability 
alculator , returning a redshift probability function for each detec- 
ion, describing the likelihood for the candidate to be of a given CO
ransition. 

The CO excitation models used by SHARK for the brightness 
redictions come from Lagos et al. ( 2012 ). These CO simulations
ombine the galaxy formation model GALFORM with the photon- 
t  
ominated region code UCL-PDR in the Lambda cold dark matter 
 � CDM) framework (from z = 0 to 6). The H 2 and H I gas content
f galaxies is predicted by GALFORM (Lagos et al. 2011b , a ) based
n the semi-empirical relation from Blitz & Rosolowsky ( 2006 ).
ombined with the simulated galaxies’ ISM properties, these gas 
asses are further converted to the CO emission (transitions from 

 −0 to 10 −9) through UCL-PDR (Bayet et al. 2011 ) models for
ach galaxy. The resulting CO spectral lines energy distributions or 
pectral-line energy density (SLEDs) depend strongly on the galaxy 
SM properties and scale with the galaxy’s IR-luminosity. 

We generated a catalogue of SHARK simulated galaxies, requiring 
he brightest CO transition to be brighter than 0.05 mJy km s −1 . The
election resulted in a catalogue of about 10 million sources co v ering
edshifts from z = 0 −6. For each CO transition, we created a 2D
istogram binning the data of CO transition flux and redshift. For
ach bin of transitions, J up > 1, we additionally save the CO(1 − 0)
ux corresponding to each bin. This way, we use the CO SLEDs from

he simulated galaxy and do not require empirical line ratios. Lastly,
MNRAS 519, 34–49 (2023) 
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Figure 5. ALMACAL-CO emission lines candidates. Left-hand panel: ALMA 0th-moment map centred on the detection candidates disco v ered in the 
ALMACAL-CO untargeted search. The contours correspond to ±3 σ , 4 σ , 5 σ , 6 σ , derived from the respective line map. The size of the synthesized beam is 
shown in the lower left-hand corner. The grey areas mark the parts of the primary beam that were not included in our image cut. Middle panel: spectrum of the 
line candidates at the brightest pixel. The blue dashed region marks the spectral extend of the detected line. Right-hand panel: The distribution of CO transitions 
predicted by SHARK corresponding to ALMACAL-CO line detections. The majority of sources in our sample are associated with J up = 4, 5, 6. The parameters 
of all candidates as summarized in Table 2 . The lowest possible J up is marked in yellow. The read line indicates the redshift (left y -axis) of the corresponding 
J -transition in the histogram.The green horizontal dashed line marks the redshift of the calibrator in that field, indicating that the emitters do not preferentially 
cluster around the calibrator. For the candidates from field J0334-4008 (Fig. 4 ), we choose the CO(1 − 0) solution with probability 100 per cent, as confirmed 
by the optical counterparts. 
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e divide the number of objects in each bin by the total number of
bjects in the simulated sample defining the probability coefficient
or a certain pair of flux and redshift. 

The CO(1 − 0), the transition whose luminosity is converted
irectly to molecular gas mass, is observable with ALMA up to
edshift z = 0.35, and due to the small probed volume, we do not
xpect to detect many galaxies from that line. On the other hand,
igh-level transitions ( J up = 8, 9, 10) are expected to be faint for the
ypical star-forming galaxy ISM conditions, and their probability is
lose to or exactly zero. From the SHARK probability functions, the
ost likely transitions corresponding to the detections are J up = 3–6,
hich places most of our candidates between redshift 0.5 and 1.5.
or each of the probable redshift predictions, we check its position
NRAS 519, 34–49 (2023) 
ith respect to the calibrator redshift (which could raise concerns
bout the clustering). We found that none of the potential redshift
lassifications is close to one of the corresponding calibrators (see
ig. 5 ). Therefore, in our classification of the detections, we do not
dopt the highest probability J -transition as the final classification.
nstead, we include all probable J -transitions, weighted by the
robability predicted by SHARK , in our calculations. 
Our approach is not v ery sensitiv e to the details of the models.

o we ver, the essential requirements of the model are that it is in
ualitative agreement with the observed H 2 content of galaxies across
osmic time (shown to be the case in Lagache, Cousin & Chatzikos
018 ), and with the observed CO SLEDs (shown in Appendix
.2 ). 
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Figure 6. The integrated flux and width of the CO candidates from 

ALMACAL-CO (red) compared to detections from other untargeted surv e ys: 
ASPECS (blue, Decarli et al. 2019 ), COLDz (yellow, Riechers et al. 2019 ), 
PHIBSS2 (green, Lenki ́c et al. 2020 ). ALMACAL-CO detections are fainter 
and narrower compared to the detections from other surv e ys. 

Figure 7. Completeness of the SoFiA search for line emitters in ALMACAL- 
CO pilot cubes. The detection fraction of line emitters as a function of their 
peak signal-to-noise ratio as well as the signal width in km s –1 is represented 
by colours on the 2D histogram. The additional panels represent the detection 
fraction as a function of one of the emission-line parameters. The gradient 
in retrieving the unresolved mock sources points toward strong dependence 
of the success on the emission-line velocity width as opposed to signal-to- 
noise ratio. The highest completion rate has broad and strong signals (top 
right-hand corner of the plot). 
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Figure 8. Calculating the reliability coefficient. The top panel shows the 
distributions of peak signal-to-noise ratio for the positive and ne gativ e de- 
tections. The surplus of positive detections defines the reliability coefficient. 
The bottom panel shows the reliability model (equation 2 ) fitted to the ratio 
of ne gativ e v ersus positiv e detections (equation 1 ). Thanks to the model, we 
can calculate the reliability coefficient at any signal-to-noise ratio. 
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.2 CO SLEDs of SHARK galaxies 

he redshift estimates of the ALMACAL-CO detections are based on 
he CO emission-line flux predictions from the SHARK simulations 
Lagos et al. 2018 , 2019 , 2020 ). The relative strength of the CO
ines in the CO ladder is described by the CO SLED and depends on
he properties of the host galaxies, especially their ISM conditions. 
agos et al. ( 2020 ) compared the predicted CO SLED of SMG and

egular main-sequence galaxies to a compilation of observations, 
nding broad agreement. Thus, we expect that using SHARK CO 

LEDs here would provide a broadly correct framework to estimate 
ossible redshifts of our detected sources. 
We want to test SHARK CO SLEDs predictions against observa- 
ions to see how well the observable galaxies are represented. The
LEDs directly impact the results of our surv e y as they determine the
elative brightness of the high- J lines with respect to the CO(1 − 0).
irst, we base our redshift probability estimates on the fluxes of the
mission lines as we compare the brightness of the observed line
ith simulated line fluxes of different CO transitions. Secondly, we 

onv erted observ ed CO luminosities into CO(1 − 0) transitions (used
or the molecular gas mass estimation) using the simulated values, 
hich are also dependent on the CO SLEDs predicted by simulations.
We know of only a handful of CO SLEDs in star-forming galaxies

nd some extreme objects like quasars, SMGs, or starburst galaxies. 
o far, the most e xtensiv e study is that of CO SLEDs from BzK
alaxies at a median redshift of 〈 z〉 = 1.5 in Daddi et al. ( 2010 ).
he authors report the flux measurements for four CO transitions ( J up 

 1, 2, 3, 4) in four galaxies creating an average CO SLED, which we
sed for the comparison with the SLEDs predicted by SHARK . BzK
alaxies represent a typical star-forming object in the Universe above 
 > 1.0. Since most of our detections are associated with galaxies at
 = 1 −2, we consider them a representative comparison sample for
ur results. 
Following the optical selection criteria of BzK galaxies from 

addi et al. ( 2010 ), we extracted a set of BzK galaxies from the
HARK catalogue and calculated their median CO SLED together 
ith their 16th and 84th percentiles. The resulting SLED is presented

n Fig. 9 . We also plotted the observational results from Daddi et al.
 2015 ). The SHARK -simulated SLEDs are in good agreement with
he observational points. Both SLEDs peak at the J up = 4, and the
bserved points lie within the envelope of simulated values. 
Recently, ne w VLA observ ations from Riechers et al. ( 2020 ) have

hown that the Daddi et al. ( 2015 ) SLEDs tend to o v erestimate
he CO(1 − 0) luminosity and consequently have overestimated 
olecular gas masses of galaxies at redshift z ∼ 2 −3. Additionally,
oogaard et al. ( 2020 ) shown that the slope of the CO SLEDs vary

ignificantly between galaxies at redshifts z ∼ 1 and 2. In Fig. 9 ,
MNRAS 519, 34–49 (2023) 
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Figure 9. The average CO SLED of BzK 〈 z〉 = 1.5 galaxies simulated by 
SHARK . The dashed purple line marks the mean SLED of the subset chosen to 
this test, the lavender area covers the 16th and 84th percentiles. The dark blue 
points and dashed line are a CO SLED av eraged o v er four BzK galaxies at 〈 z〉 
= 1.5 from Daddi et al. ( 2015 ). The red point shows the median measurement 
form Riechers et al. ( 2020 ), while the green show the modelled SLEDs for 
galaxies at z = 1.3 and 2.4 from Boogaard et al. ( 2020 ). The fluxes of all 
transitions are normalized to the CO(1 − 0) flux. 
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e compare the median of these measurements to SHARK SLED
nd the Daddi et al. ( 2015 ), Riechers et al. ( 2020 ), and Boogaard
t al. ( 2020 ) results. This updated measurement is also in agreement
ith simulated SLEDs. The results show that the simulated SLEDs

n this work reproduce well the physical parameters of CO-selected
alaxies. 

For this probabilistic approach, one could ideally consider using a
atabase of observed CO emission lines in redshifted galaxies. How-
 ver, currently av ailable observ ations of CO emission (especially
ulti-CO line observations from the same object) are not e xtensiv e

nough to realize such an approach. We conclude that the SAM
pproach is currently the only viable option and have demonstrated
hat applying this approach does not lead to any significant biases. 

.3 Lowest possible J -transition limit 

he main measurements presented in this work rely on the simulated
O SLEDs obtained from the SHARK simulations. Additionally, to
onstrain limits on our simulation-based transition classification,
e explore a conserv ati ve lo west -J assumption. In this approach,
e assign the detection with the lowest possible J CO transition
bservable at the observed frequency. We expect the transitions below
 up = 5 to be the brightest and most probable ones to be observed.
he transitions assigned in this way range from J up = 1 to 4. 
Assuming the lowest J transition places all detections at the lowest

ossible redshift. That places five out of six detections below redshift
 < 0.5 and one to the next redshift bin ( z = 0.5 −1.0). We bin all
he lowest z detections and include them as the lowest -J estimate of
he ρ( M H 2 ) (Fig. 11 ). 

To calculate the luminosity of the CO(1 − 0) transition and
orresponding M H 2 , we need to assume a CO-SLED. Only a limited
umber of data-based CO-SLEDs in the literature co v er the low- J
NRAS 519, 34–49 (2023) 
ransitions, including the CO(1 − 0), which can be used for molecular
as mass estimates and here we adopted a median CO-SLED from
addi et al. ( 2015 ). The usual choice of Daddi et al. ( 2015 ), Riechers

t al. ( 2020 ) SLEDs, used by ASPECS, are derived for BzK galaxies
t redshift z = 1.5 and are not suitable in this case. We apply the
LED transitions coefficients for the lowest-J limit. 
This result provides a conserv ati ve model-free limit to comple-
ent the simulation-based line classification. We emphasize that

he lowest-J approach explored here should not be considered a
easurement but should only be seen as a conserv ati ve limit to

xplore the maximum effect of unknown J -transitions. 

.4 Search for optical counterparts 

ased on the SHARK SAMs, the probabilistic approach provides
opulation-weighted predictions for the observed lines. Ho we ver,
dentifying optical counterparts would be desirable for a fully secure
lassification of each CO detection. Therefore, we searched several
ptical data archives for observations of the calibrator fields. 
In general, we expect the optical counterparts of the CO line

etections to be similar to ASPECS counterparts (Boogaard et al.
019 ), rather faint ( ∼23–25 mag) sources. We checked the archives
f the optical all-sk y P an-STARSS1 (Chambers et al. 2016 ) surv e y
or the presence of any continuum detection at the position of
LMACAL-CO line candidates. We did not detect any optical source

t any candidate’s position. With exposure times of the order of a few
inutes, Pan-STARRS1 observations are likely not deep enough to

etect the counterparts of our detections. In near-infrared data from
ISTA, which are available for four detections, we also do not detect

ounterparts for our detections down to the level of 20.6–21.7 mag
n J or to 20.4 mag in the Ks filter. For two fields (J0510 + 1800 and
1651 0129), only ALMA data are available. 

As we have already shown in Fig. 4 , archi v al MUSE data are
vailable for one of our fields named J0334–4008, in which the two
LMACAL detections coincide spatially with two bright galaxies

t redshifts z 1 = 0.133 and z 2 = 0.185, securely placing the line
andidates as CO(1 − 0) transition at these redshifts. Those systems
ave confirmed redshifts, and for further analysis, we adopt that
edshift solution with 100 per cent probability. We note that in the
ccompanying redshift probability analysis, the solution with J up = 1
s indeed assigned a significant probability [the highest probability
s CO(2 − 1) at z ∼ 1.2]. Detecting the optical counterparts to these
ources confirms the robustness of the CO emission lines reported in
his study. 

Additionally, we searched the ALMACAL archives for the other
ransitions corresponding to the candidates, ho we ver, we do not
eport any detections (full discussion in Appendix B). 

 M O L E C U L A R  G A S  MASS  DENSITY  

STIMATE  

o derive a reliable measure of the evolution of the cosmic molecular
as mass density ρ( M H2 ), we first need to e v aluate the co-moving
olume probed by our surv e y. This volume needs to be calculated
s a function of redshift and CO luminosity separately for each CO
ransition probed by the surv e y. It can be achieved by determining the
o-moving volume elements d V , corresponding to redshift element
 z and solid angle element d �: 

 V c = D H 
(1 + z) 2 D 

2 
A 

E( z) 
d �d z, (3) 
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Figure 10. Comparison of volume co v erage for CO transitions from J up = 1– 6 in ALMACAL-CO pilot (red), ASPECS – blue Decarli et al. 2019 , PHIBSS2 
– green, Lenki ́c et al. 2020 and COLDz – yellow Riechers et al. 2019 ). ALMACAL-CO pilot co v ers a larger volume for individual transitions (except for high 
redshift COLD-Z) thanks to the large frequency span. 
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here D H is the Hubble distance ( D H = 3000 h −1 Mpc), D A is
ngular diameter distance at redshift z, and E ( z) is the scaling factor
efined as 

( z) = 

√ 

�M 

(1 + z) 3 + �K (1 + z) 2 + �� 

. (4) 

The CO luminosity defining the limits of the volume integration 
epends on the sensitivity, which is not uniform across the field of
iew but instead drops off gradually from the centre of the primary
eam, and can be modelled with a Gaussian function. Therefore 
he total cosmic volume accessible to a hypothetical galaxy of a 
ertain luminosity would have a cone shape. To estimate the lowest 
etectable luminosity, we use a modelled v = 200 km s –1 boxcar
hape emission line with a maximum flux of 5 × the rms of the
ube. We convert these parameters to an L 

′ 
line luminosity following 

arilli & Walter ( 2013 ) and calculate the volumes for for a range of
ine luminosities from 10 5 to 10 13 K kms −1 pc 2 . 

In addition to the sensitivity, for some CO transitions volume 
ight be limited by the cube’s frequency coverage (which translates 

o redshift) instead of sensitivity. In this case, we integrate volume 
lements by summing the contributions of d z – thick rings of
ncreasing radius defined by the observed frequency. 

Finally, we sum volumes calculated for each data cube to determine 
he total surv e y volume as a function of luminosity. These comoving
olumes are determined for each CO transition from CO(1 − 0) to 
O(6 − 5), summing the volume co v erage of each of the cubes for

edshift from 0 to 5. 
The results are presented in Table 3 . ALMACAL-CO sample 

s dominated by the high-frequency datacubes (bands 6–8) cor- 
esponding to large volumes probed by the high- J CO transitions. 
he frequenc y co v erage is complementary to the work of previous
ntargeted surv e ys (Decarli et al. 2019 ; Riechers et al. 2019 ; Lenki ́c
t al. 2020 ), mapping the different CO transitions and redshift
arameter space (see comparison in Fig. 10 ). ALMACAL-CO probes 
omparable volumes of J up < 4 transitions, typically targeted by other 
urv e ys. Thanks to the e xtensiv e frequenc y co v erage, we reach a two
o five times larger total volume than previous works. 

.1 The molecular gas mass density 

he ultimate goal of ALMACAL-CO is the measurement of the 
volution of molecular gas mass density with redshift. Once we have
nalysed the entire data set (in a forthcoming publication), we aim
o constrain the CO LF with high accuracy at different redshifts. In
he current pilot project, we introduce a no v el statistical approach
elying on the probabilistic redshift association of our sources (see 
ection 4 ). Since every detection is assigned a redshift probability
unction, we include all possible CO transitions in the molecular 
as mass density calculations by weighting the CO luminosity by its
erived probability. We stress that our survey results at the current
tage are preliminary, and we cannot reconstruct the full CO(1 − 0)
Fs with the existing data. 
To construct the CO(1 − 0) space densities for the detections 

eported here, we calculate 1000 realizations of each probability 
unction, constructing the final statistical sample for our studies. We 
ivide the detections into three redshift bins (resembling the lowest 
edshifts bins used in the ASPECS surv e y): 〈 z 1 〉 = 0.25, 〈 z 2 〉 = 0.75,
 z 3 〉 = 1.25. 

The majority of our detections are classified as relatively high- 
 transitions. To unify the LF, we use the CO(1 − 0) brightness
redicted by the SHARK averaged CO SLEDs corresponding to each 
etection, which we then convert to line luminosity using the assigned 
edshift and simulated signal integrated flux (Carilli & Walter 2013 ).
ote that assuming observed CO SLEDs of normal star-forming 
alaxies would yield the same results, as SHARK reproduces very 
ell the observed CO SLED of normal star-forming galaxies selected 

rom the colour–colour method of Daddi et al. ( 2015 ) as well as recent
MNRAS 519, 34–49 (2023) 
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M

Figure 11. The evolution of molecular gas mass density with redshift as measured with ALMACAL-CO pilot surv e y (red box es). The filled box represents the 
results of the SHARK -based source classification, while the red dashed box corresponds to the lowest-J approach. We present limits for the highest redshift bins 
due to the insufficient number of detections populating these bins. The results of other surv e ys are also shown: ASPECS (Decarli et al. 2020 , in blue) COLDz 
(Riechers et al. 2019 , in yellow), PHIBSS2 (Lenki ́c et al. 2020 , in green), and VLASPEC (Riechers et al. 2020 , in dark blue). The empty black circle marks 
the local measurements of molecular mass content of galaxies from xCOLD GASS (Fletcher et al. 2020 ). All measurements (including ALMACAL-CO) are 
shown with the 1 σ Poissonian uncertainty. Black squares are the limits from a molecular absorption-line search in ALMACAL by Klitsch et al. ( 2019 ) (marked 
as ALMACAL-abs in the legend). Black lines mark the predictions of evolution of ρ( M H2 ) from simulations: dashed line - IllustrisTNG (Popping et al. 2019 ), 
dashed–dotted line – EAGLE (Lagos et al. 2015 ), solid line – SHARK (Lagos et al. 2018 ). The simulated evolution represents the results of the ALMACAL-CO 

pilot, especially the low redshift bin. Our results are consistent with the findings of the previous surv e ys and simulation predictions and show the power of the 
new simulation-based approach to classify the sources lacking the ancillary data. 

Table 3. Volume per CO transition co v ered by the ALMACAL-CO sample. 
Depending on the frequency coverage each transition is traced in different 
redshift bin. The dependence of the volume on the CO luminosity is shown in 
Fig. 10 . Column (1) co v ered CO transitions, Column (2) co v ered redshift 
co v erage of the transition, and Column (3) co v ered co-mo ving volume 
corresponding to the transition. 

Transition Redshift Volume 
(cMpc 3 ) 

CO(1 −0) 0.00–0.35 958 
CO(2 −1) 0.00–1.70 18 746 
CO(3 −2) 0.00–3.15 38 675 
CO(4 −3) 0.10–4.40 49 817 
CO(5 −4) 0.20–5.80 58 639 
CO(6 −5) 0.01–7.10 64 742 
total 0.00–7.10 231 577 
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easurements from VLASPEC (Riechers et al. 2020 ). Finally, we
iscuss the details of the simulated CO SLEDs and the comparison
o observations in Section 4.2 . 

Molecular gas masses are obtained through scaling the CO(1 − 0)
uminosity with the αCO conversion factor. In this work, we adopt
he Milk y-Way CO conv ersion factor αCO = 4.3 M �/(K kms −1 pc 2 )
or all detections (Bolatto, Wolfire & Leroy 2013 ). 
NRAS 519, 34–49 (2023) 
For each redshift bin, we can now construct the molecular gas
ass density ρ( M H 2 ): 

( M H 2 ) = αCO 

N ∑ 

i= 0 

R i 

c i 

L i ′ CO(1 −0) 

V i 

, (5) 

here R i is the reliability of the detection (Section 3.3 ), c i is the
ompleteness factor e v aluated in 3.2 , V i is the volume accessible to
ach detection, and i is the iteration o v er the detections in the redshift
in. 
We repeat the calculations o v er all 1000 projections of the

robability function of each candidate and eventually we take the
ean value for each luminosity bin. We estimate the statistics

ncertainty in each redshift bin following Poissonian low number
tatistics (Gehrels 1986 ). The results are shown on Fig. 11 and in
able 4 . 
In the case of the lowest -J assumption, we apply the Daddi et al.

 2015 ) CO SEDs to calculate the CO(1 − 0) flux corresponding
o the assigned transition. Following equation ( 5 ), we calculate the
O(1 − 0) molecular gas mass density. As five of the six detections
ave a corresponding redshift below z = 0.5, we bin them in one
edshift bin. We calculate the limits assuming all six candidates have
he lo west (lo wer limit) and the highest (upper limit) luminosity.
inning all of the detections in the lowest redshift bin results in
 higher ρ( M H2 ) estimate than from the SHARK -based approach
Fig. 11 ) and measurements from the literature. 
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Table 4. ALMACAL-CO surv e y measurements of the ρ( M H2 ). The pre- 
sented range represent 1 σ confidence boundaries. We do not include the 
poorly populated redshift bins in the calculations. In the last row, we present 
the result of the lowest-J approach. Columns: (1) redshift bin, (2) ρ( M H2 ) 3 σ
range calculated for that redshift bin. 

Method Redshift bin ρ( M H2 ) 
1 × 10 7 M �

SHARK 0.0–0.5 0.08–0.87 
0.5–1.0 0.98–3.24 
1.0–1.5 0.68–2.63 

lowest- J 0.0–0.5 0.24–2.75 
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In Fig. 11 , we include only molecular gas mass density estimates
ased on the untargeted CO observations (both in emission and 
bsorption). There are references in the literature providing the 
stimates on the molecular gas mass density based on a different 
pproach, which we did not include on the plot, for example, 
caled dust continuum, based on empirical gas-to-dust conversion 
Scoville et al. 2017 ; Liu et al. 2019 ; Magnelli et al. 2020 ; Garratt
t al. 2021 ; Wang et al. 2022 ), radio continuum to CO luminosity
onversion (Orellana-Gonz ́alez et al. 2020 ) or CO intensity mapping 
see discussion in Popping & P ́eroux 2022 ). 

 DISCUSSION  A N D  C O N C L U S I O N S  

he ALMACAL-CO pilot project described in this work is a proof-
f-concept study, introducing a different approach to the sub-mm 

ntargeted CO emission-line surv e y. We report six emission-line 
etections found in the 33 calibrator fields, each with an accumulation 
ntegration time exceeding 40 min. 

A characteristic of our surv e y is that our fields are centred on bright
ub-mm ALMA calibrators and are not cosmological fields observed 
n a wide range of wavelengths, therefore, we lack ancillary data 
o classify the detections. Anticipating that this problem will hold 
or the full ALMACAL-CO surv e y, we also tested a no v el statistical
pproach based on the probabilistic predictions from SAMs. In this 
ay, we do not focus on the precise classification of each source,

nstead, we adopt a redshift probability distribution function for each 
etection, and through the statistical e v aluation, we arri ve at the result 
v eraged o v er the realisation of the PDF. 

We adopt a probabilistic approach by constructing a redshift 
robability function for each candidate complemented by frequency- 
o v erage-based lowest possible J -transition classification. Based on 
he predictions from the SHARK SAMs, we assign corresponding CO 

ransition probabilities to each of the detections. We run a set of
ests to assess how these predictions compare with observations and 
how that the SAMs predictions align with results from previous 
bservational surv e ys. To pro vide limits to the simulation-based 
pproach abo v e and test the uncertainties, we also e v aluate the results
ssuming the lowest possible J CO observable in the frequency range 
iven by the data for each candidate. 
We run a set of tests to assess how the predictions from SHARK

AMs compare with the observations and if the simulated CO 

LEDs are comparable with ones observed in previous surveys. We 
ound that the SLEDs predicted by SHARK , which affect directly our
edshift probabilities, are comparable to the ones observed in star- 
orming galaxies (see Appendix 4.2 for comparison with Daddi et al. 
015 SLEDS of BzK galaxies). We also run a test on the subset of
SPECS detections with confirmed redshifts (Aravena et al. 2019 ) 

nd PHIBSS2 objects with known optical counterparts (Lenki ́c et al. 
020 ) through our redshift probability calculator (details of the test
an be found in Appendix A2 ). The probability functions assigned to
etections of these surv e ys predict a correct transition for 40 per cent
SPECS and 60 per cent for PHIBSS2 detections. The results of

hese tests support the reliability of the SAMs-based approach. 
As calibrator data are not as homogeneous as the science program

bservations, the noise properties and unev en frequenc y co v erage
ake the surv e y more challenging in some aspects. Nevertheless,

n the subset of the deepest observations, we detected six candi-
ates making a case for an ALMACAL-wide search, ho we ver, the
ntargeted observations at redshift z < 1 suffer because only small
osmological volumes are probed. Hence, they might not represent 
he Universe and require further observational studies. In addition, 

ore stringent constraints are required to determine the shape of the
olecular gas mass density curve. 
The surv e y co v ers a frequenc y range higher than that used in

revious CO surv e ys such as ASPECS, COLDz, and PHIBSS2. By
robing ALMA Bands 6, 7, and 8 (211 −500 GHz), we are more
ikely to observe high- J transitions, which are expected to be fainter
han the CO(2 − 1) and CO(3 − 2) lines typically found in Band 3
see Fig. 5 for probability functions corresponding to each detection). 
hanks to the broad frequency coverage (from Band 3, 84 GHz to
and 8, 500 GHz), this study probes several CO lines, from J up = 1

o 6 (and abo v e, ho we ver, due to the low brightness of the high- J
ransitions we do not expect to be sensitive to those). In principle,
he ALMACAL-CO pilot surv e y probes a volume larger than that of
revious projects by a factor of two, cumulatively over all fields, the
urv e y also probes a larger area. 

As a result of our probing higher- J transitions, our detections
re both fainter and have narrower profiles than the typical sources
bserved by other surveys (Fig. 6 ). We are probing the limits of the
etection reliability for sub-mm interferometric data and a fraction 
f the presented detections are likely bright noise peaks. We attempt
o minimize this by carefully inspecting all secured detections and 
emo v e about half of those as their channel maps were highly
uggestive of being spurious in nature. At this stage of the project, we
re unable to assess the real reliability of these detections further, due
o the lack of secondary lines and optical counterparts. We discuss
n detail the efforts to understand the nature of our detections in
ppendix A3 . On the other hand, one of our narrowest detections

ALMACAL J033412.22-400806.8) is confirmed with HST and 
USE observations to be associated with a face-on spiral galaxy, 

roving that the FWHM of the detection alone cannot be a criterion
gainst its reliability (Fig. 4 ). 

The cosmic molecular gas mass density derived from our 
LMACAL-CO surv e y follow the trends indicated by the previous
ntargeted surv e ys. Our constraints on the measurements below z 

 1.5 agree with the literature. For example, in the lowest redshift
in, we agree with the measurements of Fletcher et al. ( 2020 ) and
he upper limits from the CO absorption search from Klitsch et al.
 2019 ). On the other hand, at z = 0.5, ALMACAL-CO measures a
ower molecular gas mass density than previous observations. Due to 
he low number of candidates which line classification places them at
he redshift z > 1.5, we cannot provide constraining measurements of
( M H2 ) at this redshift range. The lower limits are consistent with the
easurements from the literature and the simulations. A combination 

f factors contributes to the low number of sources detected at these
edshifts: a small field-of-view at high frequencies, expected low 

uxes for the high- J transitions detectable at the probed frequencies
nd an insufficient depth of the observations. 

The evolution of ρ( M H 2 ) predicted by hydrodynamical simulations 
uch as EAGLE and IllustrisTNG (Lagos et al. 2015 ; Popping et al.
019 ; Maio, P ́eroux & Ciardi 2021 ) is less dramatic in magnitude
MNRAS 519, 34–49 (2023) 
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han observed so far. None of the available simulations reproduces
he strong evolution of the molecular gas mass function inferred
y ASPECS. Our results agree well with previous observational
nferences and confirm the tension abo v e. 

The results of ALMACAL-CO, taken together with other surv e ys,
annot currently distinguish between two opposing scenarios: an
volution of molecular gas with a redshift that follows the evolution
f SFH or a weak evolution, similar to that observed for �HI . Neutral
as dominates molecular gas at all redshifts by at least a factor of 2–3
P ́eroux & Howk 2020 ; Szakacs et al. 2022 ). However, the molecular
as mass density does not evolve as dramatically as the SFH. 

In the future, we aim to confirm the ALMACAL-CO pilot
etections and constrain their redshifts by searching for optical/IR
ounterparts and conducting targeted ALMA follow-up of the
emaining unconfirmed detections. After the success of the pilot
tudy, we will expand the untargeted search to all calibrator fields,
ncluding all new data collected since the original selection of the
ilot sample. This will expand the area of the future surv e y to ∼600
rcmin 2 and increase the probed volume ∼50 times. With the future
xtension to the total ALMACAL data set, we will impro v e the
tatistics and expect significantly more line detections, resulting in
etter constraints of the �H 2 . With this significant surv e y e xpansion,
e expect to detect 50–100 CO emitters. To complement the process
f collecting the ancillary data of the CO-selected galaxies, we will
se the SAMs to place constraints on the detection identification and
se them as predictions for the follow-up observations. 
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PPENDIX  A :  C O M PA R I S O N  O F  SHARK SAMS  

R E D I C T I O N S  WITH  OBSERVATIONS  

1 The SHARK SAM of galaxy formation 

HARK is based on an N -body hydrodynamical dark matter (DM) only 
imulation, which halos are populated with galaxies without resolv- 
ng their inner structure. Because SAMs are relatively inexpensive (at 
east compared to cosmological hydrodynamical simulations), they 
an be run on very large DM-only simulations, which can then be
sed to generate mock lightcones with different surv e y specifications. 
or this work, we use the relatively large area ( ∼108 deg 2 ), extremely
eep lightcone ( r -band magnitude limit of ∼30 mag) presented in
agos et al. ( 2019 ). This lightcone contains ∼80 million galaxies

rom z = 0 to 6. With these properties, these simulations are ideal
ools for large-scale sky surveys predictions and cross-match between 
xpected and measured quantities including the general evolution of 
osmic densities. 

SHARK is based on the SURFS N-body DM-only simulation suite, 
tarting at z = 24 (Elahi et al. 2018 ) and following the Planck Collab-
ration XIII ( 2016 ) � CDM cosmology. The properties of simulated
alos are then calculated using the VELOCIRAPTOR (Ca ̃ nas et al. 
019 ; Elahi, Poulton & Canas 2019 ) halo finder and the merger tree
uilder the TREEFROG (Elahi et al. 2018 ). Based on the parameters
f the DM halos, their merger and accretion history, SHARK evolves 
alaxies using the physical model described in Lagos et al. ( 2018 ).
he model describes the physical processes go v erning the evolution 
f galaxies including molecular-gas based star formation, stellar and 
ctive galactic nuclei (AGNs) feedback, gas accretion, gas shock 
eating and cooling, galaxy mergers and environmental effects, disc 
nstabilities, chemical enrichment, photoionization feedback and 
lack hole growth. For the details of the prescriptions and codes
sed for the creation and evolution of an object in the simulations
ee Lagos et al. ( 2018 ). Combining the models with the spectral
nergy distribution software tool PROSPECT (Robotham et al. 2020 ) 
esult in the generation of an SED for each simulated galaxy at all
imulated snapshots, spanning from far -ultra violet to far -infrared 
Lagos et al. 2019 ), including dust attenuation and dust re-emission.
ll galaxies, additionally to their molecular gas masses, have 
redicted CO luminosity SLEDs following the photon-dissociation 
egion modelling of Lagos et al. ( 2012 ). Multiple simulation cubes
re rotated (to prevent artificial clustering) stacked and evolved over 
he broad redshift range creating a significant cosmic volume (see 
hauhan et al. 2019 , for details of how these lightcones are build). 
The SAMSs reproduce a wide range of galaxy properties and pop-

lations including metal-poor systems and SMGs and reproduce the 
V-to-FIR galaxy LFs, the number counts and redshift distribution 
f sub-millimetre galaxies. The results of the simulations compared 
ith the observations recreate well the cosmic star formation rate 
ensity at different redshifts as well as galaxy stellar mass functions.

2 Testing SHARK redshift probability calculator with previous 
etection 

lassification of the ALMACAL-CO pilot surv e y detections relies 
n the properties of the population generated in SHARK semi-analytic 
odels. Since SHARK reproduces well the general properties of 

alaxies in the Universe like galaxy LFs, sub-millimetre number 
ounts and cosmic star formation rate density (see Lagos et al. 2018 ,
019 ) these predictions are reliable. Before applying the probabilistic 
pproach to ALMACAL-CO candidates we checked the predictions 
n detections of previous surv e ys: 23 emission lines from ASPECS
Walter et al. 2016 ; Aravena et al. 2019 ) and 13 secondary detections
f PHIBSS2 NOEMA surv e y (Lenki ́c et al. 2020 ). We choose
etections with confirmed redshift, through other CO lines or optical 
ounterparts. 

For each of the detections, we construct SHARK -based redshift 
robability function considering all CO transitions. We compare 
hese predictions with the classification of the sources based on the
etection of an optical counterpart or secondary lines and assign 
hem to three cate gories: observ ed transition and most probable one
gree, the observed transition is one J CO lower/higher than the most
robable one, the difference between observed and predicted is larger 
han two J CO levels. 

In the case of ASPECS detections, the prediction of the highest
robability transition agrees well with the actual transition for 
5 per cent of the candidates. Ho we ver, for most of the remaining
andidates, the actual transition was the second or third most probable
ne. These statistics are more fa v ourable for the PHIBSS2 detections,
here 60 per cent of candidates had the highest probability transition

dentical to the confirmed one. We summarized the results of the test
or both surv e ys in Fig. A1 . We stress that in our study we do not
hoose a single transition with the highest probability, but include all
redictions in a probabilistic approach. 
In general, we observe that the ASPECS and PHIBSS2 sources 

re brighter than the sources observed in ALMACAL-CO. Their 
robability function predicted from SHARK is also steeper than the 
nes assigned to ALMACAL-CO sources (80–90 per cent to almost 
ossible transitions while for ALMACAL-CO sources the maximal 
s ∼45 per cent). 
MNRAS 519, 34–49 (2023) 
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Figure A1. Number of correctly identified transitions of the sources from 

ASPECS (left-hand panel, Decarli et al. 2019 ) and PHIBSS2 (right-hand 
panel, Lenki ́c et al. 2020 ) surv e ys by our SHARK -based redshift calculator. 
The blue slice depicts the number of transitions for which the identification as 
most probable is consistent with the spectral classification. The orange slice 
co v ers transitions for which the most probable J CO was one lower/higher 
than the classified one (and the actually observed transition was assigned 
significant probability), while the green slice co v ers all other cases. The 
redshift calculator identifies correctly about 50 per cent of the detections 
(o v er 60 per cent if we include the ‘second most probable’ option). 

Figure A2. ALMACAL-CO pilot volume co v erage for a range of line 
luminosities of [C II ] emission line. The range of lines from blue to red 
represents different redshift bins as indicated in the legend. ALMACAL-CO 

pilot co v ers small volume for [C II ] emission line. From the [C II ] LFs, we 
estimate the number of expected detections of the [C II ] line in the volume 
probed to be less then one. We therefore assume all line detections are CO. 
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The calculator operates on single objects and does not include
he parameters of the surv e ys like frequenc y co v erage or probed
olume. With the volume probed by ASPECS in CO (1 − 0) it would
ot be possible to observe as high a fraction of low redshift CO(1 − 0)
etections as the redshift calculator suggests. It is also more probable,
rom the argument of the population, to detect a moderately bright
bject nearby [CO(1 − 0) or CO (2 − 1) z < 0.5] than a very bright
igher J up transition at higher z (like CO(3 − 2), z ∼ 1.5). 

3 Alternati v e identification of sources as [C II ] 

ith the lack of the optical counterparts associated with emission-
ine candidates, we cannot a priori exclude the possibility of the
ample contamination by the species different from CO. Three of our
NRAS 519, 34–49 (2023) 
etections could be associated with redshift z ∼ 4.5 [C II ] emission.
C II ] emission predictions are not included in SHARK and are not
art of the redshift calculator. 
The LF for [C II ] at z ∼ 4.5 is not well constrained observationally

limits by Swinbank et al. 2012 ; Matsuda et al. 2015 ), therefore we
eferred to simulated [C II ] LF to estimate the number of expected
ources in the volume co v ered by ALMACAL-CO pilot. We used
he [C II ] LFs from Popping et al. ( 2016 ), Lagache et al. ( 2018 )
AM to calculate the expected number of sources at redshift z

4.5 with a luminosity L = 10 7.5 L � for the probed volume.
egardless of the model used, the predicted number of [C II ] sources

n ALMACAL-CO pilot is less than one. Additionally, we performed
imilar calculations with redshift z = 0 observations from Herschel
y Hemmati et al. ( 2017 ), obtaining the same results. As the [C II ]
olution is deemed unlikely, we only include the associations with
O lines in our analysis. 

PPENDI X  B:  I DENTI FI CATI ON  O F  C O  L INES  

ANDI DATES  

1 ALMACAL search for rotation lines associated with CO 

andidates 

ingle emission-line detections in ALMACAL-CO pilot pose a chal-
enge for line classification. Ho we ver, the adv antage of ALMACAL
s the availability of wider frequency coverage so that potentially
ther CO lines could be searching for in the data not included in this
ilot surv e y. To complement the SHARK -based redshift probability
alculator results, we looked for additional data to help us confirm
nd identify the detections. Since the ALMACAL-CO pilot consists
f a subset of ALMACAL surv e y data, we looked into the remaining
ata available for the calibration fields to look for additional CO
ines. For each candidate, we assume a CO transition classification
nd we checked the frequencies of the corresponding CO lines from
O(1 − 0) to CO(10 − 9). We centred the new cubes around the
bserv ed frequenc y of the given CO transitions and consider the data
ithin ± 1000 km s −1 around it. 
The frequency coverage of ALMACAL data differs significantly

etween the calibrator fields. For the ALMACAL-CO pilot fields
hecked, the percentage of additional transitions co v ered by the
ata ranges from 20 to 33 per cent between candidates, making the
robability to detect additional transitions rather low. The resulting
o v erage of the additional CO transition is uneven for different
andidates and cannot be used to exclude some of the classification
ossibilities. 
To estimate if the rms of the new data was sufficient for the CO

ines to be detected, we used the prediction of CO emission lines
rightness form SHARK . Each detection can be assigned a certain CO
 up transition for which we generate corresponding average simulated
O SLED. We then compare the expected brightness of the CO line
ith the rms of the datacube co v ering a giv en transition. We check
hich of the simulated line brightness exceed the signal-to-noise ratio
f 3 σ , to classify it as detectable. Among all co v ered transitions, we
hould be able to detect 48 per cent of the lines. The results differ
n between calibrator fields, from 17 to 62 per cent of the co v ered
ransition in the field. 

We searched for additional detections in these additional cubes
y visually inspecting the data at the expected line frequency and
e run SoFiA source finder on the cubes. With both approaches,
e do not find any detections corresponding to secondary lines of
LMACAL-CO candidates. Ho we ver, most of the top-probability

art/stac3159_fA1.eps
art/stac3159_fA2.eps
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ines predicted by SHARK are not well co v ered in the available data,
herefore the non-detections are not constraining. 

The availability of the broad frequency coverage of the AL- 
ACAL fields is a useful tool for providing constraints for the 

mission lines detection classification. The test presented here will be 
xtended for the full ALMACAL-CO sample search and can become 
ore constraining. 
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