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a Recherche en prévision numérique atmosphérique, Environment and Climate Change Canada, Montreal, Quebec, Canada
b Climate Research Division, Environment and Climate Change Canada, Toronto, Ontario, Canada

c LEGOS, University of Toulouse/IRD/CNRS/CNES, Toulouse, France

(Manuscript received 14 January 2022, in final form 25 April 2022)

ABSTRACT: The warm Arctic–cold continent pattern (WACC) of near-surface air temperature variability has often
been associated with the connection between Arctic sea ice reduction and cold weather over the midlatitude continents.
Whether the existence of this pattern is due to variability of sea ice or is caused by atmospheric internal dynamics is subject
to debate. Based on a long integration of a primitive equation atmospheric model (SGCM), this study examines the origin
of the warm Arctic–cold North American pattern (WACNA), which is characterized by a pair of opposite surface air tem-
perature anomalies over the high-latitude Chukchi–Bering Sea region and the North American continent, in boreal winter
on the intraseasonal time scale. The model atmosphere is maintained by a time-independent forcing, so that atmospheric
internal dynamics is the only source of variability. It is found that the SGCM model simulates well the behavior of the
observed WACNA pattern. The WACNA pattern develops by interacting with the time-mean flow and synoptic-scale
transient eddies. Two pathways of Rossby wave propagation are associated with WACNA. The northern pathway origi-
nates from eastern Siberia moving eastward across the Bering Strait to Canada, and the southern pathway is rooted in the
subtropical waveguide propagating across the eastern North Pacific. Our simulation of this pattern implies that tropo-
spheric dynamics alone can generate the WACNA, and the predictability associated with this pattern is likely limited by its
internal dynamics nature.

SIGNIFICANCE STATEMENT: The warm Arctic–cold continent pattern of temperature variability has often been
associated with the connection between Arctic sea ice reduction and cold weather over the midlatitude continents,
which implies possible impacts of polar warming on midlatitude climate. There has been debate on whether the exis-
tence of this pattern depends on variability of sea ice or can be caused by processes within the atmosphere. In this
study, we use a simple atmospheric model, which has a constant forcing; thus, atmospheric internal dynamics is the only
source of variability. We show that atmospheric internal dynamics alone can generate the warm Arctic–cold North
American pattern. The result has implications for our understanding of the impact of global warming.

KEYWORDS: Atmospheric circulation; Climate variability; Internal variability; Intraseasonal variability; Rossby waves;
Teleconnections

1. Introduction

The “warm Arctic–cold continent” pattern (WACC) is
characterized by the concurrence of an anomalously warm
Arctic and anomalously cold temperatures over midlatitude
continents during boreal winter (e.g., Overland et al. 2011;
Cohen et al. 2014; Mori et al. 2014; Kug et al. 2015; Sun et al.
2016). In the Northern Hemisphere, two pairs of WACC
patterns are observed, i.e., the warm Arctic–cold Eurasia
(WACE; e.g., Mori et al. 2014, 2019; Cohen et al. 2012;
Sorokina et al. 2016) and warm Arctic–cold North America
(WACNA; e.g., Blackport et al. 2019; Lin 2015, 2018; Guan
et al. 2020a; Yu and Lin 2022). The WACC variability was
found to exist on long-term trend (e.g., Sun et al. 2016;
Sigmond and Fyfe 2016), interannual (e.g., Cohen et al. 2012;

Yu and Lin 2022) and intraseasonal time scales (e.g., Kug
et al. 2015; Lin 2015, 2018; Guan et al. 2020b).

As the Arctic warming is associated with sea ice loss and
global warming, a number of studies suggested that the WACC
pattern is driven by the sea ice loss which implies impacts of
polar warming on midlatitude climate (e.g., Deser et al. 2007;
Honda et al. 2009; Overland and Wang 2010; Francis and
Vavrus 2012; Mori et al. 2014, 2019). In contrast, another
group of studies argued that the Arctic sea ice variability has
little contribution to midlatitude climate; instead, WACC
results from atmospheric internal dynamics, and the Arctic
sea ice change is a response to the atmospheric anomaly
(e.g., Screen et al. 2013; Sorokina et al. 2016; Sun et al. 2016;
Screen and Blackport 2019; Blackport et al. 2019). In addi-
tion, Yu and Lin (2022) reported that the interannual vari-
ability of WACNA is influenced by ENSO and anomalies of
snow cover over Siberia. The WACC pattern was found to
arise from the planetary-scale Rossby wave response to an
enhanced gradient in convection over the tropical Pacific
Ocean and its associated temperature advection (e.g., Clark
and Lee 2019; Park and Lee 2021). On the intraseasonal
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time scale, the WACNA was found to be associated with
the Madden–Julian oscillation (MJO; e.g., Lin 2015; Guan
et al. 2020b) and coupling between the troposphere and
stratosphere (e.g., Guan et al. 2020b). However, what dy-
namical processes are essential to WACNA is still unclear.
Although some previous studies suggested that the atmo-
spheric internal dynamics is important, it remains to be ex-
plored if the internal dynamics alone can generate WACNA
and what roles the mean flow and transient eddies play.

In this study, we examine the origin of WACNA using a
simple primitive equation global atmospheric model (SGCM).
The model atmosphere is maintained by a time-independent
forcing, so that the atmospheric internal dynamics is the only
source of variability. The model does not have representation
of variability in sea ice, snow cover, sea surface temperature
(SST), tropical convection associated with the MJO and of the
stratosphere, which allows us to exclude these processes in
generating WACNA in the model. We compare the domi-
nant mode of intraseasonal temperature variability simu-
lated by SGCM over the North American region with the
observed WACNA pattern. The roles of time-mean flow
and synoptic-scale transient eddies on the WACNA pattern
are also investigated.

Section 2 describes the data, the atmospheric model, and
analysis methods that we use in this study. Section 3 presents
the climatology and intraseasonal variability of the simulated
near-surface air temperature, the WACNA pattern and its
temporal evolution. Section 4 examines the dynamical processes
associated with the generation of WACNA. Specifically, the
role of the time-mean flow and contribution of synoptic-scale
transient eddies are analyzed. A summary and discussion are
given in section 5.

2. Data and the model

For the observational analysis, we make use of the European
Centre for Medium-Range Weather Forecasts (ECMWF)
interim reanalysis (ERA-Interim; Dee et al. 2011). Varia-
bles analyzed include 2-m air temperature (T2m), 950-hPa
temperature (T950), 250-hPa zonal and meridional winds
(u250 and v250), and 500- and 250-hPa geopotential heights
(Z500 and Z250). The original data are four times daily on a
0.758 3 0.758 resolution. The analysis is performed with the
daily average and the data are interpolated to a 2.58 3 2.58
resolution. For the analysis of intraseasonal variability, the
data are averaged over nonoverlapping 5-day periods (pentads).
The analysis is conducted for 40 extended winters from 1979/80 to
2018/19, where the extended winter is defined as the 30 pentads
starting from the pentad of 2–6 November and ending
at the pentad of 27–31 March. For leap years, the pentad of
25 February to 1 March has 6 days. To obtain the anomaly,
the 40-yr climatology of each pentad is first removed at each
grid point. The mean of each extended winter is then re-
moved in order to filter out the interannual variability.

We make use of the SGCM which is described in Hall
(2000) and used in a number of previous studies (e.g., Hall
et al. 2001; Lin et al. 2007, 2010). Based on the primitive equa-
tion model of Hoskins and Simmons (1975), it is a global

spectral model with a horizontal resolution of T31. The model
has 10 vertical levels ranging from 50 to 950 hPa at an interval
of 100 hPa. Equations of vorticity, divergence, surface pres-
sure, and temperature are integrated in the model with a
scale-selective dissipation and a level-dependent linear damp-
ing on temperature and momentum. It is a dry model with no
moisture representation. An important aspect of this model is
that a time-independent forcing is used that is calculated em-
pirically from the observational daily data. This forcing is
computed as a residual for each tendency equation, including
dynamical terms and dissipation, with daily global analyses
and average in time. Details of the forcing calculation can be
found in Hall (2000). All the processes that are not resolved
by the model’s dynamics are included in the forcing. No to-
pography is prescribed in the model, but its time-mean effect
is accounted for by the forcing. This SGCM model is found to
reproduce reasonably well the observed climatology and re-
sponse to specified thermal forcing (e.g., Hall 2000; Hall et al.
2001; Lin et al. 2007, 2010). In this study, the daily data of the
ERA-Interim for the extended winters (1 November–31 March)
of 1979/80–2018/19 are used to calculate the forcing fields.
With this time-independent climatological forcing, a perpet-
ual extended boreal winter integration of 7300 days is con-
ducted starting from an observed initial condition. Daily
output is saved and interpolated to a 2.58 3 2.58 resolution
for analysis. The first 100 days are taken as a spinup of the
model and are not used. The remaining 7200 days of data
are grouped as pentad averages with a total of 1440 pentads,
and pentad anomalies are obtained by subtracting the time
mean.

With the pentad temperature anomaly of the ERA-Interim
and the SGCM simulation, separate empirical orthogonal
function (EOF) analyses over the North American/North
Pacific sector are performed to identify the leading modes
of intraseasonal surface air temperature variability in the
observation and the model. As will be seen, EOF1 corre-
sponds to the WACNA pattern. We then use the principal
component of EOF1 (PC1) as an index of this pattern, and an-
alyze lead–lag associations with variables of interest. Statistical
significance is assessed using a Student’s t test where the effec-
tive degrees of freedom are estimated taking into account the
autocorrelation of the time series (Bretherton et al. 1999). To
avoid possible over interpretation of multiple testing results
for grid points over the Northern Hemisphere domain, the
approach of false detection rate (FDR) as described in Wilks
(2016) is applied.

To analyze how the circulation anomalies lead to the
WACNA temperature anomaly, as in Yu and Lin (2019), hor-
izontal temperature advection in the lower troposphere is cal-
culated as

Fadv � 2u*
T
x

2y*
T
y

, (1)

where u* and y * denote the anomalous zonal and meridional
wind components derived from a WACNA related composite,
and T the extended winter climatological mean temperature.
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To understand the dynamics of atmospheric variability on
the intraseasonal time scale, we analyze its interactions with
the time-mean flow and synoptic-scale transients. Let us write
an atmospheric variable Z as three parts: Z � Z 1 Z* 1 Z′,
where Z is the climatological time-mean flow, Z* the low-
frequency (or intraseasonal) variability part, and Z′ the high-
frequency (or synoptic-scale) component. The low-frequency
variability interacts with both the mean flow Z, and the high-
frequency variability Z′.

On the interaction with the mean flow, we look at the kinetic
energy exchange. Following Simmons et al. (1983), the growth
of kinetic energy (KE) of low-frequency eddies through baro-
tropic energy exchange with the basic state, can be approxi-
mated as

KE
t

� CKx 1 CKy, (2)

where

CKx � 2 (u*2 2 y*2) U
x

and Ky � 2u*y*
U
y

,

with U the zonal wind of the time-mean basic state and u*

and y* the intraseasonal zonal and meridional winds associ-
ated with WACNA, respectively. CKx and CKy are associated
with the zonal and meridional gradients of the basic-state zonal
wind.

To analyze Rossby wave propagation, the stationary wave-
number (Ks) is defined, following Hoskins and Ambrizzi
(1993), as

Ks � zw

U

( )1/2
a cosw, (3)

where zw is the meridional gradient of the time-mean absolute
vorticity, a Earth’s radius.

To diagnose wave activity flux, the W vector defined by
Takaya and Nakamura (2001) is used. The horizontal com-
ponents of the W vector are given by

W � 1
2|U|

U(c*2
x 2 cc*

xx) 1 V(c*
xc

*
y 2 c*c*

xy)
U(c*

xc
*
y 2 c*c*

xy) 1 V(c*2
y 2 c*c*

yy)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (4)

where the subscripts denote partial derivatives, U � (U ,V) is
the basic-state wind vector, and c * the intraseasonal perturba-
tion streamfunction associated with WACNA. The W vector
is parallel to the local group velocity of stationary Rossby
waves for a slowly varying background flow.

To analyze the interaction between WACNA and the high-
frequency eddies, we look at the vorticity flux convergence by
the synoptic-scale transient eddies. The vorticity tendency can
be expressed as a geopotential height tendency by taking an
inverse Laplacian, which has the effect of spatial smoothing
(e.g., Hoskins et al. 1983; Lau 1988); thus,

Z̃
t

� f
g
=22[2= · Ṽ′z ′], (5)

where the prime represents the synoptic transients, and the
tilde is time average over a pentad. z is the relative vorticity,
V the wind velocity, g the acceleration due to gravity, and f
the Coriolis parameter. In practice, the synoptic eddy compo-
nent is the departure of daily data from the pentad mean.

3. Simulated near-surface air temperature

a. Climatology

The extended boreal winter climatology of the ERA-Interim
is in general well simulated by the SGCM integration. Shown in
Figs. 1a and 1b are the time-mean zonal winds at 250 hPa
(U250). We start by looking at the general features of the tem-
perature climatology and intraseasonal variability at 950 hPa,
which is the lowest model level of SGCM. The observed 40-yr
average of temperature for the extended winter (NDJFM)
(Fig. 1c) is well simulated by the long perpetual extended win-
ter SGCM integration (Fig. 1d). Strong meridional gradients
of climatological T950 are found in the midlatitude Eurasian
and North American continents, as well as along the storm-
track regions in the North Pacific and North Atlantic (Figs. 1e,f).
In the high latitudes, two zonally elongated regions of strong
T950 gradient are seen, one from eastern Russia across the
Bering Strait to Alaska and Canada, and the other from
Greenland to the Barents Sea. They are associated with the
strong temperature contrast between the cold Arctic and
the oceans.

The strength of intraseasonal variability is assessed by the
standard deviation of pentad T950 in the extended winter
which is shown is Figs. 1g and 1h for the observations and
SGCM simulation, respectively. In the observations, strong in-
traseasonal temperature variability is found over the mid- and
high-latitude land regions, consistent with previous studies
(e.g., Guan et al. 2020b). The spatial distribution of the simu-
lated intraseasonal variability is generally similar to the obser-
vations. The main difference is seen in the central Siberian
region and north of Alaska, where the SGCM fails to repro-
duce the strong observed temperature variability. It is likely
that this observed temperature variability in these places is
associated with variations in local snow cover (e.g., Yu and
Lin 2022) and sea ice, which are absent in the SGCM. By com-
paring with Figs. 1e and 1f, it appears that strong intraseasonal
temperature variability is associated with a strong mean me-
ridional temperature gradient, suggesting that atmospheric
internal dynamics or instability related to this temperature
gradient is largely responsible for the generation of the in-
traseasonal temperature variability. For some variables, the
magnitude of high-frequency transient variability simulated
by the SGCM is weaker than the observed. As discussed in Hall
(2000), although the Northern Hemisphere total transient-eddy
fluxes of temperature at low levels and momentum at upper lev-
els are well simulated by the SGCMmodel in both position and
magnitude, the total transient-eddy kinetic energy is only half
of what it should be. This discrepancy may be associated with
the simplified model physics, e.g., orography and nonlinearity in
the representation of drag and diffusion. The SGCM also lacks
variability in the external forcing that exists in the real world,
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e.g., variability in SST, sea ice, land surface, and tropical dia-
batic heating, as well as coupling with moist thermodynamic
processes and with the stratosphere (e.g., Domeisen and Butler
2020), potentially accounting for weaker simulated variability
than in the observations. The observed climatology and intra-
seasonal variability of T2m are very similar to those of T950
(not shown).

b. The leading modes of intraseasonal temperature
variability

With the observed pentad T2m anomaly, EOF analysis is
performed over the region of 208–908N, 1508E–408W. The T2m
anomaly is area weighted by multiplying the data by the square
root of cosine of the latitude before the EOF analysis. We have
repeated the calculation with the observed T950 anomaly and
found almost identical results. The temporal correlation be-
tween T2m PC1 and T950 PC1 is 0.99. Therefore, in the follow-
ing discussion we use the T2m EOF results for the observation.
The same procedure is applied to the simulated pentad T950

anomaly to get the leading modes of intraseasonal temperature
variability in the SGCM.

Shown in Figs. 2a and 2b are EOF1 and EOF2 of the ob-
served T2m, which account for 24% and 14% of the total vari-
ance, respectively. Very similar two leading modes of pentad
T2m were obtained using the National Centers for Environ-
mental Prediction–National Center for Atmospheric Research
(NCEP–NCAR) reanalysis data (Kalnay et al. 1996) over the
North American region (e.g., Lin 2015). EOF1 is characterized
by a dipole pattern of T2m anomalies with one center in the po-
lar region near the Chukchi and Bering Seas and the other cen-
ter of opposite sign over North America. This pattern is highly
similar to the WACC pattern over the North American sector,
i.e., WACNA, as observed in surface air temperature trend
(e.g., Sigmond and Fyfe 2016; Cohen et al. 2021), interannual
(e.g., Kug et al. 2015; Yu and Lin 2022), and intraseasonal varia-
tions (e.g., Lin 2015, 2018; Guan et al. 2020a,b). EOF2 features
a temperature variability center over Alaska, and two relatively
weak centers with opposite sign, one over eastern Siberia and
the other in southeast North America.

FIG. 1. (a),(b) Time-mean zonal wind at 250 hPa (U250) in extended boreal winter. (c),(d) Time-mean temperature at 950 hPa (T950).
(e),(f) Meridional gradient of the time-mean T950. (g),(h) Standard deviation of pentad T950. (left) ERA-Interim and (right) SGCM simu-
lation. The contour interval is 10 m s21 for (a) and (b), 58C for (c) and (d), 0.53 1022 8C km21 for (e) and (f), 18C for (g), and 0.58C for (h).
Contours with negative values are dashed. The zero contour is omitted.

J OURNAL OF THE ATMOS PHER I C S C I ENCE S VOLUME 792574

Unauthenticated | Downloaded 11/23/22 02:50 PM UTC



EOF analysis of the SGCM simulated pentad T950 reveals
that the model can generate two leading modes of variability
that match those of the observed T2m remarkably well
(Figs. 2c,d). EOF1 and EOF2 account for 27% and 19% of the
total variance, respectively, similar to their observational coun-
terparts. As in the observations, the simulated EOF1 closely re-
sembles the WACNA pattern. Power spectrum analysis of PC1
indicates that both the observed and simulated PC1 have a
spectrum peak near five pentads (25 days) (Fig. 3). Autocorre-
lation of PC1 is also calculated, which shows an e-folding time
scale consistent with the power spectrum analysis. This implies
that the WACNA is an important mode of intraseasonal vari-
ability and is relevant for subseasonal predictions of surface tem-
perature. There are some spectral peaks at lower frequencies

that are different between the observations and the model. This
is likely related to variabilities in boundary forcing in the obser-
vations, e.g., SST, sea ice, and snow cover, that are absent in the
SGCM. It is also possible that the perpetual model run can in-
ternally generate some slow variability different from the ob-
servations. The model EOF1 tends to vary more slowly than
the observations.

To see the evolution of the WACNA pattern, lead–lag
regressions of the observed anomalous T2m with respect to
the observed PC1 are calculated, which are compared with
the lead–lag regressions of the SGCM simulated T950 anoma-
lies with respect to its PC1. Shown in Fig. 4 are the regressions
from lag = 23 pentads to lag = 21 pentad, where the negative
lag indicates that the temperature anomaly leads PC1. About

FIG. 2. (a) EOF1 and (b) EOF2 of T2m of ERA-Interim represented as regressions of pentad T2m onto PC1 and PC2, respectively.
(c),(d) As in (a) and (b), but for the SGCM simulated T950. The magnitude corresponds to one standard deviation of the corresponding
PC. The contour interval is 18C for (a) and (b), and 0.58C for (c) and (d). Contours with negative values are dashed. The zero contour is
not plotted. The percentage of variance explained by each EOF mode is indicated above each panel. The green box in (a) indicates the re-
gion for the EOF analysis.

FIG. 3. Power spectra of PC1 for (a) ERA-Interim T2m and (b) SGCM simulated T950. The red curve is the red-noise
spectrum computed from the lag-1 autocorrelation, and the orange curve is for the 0.05 significance level.
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three pentads preceding a positive WACNA, negative tem-
perature anomalies are found in the polar region near the
Barents–Kara Seas, and positive temperature anomalies ap-
pear in the southern Siberian region. This resembles the
negative phase of the WACE pattern (e.g., Mori et al. 2014;
Sun et al. 2016). Similar lagged connection between WACE
and WACNA was found in Lin (2018) and was recently re-
ported on a seasonal time scale (Yu and Lin 2022). The
WACNA evolution in the SGCM simulation (right panels
of Fig. 4) is in general similar to the observation. At lag = 22
and lag = 21, the regressions of the simulated T950 anomaly
show smaller-scale zonally oriented wave train features in the
East Asian midlatitude and subtropical regions (Figs. 4d,f),
which is related to the waveguide effect of the jets, as will be
discussed in the next section.

Figure 5 shows the evolution of the Z250 anomaly associ-
ated with WACNA in the ERA-Interim and the SGCM simu-
lation. At lag = 0, WACNA is associated with positive Z250
anomalies in the polar region centered near the North Pacific–
Bering Sea region, and negative Z250 anomalies over North
America. Two to three pentads before, negative Z250 anoma-
lies are observed in the polar region centered near the Barents
Sea, with positive Z250 anomalies over the southern Siberian
area, associated with the negative WACE. Similar connection
between the WACNA andWACE was observed in Yu and Lin
(2022). In the high latitudes from eastern Siberia across the
Bering Sea to North America, the pattern bears some similarity
to the Asian–Bering–North American (ABNA) teleconnection

as described in Yu et al. (2018). In the North Pacific–North
American sector, the Z250 anomaly distribution resembles the
negative phase of the Pacific–North American pattern (PNA;
e.g., Wallace and Gutzler 1981). There are also some similarities
with the Alaskan Ridge weather regime as observed in previous
studies (e.g., Straus et al. 2007; Vigaud, et al. 2018; Lee et al.
2019). The geopotential height anomalies have an equivalent
barotropic vertical structure in the upper troposphere, with the
distribution at the 250-hPa level very similar to that at 500 hPa
(not shown). Again, SGCM is able to reproduce the observed
features.

The evolution of WACNA temperature anomalies in Fig. 4
is closely associated with that of the circulation anomalies. In
the lower troposphere, circulation anomalies induce horizon-
tal temperature advection, resulting in temperature anoma-
lies. Shown in Fig. 6 is temperature advection at 850 hPa
(Fadv) calculated according to (1). At lags 21 and 0, warm
and cold temperature advection occurs over the Chukchi and
Bering Sea region and western North America, respectively,
indicating that the lower-tropospheric horizontal temperature
advection largely contribute to the development and mainte-
nance of the WACNA temperature pattern. This result is sim-
ilar to previous studies (e.g., Clark and Lee 2019; Yu and Lin
2019; Park and Lee 2021) that documented the role of tem-
perature advection in other large-scale temperature anomaly
patterns. The lower-tropospheric temperature advection is
dominated by that due to the meridional wind component
(not shown).

FIG. 4. (left) Lead–lag regressions of T2m onto PC1 for the ERA-Interim. (right) Lead–lag regressions of T950 onto PC1 for the SGCM
simulation. Lag = 2n means that the temperature anomaly leads PC1 by n pentads. The contour interval is 0.48C for the left panels and
0.28C for the right panels. Contours with negative values are dashed. The zero contour is omitted. Areas with dots indicate that the regres-
sion is statistically significant with p values small enough to satisfy the FDR criterion of aFDR = 0.05 (Wilks 2016).
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In summary, the SGCM model simulates well the behavior
of the WACNA pattern. We emphasize that the SGCM only
has a time-independent forcing with very limited representa-
tion of the stratosphere. The above results clearly demon-
strate that the tropospheric internal dynamics alone is able to
generate the WACNA pattern.

4. Dynamical processes

a. Role of the mean flow

In this subsection, we analyze the interaction between the
WACNA related low-frequency variability and the time-
mean flow. One energy source for the low-frequency variabil-
ity is the barotropic energy exchange with the background
mean flow. As shown in Figs. 1a and 1b for the time-mean
zonal winds at 250 hPa (U250) in extended boreal winter for
the ERA-Interim and the SGCM simulation, familiar features
are seen such as the subtropical westerly jets with maximum

zonal winds in the western North Pacific and western North
Atlantic. In the high latitudes around 608N, relatively weak
U250 appears near the eastern Siberia and Bering Strait re-
gion, in contrast to the relatively strong zonal wind to the
east, thus forming a positive zonal gradient of U250 near
Alaska.

We calculate CKx and CKy of (2) with u* and y* as those
obtained from the lead–lag regressions of 250-hPa winds with
respect to PC1, and then average from lag = 22 to lag = 12
pentads, which covers about one life cycle of WACNA.
Figures 7a and 7b are CKx for the ERA-Interim and SGCM,
respectively. Over the region near Alaska, we see kinetic en-
ergy conversion from the mean flow to the WACNA pattern
in both the observation and the SGCM simulation. Collo-
cated with U /x. 0, the perturbed meridional wind there is
stronger than the zonal wind on the east side of the north
center of WACNA (see Fig. 5); thus, u*2 2 u*2 , 0, resulting
in CKx . 0. Positive CKx is also seen in the midlatitude

FIG. 5. Lead–lag regressions of Z250 against PC1 (color; in m; scale at the bottom) and associated wave activity flux (arrows) for the
(left) ERA-Interim and (right) SGCM simulation. Vector scale (in m2 s22) is indicated at the bottom right of each column, and vectors
with magnitude less than 0.2 m2 s22 are not displayed.
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central North Pacific, which is associated with the subtropical
jet exit (U /x, 0) at the southern flank of the Chukchi and
Bering Sea WACNA center where u*2 2 y*2 . 0. This posi-
tive CKx in the central North Pacific is consistent with previ-
ous studies (e.g., Simmons et al. 1983). For CKy (Figs. 7c,d),
positive values are observed in the region to the northeast of
Alaska/northwest Canada, which may also contribute to
WACNA. Positive and negative CKy can be seen in the
North Pacific on the south and north sides of the jet, respec-
tively, which is associated with the northwest–southeast ori-
entation of perturbed wind where u*y * , 0. In the SGCM
simulation (Fig. 7d), some small-scale features of CKy are
also observed along the subtropical jet across Eurasia. The
sum of CKx and CKy is shown in Figs. 7e and 7f for the ob-
servations and SGCM.

Rossby wave propagation in the extratropical atmosphere
is largely determined by the structure of the basic-state zonal
wind. Plotted in Fig. 8 (in color) is the stationary wavenum-
ber, Ks, as defined in (3) at 250 hPa for the ERA-Interim
(Fig. 8a) and the SGCM simulation (Fig. 8b) in the extended
boreal winter. The general features seen in the ERA-Interim
are consistent with previous studies for boreal winter (e.g.,
Henderson et al. 2017; Soulard et al. 2021). Ks is undefined
and wave propagation does not occur in the gray color regions

where the basic-state zonal wind becomes zero or easterly
(U#0). Areas with white color indicate that the meridional
gradient of absolute vorticity (zw) is negative, where continu-
ous wave propagation is not permitted. Stationary Rossby
waves are reflected toward larger Ks values. The midlatitude
strong westerly jet acts as a waveguide where Ks is maximum.
Less often discussed in previous studies are the high-latitude
regions near the polar jet stream where there are two regions
of large Ks, one over Eurasia along about 608N, which is
connected with the midlatitude waveguide across the North
Atlantic, and the other from northeastern Siberia across the
Bering Strait to Canada, which then merges with the midlati-
tude waveguide over North America. The high-latitude Ks is
smaller than that in the subtropical jets, but still allows longer
waves to propagate. It is likely that the high-latitude wave-
guide connecting Siberia and North America plays an impor-
tant role for the circulation pattern associated with WACNA.
The SGCM simulation reproduces the observed stationary
wavenumber reasonably well (Fig. 8b).

We calculate the W vector defined in (4) at 250 hPa associ-
ated with WACNA using c* as the lead–lag regressions of
streamfunction with respect to PC1, and plot it in Fig. 5 as
arrows. It is also shown in Fig. 8 in arrows for lag = 21 when
the streamfunction anomaly leads PC1 by one pentad. Wave

FIG. 6. Anomalies of temperature advection (in color) and winds (in arrows) at 850 hPa associated with PC1 for (left) ERA-Interim and
(right) SGCM. Lag =2nmeans that the anomalies lead PC1 by n pentads. Anomalous winds with a speed less than 0.5 m s21 are omitted.
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activity flux tends to follow the waveguides. In both the obser-
vations and the SGCM simulation, it is clear that wave activity
fluxes of two origins influence North America, one from east-
ern Siberia across the Bering Sea and Strait (north pathway),
and the other from the subtropical North Pacific across the
eastern North Pacific (subtropical pathway). Therefore, wave
propagation and wave activity flux along these two pathways
contribute to the formation of the WACNA. Similar result
was reported in Yu and Lin (2022) in the analysis of interan-
nual variability of the WACNA pattern. Previous studies
found similar pattern for atmospheric disturbances propagat-
ing along the north pathway to influence North America, i.e.,
the ABNA teleconnection (e.g., Yu and Lin 2018; Yu et al.
2018). Although there is some indication in the observations
that the Siberian snow-cover variability may contribute to the
wave activity in the north pathway (e.g., Yu and Lin 2019,
2022) and the subtropical pathway may be connected to tropi-
cal convection anomalies associated with ENSO and MJO
(e.g., Lin 2015; Guan et al. 2020b; Yu and Lin 2022), a consid-
erable part of the wave activity can be attributed to the atmo-
spheric internal dynamics, as is evidenced by the SGCM
simulation. It is possible that waves internally generated by
the positive CKx and CKy in the central North Pacific as ob-
served in Fig. 7 will propagate along the subtropical pathway
to influence the WACNA.

b. Contribution of the synoptic transient eddies

The intraseasonal variability of WACNA interacts not only
with the time-mean flow, but also with the high-frequency

synoptic transients. The barotropic feedback of the synoptic-
scale transient eddies onto WACNA is analyzed in this
subsection.

Our calculation for the geopotential height tendency is per-
formed at 250 hPa for each pentad using (5), with the tilde
representing the pentad average and the prime departure of
daily data from the pentad mean. Lead–lag regressions of the
pentad geopotential height tendency with respect to PC1 are
then calculated and presented in Fig. 9, which illustrates the
feedback of the synoptic-scale transient eddies onto the intra-
seasonal circulation associated with the WACNA pattern.
Comparing with the Z250 anomaly (Fig. 5), we see that the
centers of the eddy feedback match those of the geopotential
height anomaly for both the observation and the SGCM simu-
lation, indicating that the eddy feedback contributes construc-
tively to the wave train centers in the mid–high latitudes. The
eddy feedback in the observation is more confined to the
North Pacific and WACNA sector, while in the SGCM simu-
lation it occurs over a wide area of the Northern Hemisphere.
At lag = 0, the tendency in the SGCM is located primarily the
North Atlantic region (Fig. 9h). Corresponding to the major
positive center of WACNA near Alaska, the eddy feedback
appears to be the strongest when leading PC1 by one pentad
(lag = 21, Figs. 9e,f), implying that the eddy feedback acts as
a forcing to the intraseasonal variability of WACNA, which is
clearer in the SGCM simulation than the observation. The
maximum magnitude of this feedback is about 10 m day21 for
the observation and 5 m day21 for SGCM, suggesting that it
would take about 10 days to establish the WACNA Z250

FIG. 7. (top) Kinetic energy conversion associated with zonal gradient of the time-mean zonal wind (CKx). (middle) Kinetic energy con-
version associated with meridional gradient of the time-mean zonal wind (CKy). (bottom) Sum of CKx and CKy. (left) ERA-Interim and
(right) SGCM simulation. The contour interval is 13 1025 W kg21. Contours with negative values are dashed. The zero contour is omitted.
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anomaly pattern (see Fig. 5) if the feedback of synoptic-scale
eddies is the only forcing.

5. Summary and discussion

The WACC pattern is of great interest because it connects
atmospheric and sea ice conditions in the northern polar re-
gion with weather and climate over the midlatitude continents,
and thus implies a potential impact of Arctic amplification and
global warming. There has been some debate as to whether
the WACC pattern is driven by external forcing such as sea
ice variability or is generated by atmospheric internal dynam-
ics. In this study, we have examined the driving mechanisms for
theWACC pattern in the North American sector, WACNA, us-
ing a simple primitive equation model (SGCM). Since the
model atmosphere is maintained by a time-independent
forcing, the contribution of atmospheric internal dynamics
can be studied independently of any influence from exter-
nal forcing.

The SGCM is able to simulate reasonably well the observed
temperature climatology and intraseasonal variability. EOF
analysis of the pentad averaged 950-hPa temperature from a
long perpetual extended boreal winter integration of SGCM
reveals that the leading mode (EOF1) reproduces the ob-
served WACNA pattern. The simulated evolution of 950-hPa
temperature as well as 250-hPa geopotential height associated

with WACNA is also similar to the observations. In both ob-
servations and SGCM simulation, the positive phase of the in-
traseasonal WACNA variability is led by a negative phase
WACE, i.e., a warm Arctic–cold Eurasia pattern, by about
15 days. This result confirms that tropospheric internal dy-
namics alone is able to generate the WACNA pattern.

The structure of the time-mean flow plays a key role in the
intraseasonal variability and the WACNA pattern. Strong in-
traseasonal temperature variance is largely collocated with
strong mean meridional temperature gradients over the mid-
latitude continental regions and in two high-latitude zones:
one extending from eastern Siberia across the Bering Strait to
Canada, and the other from Greenland to the Barents Sea. In
the upper troposphere, barotropic kinetic energy conversion
from the mean flow to the WACNA circulation occurs near
the Bering Strait/Alaska region, which is associated with the
local zonal gradient of the mean flow zonal wind. The basic-
state zonal wind also determines the Rossby wave propaga-
tion. Stationary wavenumber analysis shows that in addition
to the subtropical waveguide there is a high-latitude region
of large Ks extending from northeastern Siberia across the
Bering Strait to Canada. Wave activity flux originating from
eastern Siberia propagates eastward across the Bering Strait,
and joins with that from the subtropical North Pacific to influ-
ence North America, leading to the development of WACNA.
In addition, the WACNA circulation also interacts with

FIG. 8. Stationary Rossby wavenumber Ks at 250 hPa during extended boreal winter for
(a) ERA-Interim and (b) SGCM simulation. Gray shading indicates where the time-mean zonal
wind is easterly, and white shading where the meridional gradient of the mean absolute vorticity
is negative. Wave activity flux (W) of lag = 21 pentad with respect to PC1 is plotted in vectors.
Vector scale (in m2 s22) is indicated at the bottom right of each panel, and vectors with magni-
tude less than 0.2 m2 s22 are not displayed.
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high-frequency synoptic-scale transient eddies. The baro-
tropic feedback of these transients contributes constructively to
the WACNA anomaly through vorticity flux convergence.

The analysis of the SGCM simulation suggests that the
WACNA pattern is an intrinsic mode of surface air tempera-
ture variability. This, however, does not eliminate the role of
climate change and slow variability in sea ice in influencing
the characteristics of the WACNA mode. In reality, tempera-
ture variability of the polar center of WACNA will influence
the surface heat flux which will lead to changes in sea ice. This
results in a correlation between Arctic sea ice reduction and
cold midlatitude temperature, as noted in previous studies
(e.g., Guan et al. 2020b). It is possible that the changed sea ice
cover will feedback to WACNA and further modify the inten-
sity and duration of WACNA. The observed WACC in long-
term trend and variability on decadal and interannual time
scales may result from such feedback processes. Further stud-
ies would be needed to quantify the relative importance of
this sea ice feedback. The snow-cover anomaly in Siberia may
also contribute to WACNA as suggested in previous studies
(e.g., Yu and Lin 2022). However, snow-cover variability may
itself be a consequence of the internal WACC variability. As

observed in Fig. 4, a positive WACNA is preceded by a nega-
tive WACE pattern with a warm anomaly in the south Siberian
region which is associated with reduction of snow cover. Again,
the changed snow cover will also feedback onto the circulation
and influence WACNA, as demonstrated in Yu and Lin (2022).

Previous studies have also reported a possible connection
between WACNA and the MJO (e.g., Lin 2015; Guan et al.
2020b). In the observations, about three pentads preceding a
negative WACNA, the distribution of tropical outgoing long-
wave radiation (OLR) anomalies resembles the MJO phase 3,
with enhanced convection in the Indian Ocean and suppressed
convection in the tropical western Pacific (see Fig. 8 of Lin
2015). It is possible that Rossby waves induced by this tropical
heating can propagate along the waveguide across the eastern
North Pacific and influence the WACNA pattern. Further stud-
ies would be required to clarify this process and to assess its rel-
ative importance. Alternatively, it could be that tropical OLR
anomalies about three pentads prior to WACNA are the result
of some atmospheric process associated with the negative phase
of WACE (Figs. 4a,b).

This study addresses WACNA variability on the intraseaso-
nal time scale. We have shown that it can be characterized as

FIG. 9. Lead–lag regressions of the eddy induced geopotential height tendency at 250 hPa against PC1 for the (left) ERA-Interim and
(right) SGCM simulation. The contour interval is 23 1025 m s21 for the left panels and 13 1025 m s21 for the right panels.
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internal variability. However, this does not preclude a possible
role for boundary forcing, which may amplify this low-frequency
mode. Furthermore, the associated dynamical processes
and mechanisms discussed here (Rossby wave propagation
and transient feedback) are also relevant on longer time
scales. The same WACNA pattern has been observed for
the interannual and decadal time scales, and it is likely that
for these longer time scales the feedback from the bound-
ary forcing will be still more important for WACNA.

The WACNA mode does not seem sensitive to the details
of the winter month average. We repeated the EOF analysis
using the ERA-Interim data of DJF (rather than NDJFM as
described above) and for an independent long SGCM integra-
tion with DJF forcing. Very similar EOF patterns as in Fig. 2
were obtained (not shown). It would be interesting to com-
pare the intraseasonal features of the WACC mode under dif-
ferent basic states, e.g., El Niño versus La Niña, or for different
periods of historical or projected global warming.

The existence of a WACNA pattern in the internal dynamics
implies that the predictability and forecast skill of WACNA
may be limited, as demonstrated in Lin (2018). On the other
hand, since the kinetic energy conversion and wave propagation
are linked to the slowly varying basic state, the predictability of
the WACNA pattern may be flow dependent. It would be inter-
esting to evaluate such flow-dependent predictability and fore-
cast skill in operational dynamical models.
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