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Abstract: 18 

The circulation and stratification in the shallow semi-enclosed bay of Paracas located downstream 19 

of the main upwelling cell off the Peruvian coast were studied during the summer season using a 20 

regional circulation model and in situ observations. A downscaling strategy based on a series of 21 

three embedded grids, from 10 km to 500 m resolution in the bay allows to take into account the 22 

influence of remote perturbations on the bay dynamics. Debiased surface winds from a high-23 

resolution regional atmospheric model were used to force the model. The shortwave absorption 24 

depth was parameterized using satellite measurements of surface chlorophyll. 25 

Sensitivity experiments to the model forcing and parameterizations were performed to investigate 26 

the impact of the wind diurnal variability, tidal forcing, freshwater discharge from a nearby river and 27 

shortwave absorption depth on the bay stratification. Results show that: debiasing the wind intensity 28 

reduced the model cold bias in the bay and increase the stratification; a shallow shortwave 29 

absorption depth induced a cooling of the subsurface water, increasing the stratification; freshwater 30 

discharge from the Pisco river north of the bay increased slightly the stratification in the bay during 31 

days of weak wind. The high sensitivity of the bay stratification to the atmospheric forcing calls for 32 

the need to use more realistic wind forcing products. 33 

The circulation in the bay under strong (> 5.5 m s-1) and weak (< 3 m s-1) winds was also examined. 34 

The summer circulation during strong upwelling-favorable wind conditions was characterized by 35 

northward surface currents transporting the bay surface waters outward and subsurface currents 36 

transporting cold deeper waters into the bay along its western shore. During weak wind conditions,  37 

the current is outward in the bottom layer and a surface southward current related to the poleward 38 
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undercurrent flowing over the continental slope and shelf transported warm waters into the bay, 39 

generating a cyclonic circulation in the bay.  40 

  41 

 42 

1. Introduction 43 

Coastal bays have particular features that may modify wind orientation and strength and generate 44 

complex circulation patterns of the water masses within and around them. In Eastern upwelling 45 

systems, coastal upwelling is driven by the alongshore wind, generating offshoreward Ekman 46 

transport of the surface waters and vertical transport of cold and nutrient replete subsurface waters. 47 

Coastal regions with linear coastlines are not very favorable to ecological productivity as plankton-48 

rich waters are transported offshore. In contrast, upwelling bays, depending on the nearby coastal 49 

orography, bay dimensions, bottom topography and water stratification, may harbor so-called 50 

upwelling shadows which are regions of surface waters recirculation and retention, favorable to 51 

plankton development and larvae survival (Largier, 2020). Furthermore, upwelling near coastal 52 

headlands upwind of the bays are generally enhanced, leading to an upwelling jet separating from 53 

the coast. 54 

Paracas bay is a small (L~5 km), roughly square and shallow (<15 m depth) bay facing north, 55 

located within the upwelling bay of Pisco off South-Central Peru (13.8°S; Figure 1). It is bordered to 56 

the west by a low headland (the Paracas peninsula) creating a wind decrease and onshoreward 57 

direction change downwind of the headland. Approximately 15 km north of the bay, the Pisco river 58 

discharges mainly during austral summer. This upwelling bay is located downstream of one of the 59 

main upwelling cells of the very productive Peruvian Upwelling System (hereafter PUS; Chavez et 60 

al., 2008). 61 

As other coastal embayments in the PUS (e.g. Sechura bay, 5.5°S; Flores et al., 2019; 62 

Independencia bay, 14.2°S; Taylor et al., 2008) and along the Chilean coast (Tongo bay, 30°S; 63 

Lagos et al., 2016; Arauco bay, 37°S; Valle-Levinson et al., 2003), Paracas bay undergoes a strong 64 

anthropogenic pressure: traditional scallop (Argopecten Purpuratus) aquaculture takes place in the 65 

bay, and artisanal and industrial landings of anchovy in Pisco harbour north of the bay amount to 66 

~10% of the total Peruvian landings. Fish meal factories (transforming anchovy into oil and flour) in 67 

the Pisco area discharge huge amounts of fish waste through a submarine emissary (at 50 m depth) 68 

north of Paracas bay, possibly playing a role in the triggering of extreme events such as HABs 69 

(Cabello et al., 2002; Cuellar-Martinez et al., 2021). On the other hand, tourism in the Paracas 70 

National Reserve reached close to one million tourists in 2019 (El Comercio, 2019).  71 

Upwelling bay ecosystems may also be strongly impacted by extreme events due to various 72 

natural forcings. During El Niño events (e.g. Barber and Chavez, 1983; Colas et al., 2008) warm 73 

waters of tropical origin flowing southward along the Peruvian coast may flow into Paracas bay, 74 

enhance stratification and reduce mixing between surface ventilated waters and subsurface oxygen-75 

deficient waters (Aguirre et al., 2019; Merma-Mora et al., 2022). Episodic offshore upwelling and 76 



 

 

transport into the bay of subsurface nearly-anoxic waters from the offshore oxygen minimum zone 77 

(Aguirre et al., 2019; Merma-Mora et al., 2022; Lagos et al., 2016 in Tongo bay), as well as intense 78 

respiration of organic matter following HABs (Kahru et al., 2004) may trigger anoxia and generate 79 

mass mortality of scallops and fish in the bay (Cueto-Vega et al 2021; Cabello et al., 2002). Also, 80 

periods of anoxia may be followed by so-called “white water” events associated with sulfide oxidation 81 

(Schunck et al., 2013; Ohde, 2018; e.g. Lavik et al., 2008 near Walvis bay, 23°S, over the south 82 

African shelf), leading to fish and scallop mortality, as well as nasty smell and other impacts on 83 

human activities around the bay.   84 

Such biogeochemical events related to a weak ventilation of subsurface waters can be 85 

generated by (i) strong stratification/weak vertical mixing in the bay or/and by (ii) the upwelling of 86 

oxygen-depleted  offshore source waters into the bay. Stratification in the shallow south-western part 87 

of the bay (5m depth; Figure 1b) during austral spring-summer 2012-2013 displays a high variability 88 

at daily to seasonal time scales, with low values (~ 0-0.2 σ unit m-1) during spring and high values 89 

(~1 σ unit m-1) in summer in particular during periods of weak winds (Aguirre et al., 2019). The latter 90 

also coincide with the southward transport of freshwater from the Pisco river in the bay.  91 

As for many other bays, the dynamical processes driving the stratification and the circulation 92 

patterns in Paracas bay area are not well known, due to a lack of measurements and to short-93 

duration shipboard surveys. Tentative circulation schemes have been proposed based on several 94 

short-duration surveys conducted by the Instituto del Mar del Peru (IMARPE). Guzmán et al. (1997) 95 

sketch very complex surface and subsurface circulation patterns from a dozen ADCP measurement 96 

points in late May 1996. Using ADCP measurements collected over a few days in different months, 97 

Sanchez et al. (2019) describe contrasted surface circulation patterns in and north of the bay: during 98 

weak wind conditions in April 2013, the surface circulation was poleward all over the bay, whereas 99 

during moderate upwelling-favorable wind conditions (November 2014 and March 2015) the flow 100 

was southward along the western side of the bay and northward along the eastern side. On the other 101 

hand, during the strong 2015-16 El Niño and in spite of strong upwelling-favorable winds in July 102 

2015, southward surface flow was measured along the eastern side of the bay, in accordance with 103 

the predominant poleward alongshore currents associated with a downwelling coastal wave during 104 

that period. Last, Moron et al. (2017) characterized the physical environment north of the bay during 105 

October 2013. They found weak surface currents near the coast and mainly westward surface 106 

currents offshore. At 5-10 m depth, the circulation north of the bay mouth was mainly northward. 107 

Overall, even though these studies provide a glimpse of the complex circulation in the bay area 108 

under various wind regimes and large-scale circulation conditions, the absence of long-term, high-109 

frequency measurements precludes a clear representation of the bay area circulation at daily to 110 

seasonal time scales.  111 

In contrast to upwelling bays in other EBUS (e.g. Drake et al. (2018) for Monterey bay in the 112 

California upwelling system; Penven et al. (2000) for St Helena bay in the Benguela upwelling 113 

system), few modelling studies have been carried out to study upwelling bays in the PUS. To our 114 



 

 

knowledge, only two modelling studies focused on the study of circulation patterns in Paracas bay. 115 

Carbonel (2013) used a two-layer reduced gravity model with a horizontal resolution of 450 m and a 116 

realistic topography and coastline to investigate the short-term (~7 days) circulation and density 117 

structure in response to the southwesterly-westerly winds in the bay. Such wind regime forced an 118 

upwelling of relatively cold waters (~16°C) along the western side of the bay and a sluggish 119 

southward circulation in the bay. A downwelling occurred in the eastern part of the bay and in a 120 

coastal band north of the bay, leading to higher surface temperatures (~20-21°C). On the other hand, 121 

Quispe-Sánchez (2007) used the three-dimensional primitive equations Estuary and Lake Computer 122 

Model (ELCOM, Hodges et al., 2000) with a realistic bottom topography and horizontal resolution of 123 

100 m to study the circulation and stratification in the bay during a time period of 5 days (May 14-124 

19th 2005). The model was forced by observed winds and heat fluxes from the Pisco airport (see 125 

Figs 2b,d) and by sea level tidal elevation at the open boundaries. He found that, under upwelling-126 

favorable winds, cold water filled the bottom in the western part of the bay, increasing stratification. 127 

Furthermore, the wind forcing modulated the surface currents (~2-5 cm s-1) while tidal forcing 128 

appeared to modulate the subsurface currents (~2-3 cm s-1). Bay-scale cyclonic surface circulation 129 

patterns were found due to the interaction between wind-forced and tidal currents. In conclusion, 130 

these modelling studies provided information on the circulation and stratification in Paracas bay over 131 

very short time periods (a few days) in relatively idealized modelling frameworks. Thus, several 132 

questions remain to be addressed to better understand the dynamics of Paracas bay: what are the 133 

dynamical forcings (wind, heat fluxes, tides, runoff and large scale circulation) controlling the 134 

stratification in the bay from diurnal to intraseasonal time scales? What are the circulation patterns 135 

in the bay forced by the wind synoptic variability?  136 

In the following, we investigate the dynamical drivers of the stratification and circulation in 137 

Paracas bay from diurnal to intraseasonal time scales during the summer season. An elaborate, 138 

realistic modelling framework based on embedded model grids of increasing spatial resolution (e.g. 139 

Mason et al., 2010) is used. This downscaling approach allows taking into account the effect of the 140 

the inner shelf circulation (north of the bay) on the bay dynamics, in particular the influence of the 141 

southward undercurrent occasionally reaching the surface and flowing into the bay. Focus is given 142 

on the austral summer season (January-March) during which the large stratification may lead to 143 

subsurface hypoxia in the bay (Aguirre et al., 2019; Merma-Mora et al., 2022) with important 144 

consequences on the ecosystem. Different dynamical forcings (wind synoptic variability, wind diurnal 145 

cycle, tidal forcing, freshwater discharge, see section 2.4) and model parameterizations (see section 146 

2.5) are used to investigate their respective impact on the sea surface temperature patterns, 147 

thermal/density stratification and circulation in the bay area. A similar modelling sensitivity study of 148 

the dynamical forcings impacting stratification in a shallow lagoon system has been done recently 149 

by Kang and Xia (2022). 150 

Section 2 details the modelling strategy, the forcings and observations used. Section 3 151 

presents the results of the model experiments: the model biases as well as the impacts of various 152 



 

 

parameterizations and forcings on the stratification in and north of the bay are described. Lastly, the 153 

time-averaged circulation in the bay area is characterized over the whole summer season and during 154 

periods of strong (>5.5 m s-1) and weak(< 3 m s-1) winds within the season. Sections 4 and 5 present 155 

a discussion and the conclusions and perspectives of the study, respectively. 156 

 157 

2. Material and Methods 158 

 159 

     2.1 The CROCO regional model 160 

The Coastal and Regional Ocean Community Model (CROCO, Hilt et al., 2020) is used to simulate 161 

the ocean dynamics in Paracas bay. This model is a new generation regional ocean circulation 162 

model, mainly based on an evolution of the Region Ocean Model System (ROMS-AGRIF; 163 

Shchepetkin and McWilliams, 2009). The CROCO code is based on the Boussinesq approximation 164 

and on the hydrostatic balance to solve the Reynolds-averaged Navier Stokes equations. The model 165 

uses a split-explicit time-stepping and stretched terrain-following sigma coordinates in the vertical 166 

and the Arakawa-C grid on the horizontal. A third-order upstream biased advection scheme is used 167 

for the horizontal advection of momentum and tracers. The Generic Length Scale (GLS) and K-168 

profile parameterization (KPP) were both tested for subgrid scale vertical mixing. A linear bottom 169 

friction (with a drag coefficient of 3.10-4 s-1) is used. Bulk formulae from Fairall et al. (2003) were 170 

used to compute atmospheric heat and momentum fluxes. 171 

2.2 The Paracas model configuration 172 

A one-way offline nesting strategy based on the “ROMS2ROMS” downscaling (Mason et al., 173 

2010) was set up to study the circulation in the bay. Three embedded model grids are used, and the 174 

boundary conditions from the largest domain are provided to the smaller domain. The largest grid 175 

(named D01 in the following) has a horizontal resolution of ~ 10 km and covers the whole PUS and 176 

the eastern part of the offshore Equatorial Current System, from 5ºN to 22ºS and from 95ºW to 70ºW 177 

(Fig.1a). The D01 grid extent allows to take into account (i) the effect of the eastward near-equatorial 178 

jets on the nearshore circulation, in particular on the Peru-Chile Under Current (hereafter PCUC; 179 

e.g. Montes et al., 2010) and (ii) the effect of the southward propagating coastal trapped waves on 180 

the shelf circulation (e.g. Colas et al., 2008; Echevin et al., 2014).  181 

The second domain (D02) has a resolution of ~ 2.5 km, covers the PUS from 3°S to 16°S, and 182 

uses daily outputs of D01 as boundary conditions. D02 simulates the mesoscale dynamics that 183 

forces the local dynamics in the third grid. Bottom topography from the Shuttle Radar Topography 184 

Mission (STRM30, Rodriguez et al., 2005) is used for D01 and D02 grids. 185 

The third and smallest domain (D03, ~ 500 m resolution) is centered on Paracas Bay. It is 186 

forced by daily outputs of D02 at its northern and western boundary. A local, high resolution (50 m) 187 

bottom topography  gridded product (Chacon, 2014) is used for D03. The minimum depth is 5 m. 188 



 

 

Each domain has 32 vertical levels, with a higher concentration of levels in the surface layer 189 

(with sigma-coordinates parameters thetas=6, thetab=0, see https://www.croco-ocean.org/ for 190 

details on the vertical grid discretization). 191 

 192 

2.3 Datasets for model forcing and evaluation 193 

Datasets used for model forcing 194 

Physical variables (temperature, salinity, currents and sea level) from the Mercator 1/4º (∼ 195 

25km) ocean reanalysis were used for the open boundary conditions (OBC) of the largest domain 196 

D01. Mercator model (GLOBAL_REANALYSIS_PHY_001_025) output is freely available at 197 

https://datastore.cls.fr/catalogues/eu-copernicus-marine-service-global-reanalysis-glorys/. This 198 

reanalysis simulates the recent period (1993-2015) during which altimeter and ARGO data are 199 

assimilated. Details about the Mercator reanalysis (ocean model configuration, atmospheric forcings 200 

and assimilation procedures) can be found in Lellouche et al. (2013). This product provides daily 201 

averages of sea level, temperature, salinity and velocity at 75 vertical levels (from the surface to 202 

5500 m depth). A monthly climatology of these variables over the 2008-2015 was used for D01 in 203 

the sensitivity experiments presented below. The variables were interpolated onto D01 grid open 204 

boundaries using the ROMSTOOLS package (Penven et al., 2008).  205 

Sea level, barotropic zonal and meridional currents from the TPXO7 global tidal model were 206 

used to force the tidal signal in D03. TPXO7 is a global ocean tidal model which best-fits, in a least-207 

squares sense, the Laplace tidal equations and altimetry data (Egbert and Erofeeva, 2002). The tidal 208 

forcing is provided as complex amplitudes of sea-surface elevation and barotropic velocity for eight 209 

primary components (M2, S2, N2, K2, K1, O1, P1, Q1) and two long tidal period components (Mf, 210 

Mm). TPXO7 values are interpolated over the D03 domain boundaries using the ROMSTOOLS 211 

package (Penven et al., 2008). 212 

Surface winds (10 m) from the Advanced Scatterometer (ASCAT) at 0.25°x0.25° resolution 213 

(Bentamy and Fillon, 2012) were used for D01 and D02 wind forcing. Nearshore surface winds at 7 214 

km resolution (available every 6 h) from a regional atmospheric simulation with the Weather 215 

Research and Forecasting model (WRF, Skamarock and Klemp, 2008) over the Peru region 216 

(Chamorro et al., 2021) were used to correct ASCAT wind nearshore bias in D01 and D02 (see 217 

section 2.4a). Debiased WRF winds were used for D03 (see section 2.4b). The WRF simulation 218 

reproduced the mean state and seasonal variability of coastal wind off Peru with a fair degree of 219 

realism over the period 1994-2003. Details on the WRF model set up can be found in Chamorro et 220 

al. (2021). 221 

Wind speed data from the Meteorological Aerodrome Reports (METAR) of the Pisco airport 222 

meteorological station (8 m above ground) was used to evaluate the wind diurnal variability. Since 223 



 

 

this station is located less than 1 km from the seashore in a zone devoid of major orographic 224 

obstacles, it was considered as a proxy of the surface wind intensity within the bay. 225 

Monthly climatologies (2008-2015 period) of air temperature, humidity and precipitation from 226 

ERA-interim (Berrisford et al. 2011) were used for the three domains. Downward longwave radiation 227 

from the 1°x1° resolution TropFlux product (Kumar et al., 2012) was used. Shortwave radiation from 228 

TropFlux, Objectively Analyzed air-sea fluxes (OAFLUX, Jin and Weller, 2008), COADS (Da Silva 229 

et al., 1994) were compared to local observations from the Sutron coastal station (13.8°S, 76.28°W; 230 

2010-2013 time period; see section 2.4c) operated by the National Service of Meteorology and 231 

Hydrology of Peru (SENAMHI).  232 

SeaWIFs satellite data (O’Reilly et al., 1998) at ~9 km resolution from September 1997 to 233 

December 2008 were used to compute a monthly climatology of  surface chlorophyll concentration 234 

to compute chlorophyll-dependent water types and shortwave absorption depth varying in time and 235 

space (see Sec. 2.5.b). 236 

 237 

The Pisco river runoff was measured at a hydrological station located 60 km upstream from the 238 

river mouth by the Peruvian National Water Authority (ANA), and was used as a proxy for the river 239 

discharge north of the bay  240 

 241 

Data sets used for D03 model evaluation 242 

Tide gauge sea level at Pisco station (13.417ºS,76.133ºW) available for the period 1999 to 2014 243 

(http://uhslc.soest.hawaii.edu/data/?rq) was used to evaluate the model tidal signal. To extract the 244 

tidal signal from the tide gauge and CROCO model time series, we used the “t_tide” filtering 245 

algorithm (Pawlowicz et al., 2002) to hourly time series. 246 

In situ temperature and salinity from 16 stations were used to evaluate the model spatial patterns 247 

and stratification (Fig. 1b). The stations were sampled at least once a month between 2010 and 248 

2015 by the IMARPE-Pisco Coastal Laboratory. Surface and bottom (1 m above seafloor) 249 

temperature and salinity were measured using a mercury thermometer and a Portasal Salinometer 250 

8410A. A monthly climatology for the period 2010-2015 was computed for each station and depth. 251 

Density was computed using the non-linear equation of state from Jackett and McDougall (1995). 252 

Two temperature time series were also used: a time series from the “Terminal Marino Pisco 253 

Camisea” was collected north of the bay (P1, 13.70ºS, 76.35ºW, Fig.1b). The measurements were 254 

collected once a day over 2006-2016. The temperature was measured at 0, 5, 10 and 15 m depth. 255 

A climatology of the temperature data (Fig.5a) was used to evaluate the model. Hourly time series 256 

(September 2012-March 2013) of bottom (~4m depth) and ~2 m depth temperatures from a fixed 257 

point in the south western shallow  part of the bay (P2, 13.82º, 76.29º, Fig. 1b; Aguirre et al., 2019) 258 



 

 

was used to evaluate the thermal diurnal cycle over the summer period (January-March 2013; 259 

Fig.5b). 260 

2.4 Atmospheric and river forcing methodology 261 

a. Correction on ASCAT wind for D01 and D02 forcing 262 

Due to their relatively low spatial resolution (0.25°) and lack of data in a coastal band known 263 

as the “coastal blind zone” (Fig.2a), ASCAT gridded winds need preprocessing before they can be 264 

used to force a high-resolution regional model. Indeed, the wind decreases shoreward, a 265 

characteristic known as “wind drop-off”, which mainly occurs in the blind zone of the satellite (see 266 

Fig.4 in Chamorro et al., 2021). This can result from SST-wind interaction and orographic or coastline 267 

effects (e.g. Boé et al. 2011; Renault et al., 2016 in the California EBUS). This wind drop-off plays 268 

an important role in coastal upwelling: a strong drop-off favors offshore Ekman pumping, while a 269 

weak drop-off (i.e. strong nearshore wind) favors an intense and localized coastal upwelling (Capet 270 

et al., 2004). Using along-track altimeter derived surface wind speed close to the coasts, Astudillo 271 

et al. (2017) confirmed the presence of a nearshore wind drop-off off Peru. Because of missing data 272 

in the “coastal blind zone”, a linear interpolation is routinely done to extrapolate offshore wind values 273 

onto the nearshore ocean grid points, which keeps the wind almost constant between ~ 30 km 274 

offshore and the coastline. Because of this artifact, the D01 SST in the coastal band was colder (∼ 275 

1°C, Figure not shown) than observations. This prompted us to modify the coastal wind profiles to 276 

alleviate this cold bias. The correction applied for D01 and D02 wind fields is described below. 277 

- For D01 correction, we used a monthly climatology (over the period 1994-2003) of the WRF 278 

wind field to compute the wind intensity reduction r(x,y)=[w(x,y)-w(x+dx,y)]/w(x,y) for each longitude 279 

x (from offshore (x=-60) to nearshore (x=0) in a 60 km-wide coastal band) and each latitude y 280 

between 6°S and 14°S. The space-dependent reduction was then applied to the ASCAT wind 281 

intensity (wascat), as follows: 282 

w’(x+dx,y)=w’(x,y) * ( 1-r(x,y) ) 283 

 with the offshore boundary condition: w’(-60,y)= wascat(-60,y). 284 

The corrected wind displayed a greater nearshore drop-off than the ASCAT extrapolated data (see 285 

Fig.S1). Note that the wind direction was not modified. 286 

 287 

- The same method was applied for the D02 domain: the corrected wind for the D01 domain and 288 

WRF winds were first interpolated over D02 (2.5 km resolution). Then, a similar drop-off correction 289 

was applied to construct the D02 wind forcing. 290 

 291 

b. Correction of WRF wind for D03 forcing 292 

WRF winds are used for D03 domain as its eastern part is located within the ASCAT blind 293 

zone (Fig. 2; note that there is only one WRF grid point located in Paracas bay). To evaluate the 294 



 

 

realism of WRF winds in the bay area, we compared the seasonal cycle of the observed wind at  295 

Pisco Airport and of the modelled wind (Fig. 2d). We also compare the seasonal cycle of ASCAT 296 

and WRF winds at an offshore location west of the bay (Fig. 2c). The seasonal variability differs in 297 

the bay and offshore: winds are stronger during summer in the bay (Fig.2d), whereas offshore winds 298 

are stronger during winter (Fig.2c) due to the equatorward migration of the South Pacific anticyclone. 299 

WRF winds represent relatively well the observed seasonal variability in both locations, with an  300 

overestimation of the wind intensity.  301 

In order to take into account the role of the intraseasonal wind variability on the bay ocean 302 

dynamics, we used the WRF daily winds (hereafter WRF2003
d) of the summer 2003. This particular 303 

year was selected because of its weak interannual variability (i.e. neutral El Niño period). Then, in 304 

order to filter the remaining interannual variability in 2003, the monthly mean anomalies for 2003 305 

(WRF2003
m) were subtracted to the 2003 daily time series to obtain intraseasonal wind variability 306 

(daily to weekly) of summer 2003.  The latter (i.e. left term in the equation below) was then added to 307 

the WRF monthly climatology over the period 1994-2003 (WRFclim
m),  as follows:  308 

WRF’(t)=  WRFclim
m(t) + [ WRF2003

d(t) – WRF2003
m(t) ] 309 

After subtracting the interannual variability, the corrected daily wind field WRF’ is typical of any 310 

summer season, except for the remaining intraseasonal variability corresponding to 2003. After this 311 

processing, the offshore wind values of WRF’(t) remained too high with respect to ASCAT winds 312 

(Fig. 2c), leading to overly strong upwelling and cold SST in the bay area (Figures not shown). To 313 

scale WRF’(t) with the offshore ASCAT wind intensity, a monthly time-varying correction factor F(t) 314 

was computed as the ratio between the ASCAT and WRF’ maximum wind speed values in an 315 

offshore box (13°S-15°S;78.5°W-76°W). WRF’(t) was then multiplied by F(t) to obtain the corrected 316 

wind (WRF*) used to force D03. 317 

 318 

c. Correction of the net downward shortwave flux bias in D03: 319 

Various climatologies of net downward shortwave flux were compared to a climatology of local 320 

observations from a coastal station (13.8°S,76.28°W, see section 2.3) over the period 2010-2013 321 

(Fig. 3). In summer, TROPFLUX and OAFLUX fluxes were respectively ~30 W m-2 and ~15 W m-2 322 

lower than the local flux, whereas COADS flux was ~ 20-30 W m-2 higher. The TROPFLUX product 323 

was corrected by adding a constant value of +30 W m-2 over the whole D03 domain, which reduced 324 

the model SST cold bias (Figure not shown). This correction is used in all the simulations described 325 

below. Note that diurnal shortwave variability is parameterized in the model using an analytical 326 

diurnal cycle (Fig.4b) superimposed on the daily-mean values. 327 

 328 

d. River runoff 329 

A monthly climatological river discharge is used in one simulation (Sec. 2.7; Table 1). It is 330 

introduced over two D03 grid points located at the Pisco river mouth (Fig.1b). The salinity and 331 



 

 

temperature of the discharge water are set to 17°C and 10 psu respectively and do not vary in time 332 

over the summer period. The vertical profile of the discharge flux is depth-independent.   333 

 334 

2.5 Model parameterizations  335 

a. Diurnal variability of the wind intensity 336 

When used, the diurnal variability of the wind intensity was parameterized online, by 337 

modulating analytically the daily-mean wind intensity (Fig. 4a). A third degree polynomial function 338 

was best-fitted to the observed diurnal value, and multiplied to the daily mean value for each model 339 

time step. The direction of the wind was kept constant during the day. 340 

 341 

b. Sea water absorption of shortwave flux 342 

The sea water type, which depends on the water turbidity, determines how the incoming 343 

shortwave solar radiation is absorbed in the upper layer of the water column, therefore it may play 344 

an important role in the stratification characteristics. A parameterization by Paulson and Simpson 345 

(1977) based on Jerlov (1976) optical water types is implemented in CROCO: five different Jerlov 346 

water types are considered, from type 1 (used by default in most CROCO simulations, see Echevin 347 

et al., 2021) which represents clear water, to type 5 which represents turbid water. Ranges of 348 

chlorophyll values can be associated with the water types (Paulson and Simpson, 1977), with low 349 

concentrations (<0.01 mg Chl m-3) for type 1 and high concentrations (1.5- 2 mg Chl m-3) for type 5. 350 

The seasonal concentrations of surface chlorophyll in the bay area are high (Fig. S2) leading to a 351 

water type 5 in and north of the bay and to water type 4 offshore. In the base case simulation (see 352 

Table 1), water type 1 is used in the whole domain. 353 

 354 

2.6 Boundary conditions  355 

In order to investigate the typical summer dynamics of the bay, it is necessary to avoid strong 356 

interannual oceanic variability propagating from the equatorial region. Thus a 10-year climatological 357 

D01 simulation forced by monthly climatological boundary conditions from Mercator (see section 2.3) 358 

and climatological ASCAT corrected wind (see section 2.4a) was performed. Daily outputs from the 359 

last seven years of the simulation were used as boundary conditions for a seven-year D02 360 

climatological simulation. Daily outputs from the last 2 years of this D02 simulation were used to 361 

force the D03 grid. Note that in the present study, sensitivity experiments (see Section 2.7) are 362 

performed using only the boundary forcing from the first of these last two years of the D02 simulation. 363 

 364 

 2.7 Simulation characteristics 365 

A series of simulations were performed to evaluate the effect of the different physical forcings, 366 

wind bias corrections, and model parameterizations on the summer stratification in the bay: 367 



 

 

- The “Base case” simulation (named D03-A) is forced by uncorrected WRF daily winds and 368 

corrected shortwave fluxes. Vertical mixing is parameterized using GLS. Corrected shortwave fluxes 369 

and GLS mixing are also used in the other experiments unless mentioned otherwise.  370 

- The diurnal wind variability (see section 2.5a)  which may modify mixed layer properties and 371 

rectify intraseasonal variability (Bernie et al., 2005) was implemented in the experiment D03-B wind 372 

forcing. Other parameterizations and forcings are similar to those of D03-A. 373 

- The impact of chlorophyll-related turbidity on the shortwave flux downward penetration (see 374 

section 2.5b) was evaluated in simulation D03-C. Other parameterizations are similar to those of 375 

D03-B. 376 

- The tidal forcing was introduced in simulation D03-D. 377 

- The WRF wind speed correction (see section 2.4.b) was introduced in simulation D03-E. 378 

- The Pisco river discharge was introduced in D03-G. 379 

- The combined influences of diurnal wind variability, chlorophyll-related shortwave absorption  380 

depth and wind correction were evaluated in simulation D03-I.  381 

The simulations characteristics are summarized in Table 1. 382 

 383 

2.8 Metrics 384 

In this section, we analyze the effect on the bay thermal stratification produced by each forcing 385 

and parameterization listed in section 2.7. To evaluate the model simulations in the bay area, our 386 

main metrics are the comparison between the modeled and observed: (i) climatological sea surface 387 

temperature, (ii) near-bottom temperature and stratification (surface-bottom density, see Table 3) 388 

time series at P1 and P2, and (iii) summer climatological stratification (surface minus bottom density) 389 

at 16  stations in the bay (see locations in Figure 1). Using the latter, mean bias and root mean 390 

squared error (RMSE) are also computed (see Table 2). 391 

 392 

 393 

3. Results 394 

 395 

3.1 Evaluation of D01 and D02 climatological simulation 396 

The surface temperature, cross-shore temperature structure, and alongshore mean current 397 

patterns from D01 and D02 simulations were evaluated in the Peruvian coastal region. As the coastal 398 

dynamics over the whole Peru shelf is not the focus of our paper, a brief summary of the results is 399 

given in this section and figures are shown in the supplementary material.  400 

The D01 mean SST displays a coastal band of relatively cold water (~16°C) and warmer (~20-401 

24°C) water offshore typical of EBUS (Fig.S3). A moderate cold bias (~1°C) is found near the coast, 402 

owing to the nearshore wind correction (see section 2.4a). North of the bay (~13.5°S), the D02 cross-403 

shore mean thermal structure displays an isotherms shoaling towards the coast, typical of coastal 404 

upwelling (Fig.S4). The modeled isotherms slopes are slightly too steep with respect to the 405 



 

 

observations, leading to a near-surface cold bias near the coast (~1°C). The D02 alongshore 406 

circulation (averaged between 7°S and 13°S) is in good agreement with the observations 407 

(Chaigneau et al., 2013), with maximum poleward velocity of ~8 cm/s ( ~ 11 cm/s in the observations) 408 

over the slope near ~100 m depth (Fig.S5). Overall, the good agreement between observed and 409 

modeled features shows that our downscaling approach is an efficient tool to study the nearshore 410 

ocean dynamics in the region of interest.  411 

 412 

 3.2 Impact of forcings and parameterizations on the stratification in the bay area 413 

 414 

a. Observations north of the bay (P1)  415 

 416 

At P1 the mean surface (1m depth) temperature is ∼20ºC during summer and ∼16ºC during 417 

winter (Fig.5a). The mean bottom temperature (15m depth) displays a different seasonality, with a 418 

minimum (~15°C) in October-November and a maximum (~17°C) in June. Time series for a particular 419 

year (2006) are also shown as an example to highlight the pronounced intraseasonal variability. The 420 

thermal stratification (i.e. the difference between the surface and bottom temperature, not shown) 421 

varies between ~3.6ºC and ~0.7°C in summer and winter respectively. Due to the lack of salinity 422 

measurements at P1, a constant (in time and over the vertical) salinity (35 psu) was used to compute 423 

the density stratification (0.89 kg m-3 and 0.16 kg m-3 in summer and winter, respectively). In the 424 

following sections, the focus is on the stratified summer season.      425 

   426 

 b. Base case simulation 427 

    428 

The starting point of our study is the evaluation of the base case simulation D03-A, forced by  429 

daily-mean WRF winds (see Table 1). The model summer SST displayed a meridional pattern, with 430 

nearshore warm waters (~20-24°C) north of the bay and cold waters (~18-19°C) in the bay (Fig.6a). 431 

The coldest surface waters (~18°C) were found north of the Paracas peninsula, likely related to 432 

offshore upwelling. While the model nearshore SST was close to the observed north of the bay, a 433 

cold bias of ~1.5-2ºC was found offshore and in the bay.  434 

Model bottom temperatures ranged between 15-16°C offshore at 50-60 m depth and 19-20°C 435 

nearshore at ~5 m depth (Fig.6b). The observed bottom temperatures tended to be slightly lower 436 

(by ~1°C) than the modeled ones, particularly near the western side of the bay mouth where 437 

subsurface waters entered the bay during phases of coastal upwelling (see section 3.2).  438 

The modeled thermal stratification displayed lower values than in the observations (Fig.6c), 439 

particularly in the southern part of the bay (station 14, see Fig.1b) and nearshore, north-west off the 440 

river mouth (station 1) in a region of strong topographic variability (Fig.1b).  441 



 

 

The density stratification mirrors the thermal stratification, with lower values in the model  442 

(Fig.6d). The stratification bias was particularly strong in the north west (stations 1,2,4), possibly due 443 

to the stratifying effect of the river discharge, which was not represented in this simulation (see Table 444 

1). In contrast, the model stratification is in good agreement with the observed one for large depth 445 

range (>20 m). The mean stratification bias, computed over all the stations (Table 2), is negative (-446 

5.6 10-2 σ m-1) over the entire region. Note that the bias stratification is almost three times weaker in 447 

the bay (-1.46 σ m-1) than north of the bay (-4.15 σ m-1). 448 

At P1, the model SST fluctuated between 17.5°C and 23°C over the summer period (Fig. 7a). 449 

The lowest temperatures encountered in early January coincided approximately with two wind 450 

intensifications (Fig. 7.d), whereas the highest temperatures were found in early March coinciding 451 

with a wind relaxation. Correlation between SST and wind stress was ~ -0.5 (with SST lagging wind 452 

stress by one day). The model SST was lower than the observed climatological temperature over 453 

January-February, but within the range of observed SST variability. Bottom temperature fluctuated 454 

between ~16°C and ~18°C, roughly in phase with SST but with a weaker amplitude (Fig.7b). The 455 

model bottom temperature tended to exhibit a warm bias, but remained within the range of observed 456 

variability. Due to these biases, the summer-average thermal stratification was weaker in the model 457 

(~0.16 °C m-1; Fig.7c) than in the observations (~0.25 °C m-1; Table 3).    458 

   459 

c. Impact of the wind diurnal cycle 460 

 461 

The wind diurnal cycle was introduced in simulation D03-B (see section 2.5.a; Table 1). To 462 

examine its effect on the thermal stratification we first compare the modeled temperature diurnal 463 

cycle to measurements at P2, a shallow station in the bay (see Fig.1b) where hourly measurements 464 

were collected during January-March 2013. The observed ~2m depth temperature varied between 465 

16.7°C at 3:00-4:00 and ~17.7°C at 15:00, while the bottom temperature was minimum (~15.7°C) at 466 

~9:00 and maximum (~ 16.2°C) at ~ 14:00-15:00. The observed maximum (respectively minimum) 467 

of temperature difference (between surface and bottom layers) was ~1.5ºC (respectively ~1°C) at 468 

~15:00 (respectively 0:00-6:00; Fig.5b). The daily-average observed stratification at P2 was 0.42 σ 469 

m-1 (using a constant salinity of 35 psu, as no salinity measurements were collected at P2).  470 

Both D03-A and DO3-B 2m depth temperature at P2 were ~2°C warmer than the observed. 471 

The D03-B temperature maximum increased slightly (<0.5°C) with respect to that in D03-A due to 472 

the inclusion of the wind diurnal cycle. It was reached at ~18-19:00, ~1 hour earlier than in D03-A 473 

(Fig.8a). The modeled near-bottom temperatures were very similar (Fig.8b). The maximum thermal 474 

stratification reached 0.5ºC m-1 (respectively 0.4°C m-1) near 18:00 (respectively 19:00) in D03-B 475 

(respectively D03-A)  (Fig.8c). This contrasts with the stronger stratification (~0.8°C m-1) and timing 476 

(~15:00) of the observed maximum thermal stratification at P2 (Fig.5b). Thus the wind diurnal cycle 477 

seemed to have only a weak impact on the diurnal variations of the subsurface stratification at P2. 478 

However, modeled vertical gradients of temperature in the surface layer can be relatively large (up 479 



 

 

to ~ 1°C/m, see Fig.S7). Consequently, the effect on the averaged surface-bottom density 480 

stratification north of the bay (at P1) was larger, resulting in a stratification increase of 19% over the 481 

whole summer (Table 3).      482 

 483 

 d. Impact of chlorophyll-induced shortwave heat absorption 484 

 485 

The introduction of the effect of chlorophyll-related turbidity on shortwave absorption in the 486 

water column (see section 2.5.b) in D03-C had a significant impact on the thermal stratification: while 487 

the surface temperature was occasionally slightly increased (e.g.~0.5-1°C in late January; Fig.9a), 488 

the bottom temperature was decreased by ~0.5-1°C over the entire summer with respect to D03-B 489 

(Fig.9b), resulting in a thermal stratification increase of 0.05-0.1°C m-1. On average, the density 490 

stratification at P1 reached 5.9 10-2 σ m-1, i.e. a 20% increase with respect to D03-B (Table 3). The 491 

stratification computed at stations located in the bay was also improved (Table 2). 492 

 493 

   e. Impact of the tidal forcing 494 

 495 

Paracas bay is microtidal, with sea level variations between ~ +/-0.2 m north of the bay at 496 

Pisco harbour. The model reproduced well the tidal sea level variations north of the bay (Pisco 497 

station; Fig.S6). The modeled tidal currents were weak (~less than 5 cm s-1, figure not shown). 498 

Overall, the impact of the tidal forcing on the stratification at P1 and other stations was negligible. 499 

 500 

   f. Impact of the wind correction  501 

 502 

The WRF wind correction (see section 2.4b) had the strongest impact on the stratification. The 503 

D03-E SST at P1 increased occasionally by up to 3-4°C with respect to D03-B (e.g. in February, 504 

Fig.9d). D03-E bottom waters were also ~0.5°C warmer (Fig.9e). The thermal stratification change 505 

with respect to D03-B was moderate (< 0.05°C m-1) in early January and late March, but stronger 506 

(up to ~0.15°C m-1) in February (Fig.9f), due to the stronger wind correction during this month (Figure 507 

not shown). The SST and bottom temperature increase in D03-E likely resulted from both a wind-508 

driven upwelling of shallower and warmer waters into the bay and a reduction of wind-driven mixing, 509 

which overcompensated the increased latent heat loss at P1 (+70% increase in D03-E with respect 510 

to D03-B). Note that a comprehensive heat budget of the surface mixed layer (which is beyond the 511 

purpose of this work) would be needed to evaluate precisely the contribution of the respective 512 

mechanisms (advection, vertical mixing, air-sea exchanges) at stake. Overall, the average 513 

stratification increase at P1 due to the wind correction was 44% (Table 3). Stratification bias was 514 

also greatly reduced at all stations, especially in the bay (Table 2). 515 

 516 

    g. Impact of the river discharge 517 



 

 

 518 

A strong Pisco river discharge in summer (Fig.S7) may enhance the density stratification in 519 

the bay by decreasing the near-surface salinity. Taking into account the discharge seasonal cycle in 520 

the model in D03-G, the summer-mean modeled surface salinity was lower near the river mouth than 521 

in the bay (Fig.10a). However, the modeled salinity was ~1-2 psu higher than the observed near the 522 

coast north of the bay. During wind relaxations, the river plume was oriented towards the bay 523 

(Fig.10b) and salinity at P1 decreased by more than 1 psu (e.g. mid January) and 3 psu (e.g. early 524 

March) (Fig. 11). Over the entire summer period, the average density stratification at P1 increased 525 

by 10% due to river runoff (Table 3). 526 

 527 

3.3 Circulation in the bay  528 

 529 

The modeled circulation in Paracas Bay is examined in this section. Simulation D03-I which 530 

includes the main forcings and parameterizations impacting the stratification (see Table 1) is 531 

analyzed. Note that the circulation patterns described in the following subsections are nearly 532 

unchanged in the other modelling experiments (i.e D03-A, D03-B, etc). 533 

 534 

a. Mean circulation and stratification 535 

The modeled surface circulation was northward in the bay and along the eastern coast, while the 536 

flow veered to the northwest and intensifies north of the Paracas peninsula (Fig.12a). Surface 537 

velocities were ~10 cm s-1 in the bay, reaching 20 cm s-1 near the western coast of the bay, 538 

consistently with the wind intensification north of the peninsula (not shown). In the bottom layer, 539 

offshore cold water flowed into the bay along its western side, and then southward in the bay, with 540 

velocities around ~1 cm s-1 (Fig.12b). At the entrance of the bay, the northward surface flow was 541 

concentrated in a shallow, 2 to 3-m-thick surface layer, and intensified along the western side of the 542 

bay mouth (Fig.12c).  543 

 544 

b. Circulation and stratification under strong wind  545 

The circulation and stratification during the windiest day in March (see red star in Fig.7d) were 546 

examined (Figs.12d-f). The patterns were nearly similar to the summer averages. The surface 547 

circulation was intensified, with velocities up to 12-15 cm s-1 in the bay (Fig.12d). A weaker (~ 5-10 548 

cm s-1) northward circulation took place in the south-western sector of the bay. In the bottom layer 549 

(Fig.12e), the southward velocity reached 2.5 cm s-1 near the eastern side of the bay mouth and it 550 

was reduced (~ 1 cm s-1) within the bay except in the south-eastern sector (~ 1.5-2 cm s-1). At the 551 

bay mouth (Fig.12f), the thermal stratification was reduced with respect to mean conditions due to 552 

enhanced wind-driven vertical mixing in the surface layer and to enhanced friction in the bottom layer 553 

(not shown). Other strong wind events were investigated and showed qualitatively similar patterns 554 

(see Fig.S9). 555 



 

 

 556 

c. Circulation and stratification under weak wind  557 

The circulation and stratification during the least windy day of the period (early March, see blue 558 

star in  Fig.7d) were examined (Figs.12g-i). Near the bay mouth, the southward surface flow 559 

associated to a shoaling and penetration over the shelf of the PCUC splitted into a westward branch 560 

(~8 cm s-1) and a weak southward branch (~4 cm s-1) entering the bay. The southward flow drove a 561 

sluggish (<5 cm s-1) cyclonic gyre in the bay (Fig.12g). In the bottom layer, the circulation was 562 

predominantly northward. It was particularly sluggish north of the bay and along the eastern shore 563 

of the bay (Fig.12h), suggesting a low subsurface ventilation during weak wind periods. At the bay 564 

mouth, the stratification was well marked between the surface and 6m depth (Fig.12i). Offshore 565 

waters entered the bay along the eastern side in a ~6 m thick surface layer, while subsurface waters 566 

exited the bay along the western side of the bay. Other weak wind events were also examined and 567 

showed qualitatively similar patterns (see Fig.S10). In conclusion, there was a great contrast 568 

between the circulation patterns during strong and weak winds conditions. 569 

 570 

4. Discussion  571 

 572 

4.1 Effects on the stratification in the bay 573 

The impact of various physical forcings and parameterizations on the summer stratification in 574 

Paracas bay was investigated in a modelling regional framework. In the base case simulation, forced 575 

by daily winds and clear water conditions (i.e. Jerlov water type 1, see section 2.5b), the model SST 576 

was slightly lower than the observations in and north of the bay, while the bottom water was slightly 577 

warmer. Overall, the modeled density stratification was ~35% lower in the model than in the 578 

observations (at P1, near the bay mouth).  579 

The surface cold bias in the bay was partly due to an overly strong upwelling and wind-driven 580 

mixing in the base case. Indeed, the too strong WRF winds north of the bay near Pisco airport (Fig. 581 

2d) are likely to be also overestimated within the bay. Furthermore, while adding diurnal wind 582 

variations had a moderate impact (i.e. ~19% increase, Table 3) on the density stratification at P1, 583 

reducing the wind intensity over the whole model domain (see section 2.4b) resulted in a more 584 

realistic upwelling offshore and north of the Paracas peninsula and in a 44% increase of the 585 

stratification. These results highlight the high sensitivity of the model stratification to the wind forcing 586 

offshore and in the bay area. This is consistent with results from a modelling study of the Maryland 587 

lagoon shallow bays where the accuracy of the wind forcing plays a major role (e.g. Kang and Xia, 588 

2022). This calls for the need (i) to use more realistic wind forcing products (e.g. WRF winds at sub-589 

kilometric spatial resolution) and (ii) to routinely measure in situ atmospheric parameters in the bay 590 

area (see e.g. Niu et al., 2015, around lake Erié). Merging of model and observed surface winds 591 

(e.g. Kang and Kia, 2020) to produce optimal wind forcing is also an interesting perspective for future 592 

work.  593 



 

 

The second strongest impact on the stratification was the use of a chlorophyll-related  594 

shortwave absorption in the water column. While optical properties for solar attenuation have a 595 

strong effect on upper ocean thermal conditions (and can, for example, subsequently impact 596 

hurricanes; e.g. Liu et al. 2021), their role has often been neglected in physical models of upwelling 597 

bays. Echevin et al. (2021) showed that the chlorophyll-shading effect could enhance the nearshore 598 

cold bias commonly found in EBUS models, due to the cooling of upwelled source waters associated 599 

with the chlorophyll shading. In contrast, the effect was opposite in the present study as the 600 

chlorophyll-shading induced a slight warming of the surface layer and a cooling of the subsurface 601 

layer at P1 (Figs.9a,b), increasing density stratification by 20% (Table 3). Note that this effect was 602 

parameterized in a simple manner. First, a relationship between surface chlorophyll measured by 603 

satellite and water type was used and the water type was unchanged in the vertical over the water 604 

column. Secondly, the relatively low resolution (9 km) satellite product did not represent surface 605 

chlorophyll in Paracas bay. The chlorophyll and water type values used in the bay were obtained by 606 

extrapolation of offshore values, which may lead to a temperature bias in the bay. Thirdly, the 607 

shortwave absorption profiles depending on the water type were kept constant for each month. In 608 

this respect, an interesting perspective would be to use a coupled biogeochemical model (e.g. 609 

Echevin et al., 2021) in order to evaluate the impacts of the chlorophyll spatio-temporal variability on 610 

the thermal structure. Last but not least, other turbidity sources (sediments resuspension and 611 

particulate organic matter; e.g. Xia et al. (2010) in an estuary) affecting light propagation in shallow 612 

regions also need to be taken into account in future studies.  613 

The river discharge forcing had a weaker effect on the bay stratification (~10% increase of the 614 

stratification north of the bay; Table 3) due to the intermittent southward transport of low salinity 615 

riverine waters. Although this effect was relatively weak in our simulation, it could be enhanced 616 

during periods of high discharge (Fig.S7; Merma-Mora et al., 2022) and weak winds. Similar 617 

stratification effects due to high river discharge after the passage of hurricanes has been 618 

encountered in shallow bays of the Maryland lagoon (Kang and Xia, 2022). 619 

Note that when the effect of wind diurnal cycle, water type and wind correction were included 620 

(D03-I; Table 1), the stratification biases computed over the bay area were lowest (Table 2). This 621 

suggests that taking into account these forcings is absolutely necessary to represent correctly the 622 

stratification in the bay area. 623 

 624 

4.2 Effect of the wind diurnal cycle on the SST diurnal cycle 625 

While we found that the averaged effect of the wind diurnal cycle on the stratification was 626 

moderate (19%, Table 3), its impacts on the thermal structure and circulation were possibly slightly 627 

biased in our model experiments for several reasons. Firstly, the wind diurnal cycle was 628 

parameterized based on wind in situ data over land north of the bay. Variations of the wind direction 629 

within the bay due to the coastal orography remain unknown. Improving the accuracy of the wind 630 

forcing spatio-temporal variability at hourly time scales in the bay area would likely benefit from a 631 



 

 

dedicated modelling of the surface winds using a regional atmospheric model (e.g. the WRF model) 632 

at sub-kilometric resolution. Secondly, the P2 data used to compute the thermal diurnal variations 633 

were collected in January-March 2013, a relatively cold year (ONI=-0.4), so that they may not be 634 

representative of climatological conditions. Thirdly, diurnal variations of the ERA-interim air 635 

temperature and humidity were not taken into account, which may introduce a bias in the latent and 636 

sensible heat fluxes. Last, the model may underestimate vertical mixing in the upper layer of the 637 

water column. It would thus be interesting to investigate in more detail the impact of various mixing 638 

parameterizations and parameter options in GLS at hourly time scales, which is beyond the scope 639 

of the present work.   640 

 641 

4.3 Circulation patterns  642 

Tidal currents were weak in our simulations (~ 2-4 cm s-1, figures not shown). Using a different 643 

modelling framework, Quispe-Sánchez (2007) found tidal currents of the same order of magnitude. 644 

Note that his model was forced by the observed tidal sea level (at Pisco) along the northern and 645 

western open boundaries, which were close (~ 1 km) to the bay mouth. Furthermore, the observed 646 

wind from a single station (Pisco airport) was used to force the circulation, leading to surface currents 647 

of 2-5 cm s-1, much weaker than in our simulations (~10 cm s-1, Fig. 10). Their model did not take 648 

into account the strong offshore upwelling-favorable winds (Fig.2), which play a major role in the bay 649 

dynamics by sucking the surface waters out of the western side of the bay (Fig. 12d).  650 

Using a two-layer reduced gravity model, Carbonel (2013) investigated the short-term (~7 651 

days) circulation and density structure of the bay area in response to southwesterly-westerly winds. 652 

Thermal conditions corresponded to those of fall-winter 1999 and the model was spun up from a 653 

state of rest (i.e. spatially homogeneous stratification). The simulated upwelling of relatively cold 654 

waters along the western shore of the bay contrasted with our findings, which indicate slightly cooler 655 

SST along the eastern side of the bay (Fig.6a). However, comparing their study with ours is difficult 656 

because of the numerous differences in the wind forcing, the initial conditions and the 657 

season/duration of the simulations.  658 

Comparing the model circulation patterns to the sketched circulation patterns based on ADCP 659 

observations (averaged flow from 0 to 10 m depth) are also informative. Poleward surface circulation 660 

was measured during a period of weak offshore wind conditions in April 2013 (Sanchez et al., 2019), 661 

which is consistent with the simulated poleward surface flow under weak wind (Fig.12g). In contrast, 662 

under moderate offshore upwelling-favorable winds in March 2015, the measured surface flow was 663 

southward along the western side of the bay, whereas it was northward in our simulations under 664 

comparable wind conditions (Fig.12a). However, note that the modelled subsurface circulation was 665 

southward and consistent with the pathways described by Sanchez et al. (2019), suggesting that the 666 

ADCP may have measured a strongly sheared flow. Last, southward surface flow was measured 667 

along the eastern side of the bay in spite of the strong winds in July 2015. This flow may be 668 

associated with the poleward alongshore current driven by a downwelling coastal wave typical of El 669 



 

 

Niño conditions (Figure not shown). Simulating this type of situation was precluded by the so-called 670 

climatological boundary conditions used in our modelling framework, which subdued the amplitude 671 

of remotely-forced intraseasonal coastal trapped waves. The effect of such waves on the bay 672 

circulation and stratification will be investigated in future work using realistic daily boundary 673 

conditions. 674 

 675 

5. Conclusions and perspectives   676 

The hydrodynamics and stratification in the shallow semi-enclosed bay of Paracas influenced 677 

by offshore coastal upwelling off central Peru were studied using a regional circulation model. The 678 

wind regime within the bay is influenced by the thermal contrast between desertic land and sea and 679 

differs from the offshore upwelling-favorable wind regime associated to the eastern flank of the large-680 

scale South Pacific anticyclone. Due to the absence of satellite winds near the coast, surface winds 681 

from the WRF high-resolution (7km) regional atmospheric model were bias-corrected to be used as 682 

model forcing.  683 

The impact of various types of forcings was assessed: reducing the wind intensity offshore and 684 

in the bay allowed to (i) reduce the model SST cold bias in the bay associated to a too strong vertical 685 

mixing and (ii) increase significantly the stratification in the bay; the parametrization of the shortwave 686 

flux penetration induced a cooling of the subsurface water, increasing the stratification; the diurnal 687 

cycle of the wind impacted on the stratification, but this needs to be interpreted with caution given 688 

the remaining bias in the temperature diurnal cycle phase. Freshwater discharge from the Pisco river 689 

north of the bay also increased slightly the stratification in the bay, in particular during weak wind 690 

conditions allowing the river plume to enter the bay. However, note that this effect could be 691 

underestimated given the discharge strong interannual variability. Last, the tidal forcing had no 692 

impact on the stratification and circulation, generating currents much weaker than wind-driven 693 

currents. 694 

 The summer circulation, characterized for the first time using a model, is mainly forced by the 695 

wind variability: under strong wind conditions it is driven by the wind-forced upwelling, with northward 696 

surface currents transporting the bay warm surface waters outward and subsurface currents 697 

transporting cold subsurface waters into the bay along its western shore. In contrast, under weak 698 

wind conditions, a surface southward current over the inner shelf transported warm shelf waters into 699 

the bay, generating a cyclonic circulation in the bay. The subsurface waters flowed along the western 700 

shore before exiting the bay. The modelled circulation patterns were not in contradiction with those 701 

sketched from short term oceanographic cruises. However, a description of the circulation in Paracas 702 

bay based on long-term current measurements is still lacking. 703 

Several perspectives can be drawn from this work. Firstly, using a more accurate wind forcing 704 

is key to improve the realism of the simulation. Secondly, a higher horizontal resolution of the ocean 705 

model in the bay (e.g. < 100 m) would provide more detailed circulation patterns. Thirdly, 706 

intraseasonal coastal waves propagating poleward along the coast and having a strong influence on 707 



 

 

the alongshore flow on the Peruvian shelf (e.g. Colas et al., 2008 during El Niño conditions) may 708 

occasionally force a flux of relatively warm surface waters from the inner shelf north of the bay into 709 

the bay. This forcing needs to be taken into account in future modelling experiments. Lagrangian 710 

diagnostics will be useful to determine more accurately the exchanges between the bay and the 711 

outer shelf and the residence time in the bay (a relevant information for various ecological questions). 712 

Last, our hydrodynamical model also needs to be coupled with a biogeochemical model simulating 713 

the oxygen cycle (e.g. the PISCES model previously used in the Peruvian upwelling system, e.g. 714 

Espinoza-Morriberon et al., 2021) to study the drivers of hypoxic and anoxic events in the bay 715 

(Merma-Mora et al., 2022) and provide guidance for a sustainable management of aquaculture. This 716 

challenging task will likely require coupling with a diagenetic model to take into account the sediment 717 

oxygen demand (e.g. Capet et al., 2013). 718 
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Figure 1: a) Bathymetry of D01 model grid (colored lines, in meters). D02 and D03 model domains 959 

are marked by black rectangles. b) Bathymetry of D03 model grid (colored lines, in meters). The 960 

positions of the temperature and salinity stations sampled by IMARPE-Pisco laboratory are indicated 961 

in black. P1 and P2 moorings are shown in red.  962 
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 983 

        Figure 2: Summer (January-March) average of a) ASCAT and b) WRF (7km resolution) surface 984 

wind intensity (shading, in m s-1) and direction (arrows). (c) ASCAT (blue arrows) and WRF (red 985 

arrows) winds west of Paracas peninsula (77ºW,13.74ºS, see red point in (a)), (d) METAR (8 m 986 

above ground, from Pisco Airport, blue arrows) and WRF surface winds (red arrows) at the coast 987 

north of the bay (see red point in (b)) . 988 
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 1007 

Figure 3: Climatological monthly net downward shortwave flux (in W m-2) from Pisco coastal station 1008 

(Sutron, magenta full line), TROPFLUX climatology (red line), TROPFLUX bias-corrected 1009 

climatology (blue line). The dashed lines indicate the observed flux for different years used to 1010 

compute the climatology. COADS and OAFLUX climatologies are also shown.  1011 
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  1024 

Figure 4 :(a) Observed (at Pisco Airport, dashed line) and parameterized (using a polynomial fit, full 1025 

line) wind speed  diurnal cycle (in m s-1). (b) Observed  (blue line) and parameterized (red line) 1026 

downward  shortwave heat flux  diurnal cycle.  1027 
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 1052 

Figure 5: (a) Monthly climatology of the observed surface (1 m depth, blue line) and bottom (15 m 1053 

depth, red line) temperatures  at P1 station for the period 2006-2015. The lines represent the high 1054 

frequency variability during 2006. (b) Composite diurnal cycle for the ~2 m depth (blue line) and 1055 

bottom (~4 m depth, red line)  temperatures at P2 (see Fig.1b), computed over the period January-1056 

March 2013. The shaded envelopes indicate the standard deviation of each time series. 1057 
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 1064 

Figure 6:  Summer-mean (a) SST (in °C, shading) from the model base case simulation (D03-A) and 1065 

from IMARPE-Pisco laboratory stations (colored circles). (b) same as (a) for bottom temperature, (c) 1066 

for thermal stratification (surface minus bottom, in °C m-1) and (d) for density stratification (in σ m-1). 1067 
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 1071 

Figure 7:Time series of (a) surface, (b) bottom and (c) thermal stratification (in °C m-1) at P1. The 1072 

base case D03-A  simulation is marked by black lines. The blue dashed line and envelope mark the 1073 

observed climatology and observed standard deviation for each variable. (d) Wind stress intensity 1074 

(in N m-2) from D03-A  at P1. The red and blue stars indicate episodes of strong and weak winds, 1075 

respectively. 1076 
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 1109 

Figure 8: (a) 2m-depth, (b) 4m-depth and (c) thermal stratification (in °C m-1) diurnal cycle at P2 (see 1110 

Fig.1b). The colored lines and shaded envelopes represent the mean and standard deviation of 1111 

simulations D03-A (blue line and shading, without wind diurnal cycle) and D03-B (red line and 1112 

shading, with wind diurnal cycle).  1113 
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Figure 9: Time series of (a,d) surface, (b,e) bottom and (c,f) thermal stratification (in °C m-1) at P1 1119 

from (left) simulations D03-B (magenta line)  and D03-C (black line) and (right) D03-B (magenta line) 1120 

and D03-E (black line). The blue lines and shaded envelopes represent the mean and variability of 1121 

the observations. 1122 

 1123 

 1124 

 1125 

 1126 

 1127 

 1128 

 1129 

 1130 

 1131 

 1132 

 1133 

 1134 

 1135 

 1136 

 1137 

 1138 

 1139 



 

 

 1140 

 1141 

 1142 

 1143 

 1144 

 1145 
Figure 10: D03-G surface salinity (shading, in psu) and current (vector, in cm s-1)  for (a) summer 1146 

and (b) on the day of weakest wind (early March, see Fig.11a). Colored dots in (a) and (b) show the 1147 

observed summer averaged salinity and the salinity on 16 February 2011, a weak wind day (4.3 1148 

m/s), measured at IMARPE-Pisco laboratory stations.   1149 

 1150 

 1151 

 1152 



 

 

 1153 

 1154 

Figure 11: Time series of wind stress (top, in N m-2), surface salinity (middle, in psu) and bottom-1155 

surface density stratification (in σ m-1) during January-March at P1 north of the bay. Time series from 1156 

simulations D03-B and D03-G are marked by blue and red lines, respectively. Grey bars highlight 1157 

weak wind time periods. 1158 
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 1161 

Figure 12: (Top) Summer-averaged currents in (a) surface and (b) bottom layers. (c) Zonal vertical 1162 

section (indicated by magenta color line in a) of meridional velocity (shading, in m s-1) and 1163 

temperature (in °C, black lines) at the mouth of the bay. (d-f, middle) same as (a-c) for the day of 1164 

strongest wind (late March, see red star in Fig.7d). (g-i, bottom) same as (a-c) for the day of weakest 1165 

wind (early March, see blue star in Fig.7d).    1166 
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Simulation 
name 

Wind 
forcing 

Wind 
diurnal  
cycle 

Shortwave 
absorption 

depth 

tidal 
forcing 

river 
discharge 

solar heat 
flux bias 

correction 

vertical 
mixing 
param. 

D03-A WRF’ no no no no yes GLS 

D03-B WRF’ yes no no  no yes GLS 

D03-C WRF’ yes yes no no yes GLS 

D03-D WRF’ yes no yes no yes GLS 

D03-E WRF* yes no no no yes GLS 

D03-G WRF’ yes no no yes yes GLS 

D03-I WRF* yes yes no no yes GLS 

 1181 

 1182 

 1183 

Table 1: Characteristics of the D03 simulations. WRF’ is the daily “climatological” WRF wind, and 1184 

WRF* is the rescaled WRF’ using ASCAT wind intensity (see section 2.4.b).  1185 
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  1220 

Simulation name All stations 
Bias/RMSE  

(10-2 σ m-1) 

northern stations  
 Bias/RMSE  

(10-2 σ m-1) 

southern stations  
Bias/RMSE  

(10-2 σ m-1) 

D03-A (Base experiment) -5.61/8.53 -4.15/10.60 -1.46/4.70 

D03-B (D03-A + DW) -4.70/8.01 -3.72/10.01 -0.98/4.20 

D03-C (D03-A + DW+jwt) -4.23/7.72 -3.48/9.66 -0.75/4.04 

D03-D (D03-A + DW+tide -5.05/8.24 -3.90/10.30 -1.14/4.34 

D03-E(D03-A + DW+WC) -1.68/6.92 -2.26/8.26 0.57/4.66 

D03-G (D03A + DW + river) -4.21/7.50 -3.37/9.34 -0.83/4.07 

D03-I (D03-A + DW+ river) -1.08/6.86 -1.97/7.96 0.89/5.11 

 1221 

 1222 

 1223 

Table 2: Stratification (in σ m-1) bias and root mean square error (RMSE) computed from summer 1224 

(January-March) IMARPE-Pisco laboratory in situ temperature and salinity and from model output.  1225 

Northern stations are located north of the bay (1-9) and southern stations are located in the bay (10-1226 

16, see Fig.1.b). “DW” means diurnal wind, “jwt” means “Jerlov water type” used for the shortwave 1227 

absorption depth, “WC” means wind correction. 1228 
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 1255 

 

Simulation name 

Temperature 

stratification at P1   

(°C m-1) 

Average density 

stratification at P1 

(10-2 σ m-1)  

Impact of forcing 

/parameterization 

(%) 

P1 observations  0.255 6.36  

D03-A (Base experiment)           0.163 4.1   (1.75 %)  

D03-B (D03-A + DW) 0.191 4.9  (1.72%) 19%     (B-A)/A 

D03-C (D03-A + DW+jwt) 0.229 5.9   (1.49%) 20%    (C-B)/B 

D03-D (D03-A + DW+tide) 0.191 4.9   (1.72%) <1%    (D-B)/B 

D03-E (D03-A + DW+WC) 0.271 7.1   (1.30%) 44%   (E-B)/B 

D03-G (D03-A + DW+ river) 0.187 5.4    (15.58%) 10%   (G-B)/B 

D03-I (D03-A + DW + jwt + WC) 0.334 8.6 (0.65%) 75%(I-B)/B 

 1256 

 1257 

 1258 

Table 3 : Impact of the D03 model forcings and parameterizations on the stratification at station P1. 1259 

The first column indicates the name of the experiment, the second column lists the time-average 1260 

thermal stratification, the third column lists the time-average density stratification, and the fourth 1261 

column indicates the impact of each forcing or parameterization, computed as a percentage. In the 1262 

third column, the observed density difference is computed using a constant salinity (35 psu) due to 1263 

the absence of salinity measurements at P1. In the model experiments, the density stratification is 1264 

computed using the modeled salinity. The percentage in the third column indicates the model 1265 

stratification change obtained with a constant salinity (35 psu). Note that it does not modify 1266 

significantly the density stratification (less than 2%) except for D03-G including the river discharge 1267 

(15% increase of stratification when the modeled salinity is used). 1268 
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