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S U M M A R Y
In general, the inverse problem of electrical resistivity tomography (ERT) is treated using a
deterministic algorithm to find a model of subsurface resistivity that can numerically match the
apparent resistivity data acquired at the ground surface and has a smooth distribution that has
been introduced as prior information. In this paper, we propose a new deep learning algorithm
for processing the 3-D reconstruction of ERT. This approach relies on the approximation of the
inverse operator considered as a nonlinear function linking the section of apparent resistivity
as input and the underground distribution of electrical resistivity as output. This approximation
is performed with a large amount of known data to obtain an accurate generalization of the
inverse operator by identifying during the learning process a set of parameters assigned to
the neural networks. To train the network, the subsurface resistivity models are theoretically
generated by a geostatistical anisotropic Gaussian generator, and their corresponding apparent
resistivity by solving numerically 3-D Poisson’s equation. These data are formed in a way to
have the same size and trained on the convolutional neural networks with SegNet architecture
containing a three-level encoder and decoder network ending with a regression layer. The
encoders including the convolutional, max-pooling and nonlinear activation operations are
sequentially performed to extract the main features of input data in lower resolution maps.
On the other side, the decoders are dedicated to upsampling operations in concatenating with
feature maps transferred from encoders to compensate the loss of resolution. The tool has
been successfully validated on different synthetic cases and with particular attention to how
data quality in terms of resolution and noise affects the effectiveness of the approach.

Key words: Hydrogeophysics; Electrical resistivity tomography (ERT); Inverse theory; Neu-
ral networks, fuzzy logic; Numerical modelling.

1 I N T RO D U C T I O N

In geoscience, the electrical resistivity tomography (ERT) is consid-
ered to be one of the most reliable and popular geophysical methods
for imaging the shallow subsurface, as shown by the large number
of applications in the research and engineering fields on various is-
sues such as mapping geological structures; detecting faults, karstic
sinkholes and cavities (Cardarelli et al. 2006; Youssef et al. 2012;
Billi et al. 2016); delimiting contaminated soil (LaBrecque et al.
1996; Werkema Jr et al. 2003); and the localization of buried ar-
chaeological remains (Negri et al. 2008; Cardarelli & Di Filippo
2009).

The ERT method consists in interpreting a set of apparent
electrical resistivity data calculated from measurements of po-
tential difference over an arrangement of potential and current
injection electrodes. The interpretation process is based on the

implementation of an optimization code to find an electrical re-
sistivity model, of which the simulated apparent resistivity matches
the data set acquired over the field. This process is iterative and
requires multiple numerical resolutions of the Poisson’s equation
before achieving convergence. This operation is called the inverse
problem and formulated mathematically as a nonlinear, underde-
termined and ill-posed optimization. The ERT inverse problem has
been widely discussed in the literature with the use of various cate-
gories of deterministic, stochastic and global algorithms, and with
different constraints and prior information. Deterministic methods
such as the Gauss–Newton, quasi-Newton and conjugate gradients
are the most commonly used schemes in the geoelectric surveys due
to their rapid computation, in which the sensitivity matrix is com-
puted at each iteration in the minimization of the objective function
(Park & Van 1991; Loke & Barker 1996; Oldenburg & Li 1999;
Kemna et al. 2000; Günther et al. 2006). However, the inverted
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solution from these methods is a local minimum and strongly de-
pends upon the initial model used to launch the algorithm. Stochas-
tic methods represent an effective strategy to deal with the un-
certainties of the inverse problem of ERT by sampling a set of
models instead of a single solution. However, to reach the con-
vergence state, the algorithms would have to test thousands of
randomly proposed models, which slows down the computation
(Jardani et al. 2013).

The global optimization algorithms have also been applied for
predicting the best subsurface resistivity model by searching for
global optima. Unlike deterministic methods, these algorithms do
not depend on the initial model; among them are the particle swarm
optimizations (Fernández-Martı́nez et al. 2010; Francisco et al.
2019), the simulated annealing (Sharma 2012; Sharma & Biswas
2013), genetic algorithms (Furman et al. 2004; Başokur & Akca
2011) and the deep learning with neural networks (NNs; El-Qady
& Ushijima 2001; Feibo et al. 2018; Liu et al. 2020). The first three
algorithms use an optimization concept to find a resistivity model
suited to the measured data, while the NN reconstructs the soil
model directly from the apparent resistivity data without applying
an iterative optimization algorithm on these data. Indeed, the NN
works as an end-to-end operator that approximates the inverse func-
tion by estimating the network parameters in the training process
with a set of known data. Hornik et al. (1990) have shown that mul-
tilayer NNs can provide the accurate approximations of complex
and highly nonlinear functions including the inverse operator by
analysing statistically the relationship between the input and output
parameters of training data. In these supervised deep learning al-
gorithms, the preparation of training data represents a crucial step
in the process, and in ERT application takes up most of the time
because it involves the use of numerical tools to solve partial differ-
ential equations. However, the interpretation of geoelectric data with
the predictive inverse operator takes only few seconds (Araya-Polo
et al. 2017).

The earliest attempts at applying deep learning to ERT were
made using conventional NNs in which each neuron is connected
to other neurons forming fully connected layers. This architecture
involves the learning of a large number of parameters during the
training phase, which makes computation complex in the prediction
of a large-scale and nonlinear function (El-Qady & Ushijima 2001).
Thus, these early fully connected architectures were not well suited
to handling tomography with high-dimensional input and limited
computing resources.

However, the emergence of the new generation of powerful com-
puter and deep learning (DL) architectures has increased consider-
ably the popularity of the machine learning algorithms and brought
about a radical change in the way we process and interpret geo-
science data (Lary et al. 2016; Yang & Ma 2019). On the tomo-
graphic theory, several promising approaches inspired by recent
techniques developed in the realms of image processing and med-
ical imaging such as the convolutional neural networks (CNNs)
have been published; for example, Puzyrev (2019) used the CNNs
with a fully connected layer to map in a 3-D spatial distribution
of electrical conductivity by training the low–medium-frequency
electromagnetic data. Wei & Chen (2019) proposed the CNNs un-
der U-Net architecture to predict the inverse operator linking the
full electromagnetic wave scattering data and dielectric field. Li
et al. (2020) applied the deep learning algorithm to deal with the
processing of seismic data in order to image spatial heterogeneity
of the seismic velocity of the ground. Also, in the seismic explo-
ration, Araya-Polo et al. (2018) discussed the relevance of the deep
learning algorithm to retrieve the velocity model of the subsurface

from seismic data. Liu et al. (2020) interpreted the apparent resis-
tivity data acquired in the ERT survey by using the CNN method
reshaped according to the U-Net architecture. This approach has
been successfully validated on the theoretical cases in 2-D.

Indeed, CNN is a technique that arouses the interest of the geo-
physicist community, thanks to its capacity to process tomographic
images in a reasonable time. The main idea behind this concept is the
use of a convolution operator in which several filters are applied to
extract the local characteristics of each data set. Each filter identifies
a feature type by scanning it over the input image that hence results
in the feature map with low resolution, which drops drastically the
number of the parameters to train (LeCun et al. 1998). The process
is sequentially performed through multiple convolutional layers; the
choice of their number is defined according to the complexity and
the nature of tasks. For the tomographic inverse problem, the CNN
with encoder–decoder architecture has gained popularity and has
been tested on various cases such as the positron of emission to-
mography (Häggström et al. 2019), the full electromagnetic wave
scattering (Wei & Chen 2019), the ERT (Liu et al. 2020) and the
seismic processing (Apolinario et al. 2019; Moseley et al. 2020).

These architectures were initially introduced for image segmen-
tation in identifying the typology of the classified objects on images
such as U-Net and SegNet architectures (Badrinarayanan et al. 2017;
Yao et al. 2018). These structures process the input image through
two stages: the first is the encoder operation in which the learn-
ing is effectuated with the downsampling fearture maps obtained
with the successive convolutional, nonlinear activation and pooling
methods. The second is the decoder network regarded as a mirror
of encoder operator that is dedicated to recover the initial resolu-
tion condensed in the encoder via the use of max-pooling indices
derived from the pooling layers at the enocoder to upsample feature
maps (Badrinarayanan et al. 2017). Such architecture permits to
have a reliable generalization in conserving resolution and details
of the image and reducing the number of the trainable parameters
(Badrinarayanan et al. 2017). In this paper, we explore for the first
time, according to our knowledge, the use of a CNN method with
SegNet architecture to reconstruct in 3-D the spatial variability of
the electrical resistivity of the subsurface.

The paper is structured as follows: the theoretical background
is first presented, which includes the generation of training data,
resistivity acquisition and the proposed network architecture. The
network is then applied to predict a geostatistical ground model in
Section 3. Several representative examples are illustrated to evaluate
the effectiveness of the network. Impacts of potential errors due to
the resolution and noise in the measurement data are also discussed.
The trained network is later extended for monitoring the evolution
of a slat plume in subsurface. Finally, we summarize our work in
the conclusion section.

2 T H E O R E T I C A L B A C KG RO U N D

The methodology of this approach consists of three essential parts:
First, the preparation of the feeding data to form the network us-
ing theoretical models derived from the numerical resolution of the
Poisson’s equation. Second, the representation of the measured ap-
parent resistivity data as a 3-D apparent resistivity field to form the
input image of the deep learning network. Third, the determination
of the parameters of the 3-D encoder–decoder network in the learn-
ing phase in order to establish a link between the apparent electrical
resistivity field and the real resistivity distribution assigned to the
geological model.
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2.1 Generation of training data

In general, the supervised machine-learning algorithm requires a
large amount of data to feed the learning networks for providing
an accurate generalization, which makes data assembly a crucial
step in the process. In ERT, the acquisition of the input and output
data, which in this case are the apparent resistivity data recorded
at the ground surface and the subsurface distribution of electrical
resistivity, could only be obtained theoretically due to the difficulty
of deriving them in the field. For this reason, we use the forward
operator ERT that allows to link the 3-D underground distribution
of electrical resistivity with the apparent electrical resistivity mea-
surements collected by the potential electrodes via the resolution of
the Poisson’s equation:

∇ ·
(

− 1

ρ
∇φ

)
= I0

[
δ
(
r − r+) − δ

(
r − r−)]

, (1)

where ρ (� m) denotes the electrical resistivity, φ (V) is the electric
potential at location r in response to the current injected I0 (A)
between two electrodes placed at r− and r+, and δ is the Dirac
distribution.

For a given spatial distribution of electrical resistivity and bound-
ary conditions, the electric potential field is calculated numerically
at any point in the domain, including the surface, by using finite ele-
ment or finite difference methods. Then the voltage data determined
at the electrode positions are converted to an apparent resistivity, ρa

(� m), using the following formula (Koefoed 1979):

ρa = k
�V

I0
, (2)

where k (m) is the geometric coefficient that depends on the spatial
configuration of the current and potential dipoles, �V (V) is the
voltage difference between the potential electrodes.

In this paper, we solve the forward problem for each 3-D dis-
tribution of electrical resistivity to feed the training networks. The
assembly of these training data is obtained thanks to a geostatisti-
cal generator of subsurface resistivity and the integration of these
models in the forward problem to determine the apparent resistivity
field for a given acquisition configuration. In the end, the training
data consist of the output subsurface resistivity models and their
corresponding input apparent resistivity fields. We reserve a sub-
set of these unused data in the training algorithm to validate the
effectiveness of the approach.

2.2 Construction of apparent resistivity sections

In this study, we aim to cover in 3-D the spatial heterogeneity of
resistivity with several 2-D profiles; this strategy effectively reduces
the cost and complexity of data acquisition and offers the possibility
of processing the data in 2-D (Loke et al. 2013). The apparent
resistivity data recorded with the electrodes are then used to form a
pseudo-section in 2-D by positioning each measurement at a given
location, where the pseudo-depth can be theoretically derived by the
formulation of Roy & Apparao (1971) or simply using the distance
between the electrodes. At the end, we interpolate all these 2-D
apparent resistivity sections to form a 3-D pseudo-map of apparent
resistivity using the nearest-neighbour interpolation method. The
nearest interpolation requires a lower computational cost and avoids
extreme values that may be related to a abrupt change in the medium.
This interpolation brings the input images to the same size as the
output images before starting the training processes of the encoder–
decoder networks (see Fig. 1). It is possible to adopt the same

strategy in the construction of 3-D pseudo-apparent resistivity maps
with other common or uncommon resistivity acquisition devices
with electrodes placed on the surface and in boreholes with parallel
or radial schemas.

2.3 CNN architecture

We recall that the resolution of the inverse process aims to find a
model of subsurface resistivity m that provides a good numerical
match with the apparent resistivity data acquired at the ground
surface d. However, this model is not unique due to the scarcity
and uncertainties of the data, making it impossible to cover all the
heterogeneities of the studied environment. Most commonly, this
issue is handled with the use of a regularization term. In machine
learning, the inverse problem is however reformulated as a black
box model in which output and input are linked by a large number of
parameters defined on multiple NNs. These parameters are tuned in
an optimization algorithm to suit the training data. In fact, machine
learning is designed to approach a universal inverse operator for a
group of models that have features in common. Then, this inverse
operator can be expressed in function of training data {d,m} and
deep learning parameters �:

m = finv (d, �) . (3)

This inverse operator can be approached by inferring deep learn-
ing parameters � through the minimization of this objective func-
tion:

� = arg min

{
N∑

i=1

‖mi − finv (di , �) ‖
}

, (4)

where {d,m} refers to the pair of apparent resistivity data and their
corresponding subsurface resistivity. N is the number of training
data used to predict the inverse operator finv that is parametrized
via �.

The main objective of this work is to implement an NN archi-
tecture that can efficiently provide an inverse operator with limited
computing resources. This efficiency is often relevant to complexity
and refinement of the network adopted. For this reason, we aim to
design a complex architecture based on the SegNet since this struc-
tured network gained recognization by its computational perfor-
mance and efficiency among number of architectures. The SegNet
architecture that has been successfully applied to process semantic
segmentation of images in accurately retrieving and recognizing
the spatial forms of learned objects (car, road, etc.; Badrinarayanan
et al. 2017). Thus, the original architecture was conceptualized for
a classification purpose in which the training process is conducted
sequentially with the encoder and decoder operators. However, in
our case, it is generally challenging to make an effective prediction
about the labelling from prior information in the real field.

This is why we aim at a regression network in which the resulting
image is represented by quantitative levels instead of a classification
result. This such quantitative output conserves more detailed infor-
mation and probably assists more in post-processing analysis. The
architecture consists of an encoder network and a corresponding
decoder network with a regression layer at the end as illustrated in
Fig. 2. Each encoder and decoder network composes 21 layers.

The encoder network has three encoders; each encoder contains
a convolutional layer, where a set of 64 filters of 3 × 3 convolutes
the input image to bring out local feature maps. On these feature
maps, a batch normalization and ReLU layer operate successively
to introduce nonlinearity into the process. The result of the previous
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Figure 1. Description in image of the method applied in the genesis of the training data. Panel (a) represents the model of the true subsurface resistivity
distribution used in the forward operator to derive a set of apparent resistivity sections acquired on each profile (b), which are interpolated in the next step to
construct a 3-D image of the apparent resistivity (c).

Figure 2. Illustration of the SegNet architecture proposed. The architecture is developed with three-level encoder–decoder structure, including 45 layers in
total; the classification layer at the output is replaced by a regression layer to recover the electrical resistivity map. The apparent resistivity from measurements
feeds the input data for the network (modified from Badrinarayanan et al. 2017).

layer in turn is processed by a max-pooling layer of 2 × 2 window
and strike 2, which induces a loss of spatial resolution. Therefore,
the feature maps resulting from each encoder operator are switched
to its respective decoder (the pooling indices) to counterbalance
this loss of resolution. In the decoder network, the process starts
with an upsampling layer in which the feature maps retrieved from
the encoder are concatenated to improve the resolution. Then the
results from the previous layer will be successively processed by
the convolution, batch normalization and ReLU operations (Badri-
narayanan et al. 2017). The final pixel-wise classification in the
original architecture designed for object classification is replaced
by a convocational layer followed by a regression layer to operate
the regression task in our problem.

As mentioned above, in the decoding process, SegNet uses max-
imum pooling indices to communicate information from the en-
coder to its corresponding decoder, thus saving memory. Whereas
in UNet, entire feature maps of the encoder are transferred to the
decoders, which actually needs more memory. For a comparable
configuration in this test, the UNet architecture requires about eight
million parameters to be learned, but SegNet only works with half a
million, which is a fraction of the cost. For more details on SegNet’s
ability to perform complex tasks compared to other networks, we
invite readers to see Badrinarayanan et al. (2017).

3 A P P L I C AT I O N S

3.1 Geostatistical ground model

In this paper, we focus on the reconstruction of the subsurface
resistivity models having in common certain statistical properties.

Figure 3. Spatial distribution of the 17 profiles used in this study where the
electrodes are regularly separated by 3 m (blue dots). For each profile, we
reconstruct a section of the apparent resistivity with 105 measurements (red
dots) acquired using the dipole–dipole array where the n is data level.

The logarithms of these models are generated geostatistically with
a Gaussian distribution with variable properties. In this respect, the
logarithm resistivity is drawn in a random manner from the intervals
where the mean is from one to three orders, the range is from 5 to
100 m and the rotate angle of anisotropic is from 0◦ to 360◦. We note
that the degree of heterogeneity of the resistivity fields generated
is variable in all three directions, and may reflect the complexity
encountered in some real field conditions. The models vary from 1
to 5 orders with resistivities ranging from 3 to 105.

The 3-D spatial heterogeneity of the resistivity is determined
from multiple 2-D profiles aligned in parallel along the y-direction
(see Fig. 3). Each profile is composed of 17 electrodes separated
by 3 m on which 105 measurements of apparent resistivity were
collected with a quadruple dipole–dipole. The same operation was
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Figure 4. Results of the training process with 30 000 samples for training
and 5000 samples for validation, the training is stopped manually to avoid
overfitting.

repeated on the rest of the profiles, which are 3 m apart, for 1.785
measurements over the entire set of profiles.

3.2 Learning and validation of the NN

A total of 45 000 samples are collected, of which 35 000 are assigned
to network learning including 30 000 models for training and other
5000 models are selected randomly for validation during training
process. The rest (10 000 samples) are reserved for testing after the
training operation (named as Case C0). Each subsurface resistivity
model contains 32 × 32 × 32 voxel grids, and the same size is used
in the reconstruction by interpolation of the apparent resistivity
field. These models take up 10 gigabytes of memory. As discussed
in the previous section, the deep learning training is done through a
modified version of the SegNet with an encoder–decoder network
and fully connected layer placed at the end to perform a regression
task between input and output images. The network is performed
with the ADAM optimizer implemented in Matlab software on a
workstation with NVIDIA QUADRO K2200 and 64G RAM. The
training task is performed with a batch size of 64, constant learning
rate of 0.01 and occupies up to 30 gigabyte memory. Typically, the
learning convergence lasts 1.5 hr in 23 epochs, the training progress
results are plotted in Fig. 4.

Once the training is complete, we examine the generalization
efficiency using 10 000 unseen models, and this test takes only a
few minutes to yield the response in terms of subsurface resistivity
models.

For the metric evaluations of the quality of our predictions, we
employ the coefficient of determination (R2) and the root-mean-
square error (RMSE) defined as follows:

R2 = 1 − SSR

SST
, (5)

RMSE =
√√√√ n∑

1

(
spred − strue

)2

n
, (6)

where SSR =
n∑
1

(spred − strue)2; SST =
n∑
1

(strue − s̄true)2, with

spred and strue denote the predicted and true logarithm of resistivities
s = log10 ρ, respectively; s̄true is the mean of strue; and n denotes the
number of voxel grids.

In general, most of these models are well predicted with an av-
erage correlation with the real resistivity and the predicted fields
is about 0.16 for RMSE and 0.85 for R2; RMSE of testing sets
is closed to RMSEs of training and validation data sets (0.15). To
better evaluate the results obtained, we have chosen to show three

representative reconstructions of all validation models with differ-
ent degrees of heterogeneity. Fig. 5(a) corresponds to a model with
flattened variability of electrical resistivity that has been accurately
reconstructed. While the model shown in Fig. 5(d) presents an in-
termediate heterogeneity, particularly in horizontal directions and
its prediction reproduces the main original features. However, in the
last example, Fig. 5(g), the model is characterized by the presence of
spatially narrow anomalies which make the model a bit more com-
plex; its reconstruction therefore is less perfect than the previous
examples but still faithful in capturing the main anomalies.

In general, the discussed examples show that the network can
adequately capture the magnitude and variability of the target sub-
surface resistivity model. Some difficulties arise in particular on
the boundaries of the model due to the loss of resolution, which is
also the case with conventional inversion methods. The accuracy of
network estimation can also be conditioned by the degree of com-
plexity of the predicted model. A model with less variability is an
easier model to predict. As noted above in Section 1, deep learning
approach relies on data, and therefore the nature and quantity of the
input data set used in the training phase will control the accuracy
of prediction. Since these data result from the interpolation of the
17 pseudo-sections of apparent resistivity, some aspects in the re-
construction will not be detectable by the electrode arrangements
and others will be hidden in the interpolation process. Further dis-
cussion on the influence of the spatial resolution of the input image
will be addressed in Section 3.2.3.

3.2.1 Influence of data set size in the training process

The deep learning approach is founded on a statistical approach
in which the quantity and quality of the training data set will be
decisive in the performance of the trained network. In this subsec-
tion, we first address the effect of the volume of training data by
examining the quality of forecasts with different numbers of data
used in the training task: 15 000, 20 000, 30 000 samples. The re-
sults are summarized in Table 1, which shows that the accuracy of
predictions increases with the size of the training data. In fact, the
reliability of prediction models is controlled by the amount of input
data, so such dependency can lead to a high computational cost for
database generation.

The choice of the data volume required in the training phase de-
pends both on the heterogeneity of the models to be predicted and
on the degree of precision desired. As shown in Figs 6(a)–(c), a
resistivity model with moderate variability was reconstructed with
reasonable accuracy, even with a limited number of training data.
However, for a more complex heterogeneity model as shown in
Figs 6(d)–(f) and (g)–(i), increasing the size of data allows a better
reconstruction of the heterogeneities. As this accuracy also depends
on the acquisition protocol and a large number of measurements al-
lows a better coverage of heterogeneities even with a limited number
of training data.

3.2.2 Influence of data resolution

We devote this section for analysing the impact of training image
resolution on the quality of predictions. To do so, we preserve the
size of the input image 32 × 32 × 32; however, we reduce the
quality of the information carried by the input data by using only
nine pseudo-sections in the construction by interpolation of the input
images (see Fig. 7). The prediction of the inverse operator derived
with few profiles is still efficient to map the main heterogeneities
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1324 M.T. Vu and A. Jardani

Figure 5. Examples of inverted tomography employing the CNN network (Case C0). By row, from top to bottom: three examples show three representative
reconstructions of all validation models with different degrees of heterogeneity. By column, from left to right: true resistivity–predicted resistivity–comparison
between them. The network reproduces properly both value and heterogeneity in the medium.

Table 1. Correlation coefficient (R2) between the true and inverted resistiv-
ity fields for different size of training data set.

Size of training data

15000 20000 30000

Example 1 0.92 0.96 0.97
Example 2 0.71 0.77 0.85
Example 3 0.52 0.69 0.72
Overall (10 000 samples) 0.70 0.81 0.85

of the validation models with a correlation coefficient average of
R2 = 0.79. The models illustrated for the discussion in the previous
section are also well-characterized, and this is due to the nature of the
heterogeneities of the models, which can still be covered with nine
profiles and therefore unaffected by the reduction in data. However,
if we analyse only the models with a high level of heterogeneity, the
quality of the reconstruction is impaired by the lack of data.

In the second test, we further reduce the number of profiles
used in the survey to five profiles and the results are summa-
rized in Table 2. As in the previous cases in terms of data con-
struction and training, the predictions of the validation models re-
vealed a degradation of the characterization. Thus, as for the rest
of the inversion techniques, the quality of tomography depends
on how well the measurements can cover the heterogeneity of the
subsurface.

3.2.3 Influence of noise in data feeding

To expand the discussion of the factors influencing inversion per-
formance through further learning, we explore below the effects of
noise contamination on feed data. Here, we contaminate the input
data by adding 25 and 50 per cent Gaussian noise to the measured
apparent resistivity. Analysis of the prediction results on the valida-
tion sets shows that the mean R2 determination coefficients are 0.77
and 0.49, respectively, which represents a reasonable degradation
of accuracy (see Fig. 8 for representive examples). However, the
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CNN-3D-ERT 1325

Figure 6. Predictions from the network using lower training data set of 15 000 samples (named as Case C1). The accuracy is generally lower than in Fig. 5
obtained with 30 000 samples.

overall noise impact is still minimal if it is not modifying the char-
acteristics of the models. Similar conclusions are also noted in other
studies using comparable network architectures, such as Inversion-
Net (Wu & Lin 2018) or U-Net (Wei & Chen 2019). This can be
attributed to the concept of CNN networks, where data processing
is based on the analysis of spatial models rather than individual data
points.

As an outline to clarify the result of discussions in this test, we
summarize all comparisons between the true and predicted resis-
tivity tomographies in Table 2; the details of histograms for overall
testing of 10 000 samples are compared in Fig. 9. In the next sec-
tion, we will adopt this trained network in a synthetic monitoring
test to verify the applicability and performance of the proposed
architecture.

3.2.4 Influence of the features of training models

In order to have a better vision of the efficiency and limits of the
approach, this time we apply the network formed in the previous test

(Case C0) with geostatistical models to interpret apparent resistivity
sections acquired on models with different heterogeneities than the
training models. These models are characterized by sharp horizon-
tal or vertical discontinuities. The first model consists of a ground
model with two horizontal layers: an upper layer of 1000 �m and
a lower layer of 10 �m. However, second and third models have
three and four vertical layers, respectively (Fig. 10). These models
are used to create pseudo-sections of apparent resistivity with the
same acquisition protocol developed in the first test (17 profiles).
These sections were then introduced as input data into the network
to analyse its quality of predictions on models with characteristics
that were not seen in the training data sets. The predicted models are
presented in Fig. 10 where the horizontality and verticality of the
structures have been identified, but are nevertheless perturbed by
the presence of certain artefacts that do not exist in the real models
(e.g. the appearance of a conductive zone on the surface of the first
model). The comparison between the resistivity values of the real
model and the predicted model shows that the reconstruction is less
satisfactory. This was also confirmed by the coefficient of determi-
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Figure 7. Predictions with lower-resolution data interpolated from nine sections (instead of whole 17 sections)—named as Case C2. The results show a
different decrement in accuracy comparing to Fig. 5 which depends on the heterogeneity of samples. The quality of the reconstruction is impaired by the lack
of data.

Table 2. Correlation coefficient (R2) between the true and inverted resistivity field for different interferences. By
row, results for typical examples are shown for details and overall testing data of 10 000 samples. By column,
results are for uncontaminated testing data, and contaminated testing data of lower resolution or with noise.

Uncontaminated data Lower resolution With noise

(17 sections) 9 sections 5 sections
25 per
cent

50 per
cent

Example 1 0.97 0.96 0.73 0.95 0.85
Example 2 0.85 0.74 0.44 0.78 0.38
Example 3 0.72 0.64 0.17 0.64 0.29
Overall (10 000 samples) 0.85 0.79 0.60 0.77 0.49

nation and the RMSE calculated between the apparent resistivity
data derived from the real and the predicted models (R2 < 0.35
and RMSE > 1), which reveal that the optimization has failed.
This is not surprising, since the inversion with the deep learning
algorithm cannot be applied to models with characteristics different
from those used in learning. Therefore, the results of inversion with
deep learning codes also depend on the prior information used in the
generation of training models, as is the case with other traditional
inversion methods.

3.3 Monitoring of a salt plume migration

In this section, we apply the deep learning approach to interpreting
ERT data acquired in tracking the movement of a conductive body,
such as saline plume. The process of interpreting this type of data
with conventional inverse methods is a computationally expensive
task because many ERT data have to be inverted for each time.
Whereas deep learning requires only one training operation to in-
terpret the entire data collected at different moments in time. This
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Figure 8. Examples of predictions from the apparent resistivity contaminated with noise 25 per cent with the same examples as shown in Fig. 5 (named as
Case C3). The overall noise impact is reasonable as it is not modifying the characteristics of the models when data processing is based on the analysis of spatial
models rather than individual data points.

numerical case is designed to monitor the movement of a salt tracer
by remotely measuring at the surface the change in resistivity in the
subsurface. A salt tracer was injected via a well (with a constant
rate of 5 m3 d−1 m−1 and a concentration of 100 Mol m−3) placed
on a homogeneous aquifer with a hydraulic conductivity of 10−4 m
s−1 and a thickness of 30 m, the background flow associated with a
hydraulic gradient five per cent along the y axis (see Fig. 11).

The spatial dispersion of the salt plume is determined numerically
by solving in coupling ways and in transient mode the groundwater
flow and transport equations. The consequence of this conductive
plume on the modifications of the electrical resistivity of the aquifer
is derived according to model of Waxman and Smits (1968) as

σ = σf

F
+ σs, (6)

σf = a c (β+ + β−) e, (7)

where F = θ −m (-) is a formation factor with θ = 0.3 is the porosity
and exponent parameter m = 1.5. σ s is the surface conductivity
assumed homogenous with a value of 0.005 S m−1, σ f (S m−1) is

the poral electrical conductivity that linearly depends on the solute
concentration c. e is the elementary charge (e = 1.6 × 10−19 C);
β+ = 5 × 10−8 m2 s−1 V -1 and β - = 7 × 10−8 m2 s−1 V−1 are
the mobility of the cations and anions in the pore water at 25 ◦C,
respectively, the coefficient a converts the unit of concentration from
kg m−3 to Mol m−3.

To monitor the salt plume, we keep the experimental scheme used
in the previous cases where the electrodes are separated by 3 m and
placed on the 17 uniformly spaced profiles. Apparent resistivity
data are acquired at different periods in time [1, 5 and 50 d] to
delineate the spatio-temporal dynamics of the plume that follows
a Gaussian distribution centring on the injected well due to the
homogeneity of the aquifer. We re-apply the network built in the
previous section to identify the heterogeneity due to the movement
of the salt plume. The reconstructions obtained at different periods
are shown in Fig. 12, where the correlations between the real and
predicted fields are in good agreement. For more details, the quality
of the prediction has a certain dependency on the geometry of the
anomaly. In fact, it is difficult to delineate a small anomaly from
surface electrodes as shown in Figs 11(a)–(c) for the results of the
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Figure 9. Histogram of testing data set containing 10 000 samples for different interferences from top to bottom. From left to right, details are for names of
interferences, R2 and RMSE between the true and inverted logarithm of resistivity.

one-day injection. On the whole, the architecture used can accurately
infer the shape of the salt plume at different times without too
much effort, but this study is limited to homogeneous aquifers. For
very heterogeneous aquifers with complex preferential pathways,
the training models have to be generated again to include these
characteristics.

4 C O N C LU S I O N

In geophysics, the processing of data acquired in a non-intrusive
manner at the surface by inversion tools remains a complex and

difficult task due to the ambiguity of interpretation linked to the non-
uniqueness of the solutions obtained with such approaches. Most
often, these inversion tools are based on deterministic algorithms
that aim at finding local minima, which are highly dependent on
the initial models. In this paper, we propose a new approach to the
3-D inversion of electrical resistivity that is based on the concept
of deep learning. This approach has been successfully validated on
heterogeneous models generated by a geostatistical method. It has
also been applied to monitor the migration of a salt plume over time
by inverting the apparent resistivity acquired during injection of salt
into a shallow aquifer.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/225/2/1319/6105326 by C

N
R

S user on 16 M
arch 2023



CNN-3D-ERT 1329

Figure 10. The application of a network formed with models generated with geostatistical constraint on models with vertical and horizontal layers. By row,
from top to bottom: three examples show two-layer, three-layer and four-layer structures with various ranges of resistivity. By column, from left to right: true
resistivity, predicted resistivity and comparison between them. The predictions obtained with the network do not clearly reproduce the geometry of the layers.
The accuracy of the reconstruction with DL algorithm therefore depends on the nature of the heterogeneities chosen for the learning models.

Figure 11. Setting of the injection test with the monitoring electrodes (blue
points) and the injected well (red line) which locates in the middle beneath
of the measurement electrodes.

In this deep learning tool, the training data are processed via
CNNs that are organized on three-level encoder/decoder networks
with a regression layer placed at the end of the decoder network
to perform the regression calculation. The encoder network uses
multiple convolutional, nonlinear activation and max-pooling oper-
ations to highlight key local features on the input images (apparent
resistivity maps). The decoder network is designated in way to com-
pensate the loss of the resolution occurred in the encoder network
by employing the max-polling indices recovered from the precedent
network for upsampling operation. The architecture is simple to
implement and sufficient to approximate a highly nonlinear inverse
operator in few hours of training. For the training step, a massive
data set has been numerically generated by using the Poisson’s equa-
tion to feed the NNs. In this paper, the feeding data contain 45 000
models that overcome the overfitting problem but they require tens
of gigabyte memory. However, the training phase is executable on a
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Figure 12. Evolution of the electrical resistivity in the subsurface due to a saline injection. By column, from left to right: true resistivity, predicted resistivity
and comparison between them. By row, from top to bottom: data at 1, 5 and 50 d. The inverted results can reproduce both shape and value of the evolving field.

single GPU in a few hours, and prediction via the inverse operator
will only take a few milliseconds. Thus, the effort remains on data
generation.

The various analyses carried out on validation samples allow us
to conclude that the characteristics of the training models have a
considerable influence on the quality and nature of the predicted
models. A network formed with models generated according to
geostatistical characteristics can only be applied to provide models
of the same nature as the training models. Therefore, it is essential
that the characteristics of these training models in terms of spa-
tial distribution and degree of variability be selected on the basis
of prior information derived from geological studies (e.g. analysis
of drilling data) or other geophysical, seismic or electromagnetic
studies. For example, if the ERT survey is conducted over an area
where the geological layers are tabular, the training models must be
designed to contain this type of information, and the use of a formed
network with a geostatistical distribution as described in our case
may provide impertinent results. In case of doubt about the choice
of the prior model, for instance, between two scenarios of geological
structures, in this case the learning must be done with both models

simultaneously. However, such a strategy requires the generation of
a massive amount of training models to cover the different charac-
teristics of the two models and the implementation of codes that can
generate in a short time several thousand geological models with
different structures. Ultimately, the deep learning technique, like
other inversion methods, depends on the prior model.

The amount of data used in training also controls forecast ac-
curacy, which generally improves as the size of training data in-
creases. The use of a limited number of training models can lead
to a poor generalization—this is known as the overfitting problem.
Therefore, making reliable predictions requires very expensive nu-
merical calculations and considerable computer resources to store
large amounts of training data. Usually, the choice of the size of
these data is based on a trial-and-error test until the required accu-
racy is achieved. This choice is dependent on the complexity of the
training models and the ability of the apparent electrical resistivity
measurements to cover these heterogeneities. In most cases, models
with moderate heterogeneities are easy to train and predict, even
with a modest amount of data, especially if the resistivity measure-
ments provide high spatial resolution characterization. On the other
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hand, when the electrical resistivity measurements are insufficient,
noisy and unable to capture the heterogeneities of the field, it will be
difficult to establish a relationship between the measurements and
the model, leading to a failure of the learning and generalization
operation. In this case of underfitting, increasing the size of training
models will not improve the quality of forecasts.

In future work, we will focus on the application of this tool on
the real field case with a comparative analysis between the results
obtained with a classical deterministic inversion algorithm and our
approach.
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