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Abstract: The surfaces of planetary airless bodies are directly bombarded by solar particles. The most 

abundant of those particles are solar wind protons. In the case of the Moon, many in situ observations 

have shown that a significant portion of these incident solar-wind protons are backscattered as 

energetic neutral hydrogen atoms (ENA). Measurements of the energy flux distribution of these 

neutral particles provide a clue regarding the processes occurring in the surface regolith when 

impacting protons collide with the surface grains. 

In this work, we developed a model to describe the fate of protons through a regolith model and 

compared our results with Chandrayaan-1 ENA measurements. We combined a Monte Carlo approach 

to reconstruct the motion of these particles into a layer of grains with molecular dynamics to 

parametrize the interaction of an incident proton with a grain. Using simultaneous measurements of 

the incident plasma by Chandrayaan-1 SWIM, this detailed modelling allowed us to analyse the 

measurements performed by the Chandrayaan-1 CENA instrument when the Moon is in the solar wind 

and in the Earth’s magnetosheath, and to highlight what could control the flux and energy properties 

of these backscattered neutral hydrogen particles. Predictions of the intensity and shape of the 

backscattered neutral hydrogen distribution at Mercury are derived from this calculation. 
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I Introduction 

The surfaces of planetary airless bodies, such as the Moon, are directly bombarded by solar wind 

protons, giving rise to surface bound exospheres (Stern 1999). IBEX-HI (McComas et al. 2009) observed 

that a significant portion of these incident protons (between 10 to 20%) are backscattered from the 

Moon as Energetic Neutral Atoms (ENA) . The global value was later confirmed to be 9% using the IBEX-

Lo (Rodriguez et al. 2012; Funsten et al. 2013; Allegrini et al. 2013) instrument on board the IBEX 

mission. Using the Chandrayaan-1 Energetic Neutral Atom Instrument (CENA) sensor of the Sub-keV 

Atom Reflecting Analyzer (SARA, Barabash et al. 2009) on board the Chandrayaan-1 Lunar orbiter 

(Goswami and Annadurai,2009), Wieser et al. (2009) estimated that up to 20% of the solar wind 

protons incident on the Lunar equator might be backscattered as ENAs, a value which was later 

confirmed as being equal to 19% by Futaana et al. (2012). Vorburger et al. (2014) also reported that 

backscattered He neutral atoms amount to only 0.14% of the total number of incident He++ solar wind 

ions. Based on IBEX measurements, Funsten et al. (2013) reported an ENA albedo varying from 20% 

for slow solar wind to 8% for fast solar wind, a value confirmed by Allegrini et al. (2013) who found a 

value of 10% on an average. 

These backscattered ENAs essentially follow a Solar Zenith Angle (SZA) dependency (Wieser et al. 2009; 

Saul et al. 2013) directly proportional to the incident solar wind proton flux with the exception of the 

regions of local crustal magnetic fields. In these particular regions, Chandrayaan-1/CENA instruments 

observed a complex spatial structure of the reflected backscattered protons suggesting that the 

incident solar wind flow is deflected by the local magnetic field anomaly (Futaana et al. 2013). 

Backscattered ions were also observed by SELENE/MAP-PACE (Saito et al. 2008) corresponding to a 

percentage of the incident solar wind protons between 0.1 and 1%, a value later confirmed by ARTEMIS 

(Lue et al. 2018) which reported the percentage of backscattered protons between 0.5% for a solar 

wind speed of 300 km/s and 0.3% for a solar wind speed of 500 km/s. 

In Futaana et al. (2012) and Wieser et al. (2009), a measurement of the differential energy flux of the 

backscattered hydrogen ENAs was provided by Chandrayaan-1/CENA covering an energy range from 
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25 eV up to 10 keV on three consecutive orbits in July 2009 and February 2009. Futaana et al. (2012) 

used observations performed when the Moon was in the solar wind whereas Wieser et al. (2009) used 

data observed in the magnetosheath of the Earth. Despite a difference in flux of one order of 

magnitude, both distributions peak around 200 eV, an energy much larger than for hydrogen atoms 

that would be sputtered from the surface (Eckstein and Behrisch 2007), with an extended plateau from 

200 eV to the lowest energy covered by CENA and a quick decrease of the flux from 200 eV up to a few 

keV (to be compared to the typical 1 keV energy of the incident solar wind protons). Such distribution 

was interpreted by Futaana et al. (2012) as the evidence of “multiple collisions off surfaces of regolith 

grains”. Wieser et al. (2009) measured an ENA backscattered flux larger than Futaana et al. (2012) in 

agreement with the conclusions by Allegrini et al. (2013) showing that ENA backscattered fluxes 

measured in the magnetosheath are larger on average than the same flux measured when the Moon 

is in the Solar wind. Allegrini et al. showed that back scattering hydrogen fluxes were more intense in 

the magnetosheath for energies below ∼0.6 times the Solar Wind energy by analyzing many spectra 

of the IBEX sensors normalized by the average conditions. These authors concluded that higher low-

energy release occurs when the plasma Mach number is lower. Rodriguez et al. (2012), using 

IBEX/IBEX-Lo, reported a similar energy distribution of the hydrogen ENAs with an extended plateau 

down to the limit of detection of IBEX-Lo at 14 eV when the Moon was in the Solar Wind or in the 

magnetosheath. We are not aware of any measurement by IBEX or Chandrayan-1 of ENA when the 

Moon is inside the Earth magnetosphere. More recently, Zhang et al. (2020) using the Advanced Small 

Analyzer for Neutrals on board the Chinese CHang’E-4 rover reported a hydrogen ENA albedo of 32% 

above 30 eV. 

 

Hodges (2011) published the first complete modelling of the interaction of solar wind protons with a 

regolith using a Monte Carlo approach that followed atoms in the Lunar surface, including 

representative solar wind fluxes. That study stated a neutralization probability of the impacting 

protons equal to 91% to fit with the observed 1% of particles reflected as ions (Saito et al. 2008) and a 
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45% average energy loss during each collision between an incident atom and a grain. Hodges (2011) 

completed a detailed analysis of the measurements reported by Wieser et al. (2009) and found an 

excellent agreement between simulation and observations taking into account some corrections 

(Wieser et al. 2011) to the originally published (Wieser et al. 2009) differential energy flux and 

Chandrayaan-1/CENA instrumental energy response. 

 

In this paper, we employ a similar approach as Hodges (2011) by modelling incident solar wind particles 

penetrating a regolith model to reproduce Chandrayaan-1/CENA measurements. However, in this 

study we use a combined Monte Carlo/Molecular Dynamics approach. First, Monte Carlo modelling is 

used to reconstruct the motion of these particles into a layer of grains representative of the lunar 

surface regolith. Next, we then use molecular dynamics (MD) to properly describe the interaction of 

an incident proton with a grain—in particular the energy loss and angular redistribution during particle-

grain collisions. This detailed modelling approach allows us to accurately analyse the measurements 

performed by the Chandrayaan-1 CENA instrument and to highlight what could control the flux and 

the energy of these backscattered hydrogen atoms. We also extrapolate the results of this modelling 

in order to predict what should be the observed flux of hydrogen ENA at Mercury (Lue et al. 2017; 

Orsini et al. 2021). Section II describes the two models used to perform our modelling whereas section 

III presents the results of this modelling and section IV concludes this paper. 

 

II Model 

The model developed to describe the fate of the solar wind protons in the upper layer of the Lunar 

surface can be decomposed into two parts: 

- a calculation of the trajectory of an individual particle in a layer composed of grains (defined as 

single-crystal unit within a polycrystalline material, section II.1), 

- a calculation of the interaction of a particle with a grain (section II.2)  

II.1 The fate of protons through a regolith 
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The regolith is described by an ensemble of 70000 spherical grains with a diameter of  1.52 µm  in 70 

µm3, yielding a density of ~35%, which is close to the expected grain density at the Moon's surface 

(Sarantos et al. 2021). Typical distance between grains is of the order of 3 µm. This size of grain is small 

with respect to the typical size of grain at the Moon surface (Sarantos et al. 2021), but might be 

representative of the top layer of the surface. Such an effect will be addressed in a forthcoming paper. 

To be able to compare directly our results to data deduced from Chandrayaan-1/CENA measurements, 

we used Chandrayaan-1/SWIM energy distribution of the incident solar wind protons measured 

simultaneously for three orbits on the 6th of February 2009 (Wieser et al. 2011) but corrected by a 

factor 0.55 as suggested by Hodges (2011) based on a comparison between SWIM and ACE 

measurements. For Futaana et al. (2012), typical solar wind conditions during the 17 and 18 July 2009 

corresponded to a mean solar wind speed of 290 – 320 km/s and a solar wind density of 4.8 – 6.0 cm-

3. The solar wind conditions are used to generate individual proton test-particles, each of them 

representative of a large number of real particles as defined by a weight. The initial velocity of these 

test particles is determined from a mean solar wind bulk velocity component pointing towards the 

surface (radial direction) to which an isotropic thermal velocity component is added. The trajectory of 

the particle is calculated below the surface up to the moment the particle either reemerges from the 

surface—in which case we registered its velocity, weight and charge—or reaches an energy smaller 

than 10 eV. At each time step we determine if the particle encounters a grain (see Figure 1), in which 

case a parameterization based on the molecular dynamics modelling described in section II.2 is used 

to determine the energy and velocity direction of the reemitted particle. We neglect the effects of the 

gravity fields of the Moon and the Earth as well as any electro-magnetic forces that could act on the 

trajectory of the particle. Indeed, since the typical distance between two collisions is of only few µms 

(equivalent to the inter-granular distance), the true trajectory between two collisions would closely 

approximate a straight line. Moreover, for the energy range considered in this work (between 10 eV 

and few keV), the change in energy is largely dominated by particle-grain collisions, while that due to 

gravity and electro-magnetic fields is negligible. The time step was optimized to reduce the calculation 
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duration but was also kept small enough to properly describe all collisions between particle and grain 

(typically of the order of 0.3 picosecond). The timestep was also adjusted to determine accurately the 

position of each grain-particle collision at the surface of the grains. 

To describe the trajectory of a test particle just after its collision with a grain, we need to define 

several parameters: 

- the position of the impact at the surface of the grain and the velocity of the test particle in the 

frame of the grain; 

- the charge state of the particle, for which we used Hodges (2011) assumption that neutralization is 

very efficient and corresponds to a probability of 91% that an incident ion will be neutralized after 

encountering the regolith; 

- the probability that a particle is implanted or absorbed into the grains (section II.2), which is taken 

into account by reducing the weight of the test-particle by the percentage absorbed in the grain; 

- the energy of the particle after collision, determined using a Molecular Dynamics model (see 

section II.2), 

- the direction of the velocity vector after collision, which is determined by the Molecular Dynamics 

model as described in section II.2. 

 

Figure 1: Cut along a vertical slice of the modelled regolith displaying the trajectories of several test-

particles through a regolith composed of grains of 1.52 µm diameter (brown circles) with a density of 

35%. The red crosses represent the position of the impact of each test-particle on a grain surface. 

 



8 
 

Thus, when a particle collides with a grain, the new velocity vector of the particle is calculated at the 

position of the impact of the particle with the grain, neglecting the nanometer distance travelled by 

the particle into the grain.  

 

II.2 Grain – proton interactions 

To account for proton-grain interaction, we used an atomistic Molecular Dynamics model that 

describes the proton interaction with a grain composed of a set of atoms as illustrated in Figure 2.  

 

Figure 2: Trajectory (green lines) of a proton 

(yellow atom) interacting with a SiO2 regolith 

grain. The blue circles represent O atoms 

whereas the red circles represent Si atoms. The 

typical spatial scale of this trajectory is few nm. 

This trajectory is significantly different from the 

often assumed single specular collision. Only 

atoms acquiring an energy larger than 0.2 eV are 

shown. 

Classical molecular dynamics simulations solve Newton's equations for a set of interacting particles. 

We use the open-sourced software LAMMPS (Thompson et al. 2022) to model the impact of protons 

on a silica surface. Interactions between atoms are described by Reactive Force Field (ReaxFF; Smith 

et al. 2017), which includes several different contributions like screened Coulomb interactions, and 

allows for charge exchange and various bonding environments. ReaxFF has been extensively used for 

silica simulations (Fogarty et al. 2010, Yu et al. 2016; Joseph et al. 2021). We use a standard procedure 

to build a silica sample, starting from a quartz crystal, molten, then cooled, and finally relaxed to obtain 

a glassy sample. Details of this procedure are given in the Supplementary Material (SM). The final 

density of this amorphous sample is 2.21 g/cm3, in agreement with experiments (Quenneville et al. 

2010) and simulation results (Fogarty et al. 2010). The partial correlation functions gij(r) shown in SM 
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Figure S1, compare extremely well with the ones obtained previously by similar simulations (Nayir et 

al. 2019; Onodera et al. 2020). In order to simulate bombardment, a free surface is created by 

generating a vacuum region above the sample, and then relaxing that new structure. This leads to 

some reconstruction at the surface, as expected. The final sample is approximately a cube, 7 nm side, 

and has 24000 atoms (8000 Si, 16000 O). Lateral periodic boundary conditions were used.  Atoms in 

the bottom 0.2 nm were fixed, and the velocity of protons reaching this layer was set to zero, in order 

to mimic a much deeper regolith sample. There is approximately 1.5 nm of vacuum above and below 

the sample, to model bombardment. 

Incident protons are approximated as neutral hydrogen atoms. We found that reflection typically 

involves many collisions in the upper few nm of the silica sample, and fast neutralization is expected, 

as discussed above, at this low impact energy. Due to the high computational cost of charge exchange, 

it was included in the sample preparation, but we turned this off during the thousands of impact 

simulations carried out. This set-up neglects backscattering of H+, which is expected to be more than 

one order of magnitude lower than H backscattering. Random impact points are selected for each 

bombardment, leading to different local environments around the impact and various outcomes, 

including the possibility of reflection and sputtering of target atoms. MD simulations were carried out 

adding a close range Ziegler, Biersack and Liitmark potential (ZBL; Ziegler et al. 2004) to ReaxFF, for 

atoms closer than 0.1 nm. Details about the implementation of ZBL appear in Appendix 1. Simulations 

used an adaptive time step, and finished after about 2 ps, when the proton reached the bottom of the 

sample and was considered absorbed, or when it was reflected and reached the top of the simulation 

box. 500 events were simulated for each (energy, angle) combination. This was enough to ensure 

reflection coefficients with an error of less than 10%. We simulated independent impacts, always with 

the same pristine sample, but changing the impact site for a given impact energy and angle. Future 

studies might include cumulative impacts where incident ions change the nature of the target.  Figure 

2 shows the outcome of a typical single simulation. 
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In order to fully characterize the proton-grain collisions, we need to specify three parameters, as 

follows: 

 For each of the simulated energies/angles, we computed the number of protons reflected from 

the grain (see as an example Figure 2). Five sets of simulations were performed at 25 eV, 50 

eV, 200 eV, 500 eV, 800 eV and 1200 eV, for an incident angle of 45° (Figure 3a). The 

dependency of this reflection with respect to the energy was then deduced and fitted with a 

function described below. Simulations for several angles in the range 20-80 degrees were 

performed at 25 eV and 500 eV,  in order to derive angular dependency, see Figure 3b. 

Combining the two dependencies, we found a best fit of the reflection probability with respect 

to both incident angle  and energy E following: 

𝑃𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛(, 𝐸) = (0.603 × 𝑒−1.372×10−3×𝐸)(𝑐𝑜𝑠)0.8
   (1) 

Figure 3 includes simulations using SRIM2013.  We obtained results using 105 protons, impacting a 

regolith of density of 2.21 g cm-3 with a lattice binding energy of 1 eV for Si and 8 eV for O, and a surface 

binding energy for Si and O atoms of 0.5 eV. These binding energies were chosen to reproduce mean 

values in the MD simulations, where there is a wide distribution of lattice and surface binding energies, 

as recently discussed for Na in a silicate (Killen et al. 2022). SRIM2013 results are 30%-50% lower than 

MD results at low energy, but there is a cross-over near 1.2 keV. SRIM cross-sections were derived 

from experimental results starting at a few keV, and are not expected to be reliable below a few keV 

[Posselt1995].  Binary Collision Approximation (BCA) codes like SRIM suffer from difficulties describing 

surface structure and binding, although there are improvements with respect to SRIM2013 (Szabo et 

al. 2022). 
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Figure 3: Panel a: Reflection probability of a proton colliding with a grain as a function of its incident 

energy at an angle of 45° with respect to the surface normal. MD simulations (red circles), SRIM (blue 

circles, joined by a dotted line), and proposed fit using Eq. 1 (thick solid red line). WS model fits, 

assuming different targets (thin solid lines): SiO2 (orange), Si (green), O (yellow). Panel b: Reflection 

probability as a function of the incident angle using SRIM (500 eV protons, blue) and MD simulations 

(500 eV, red circles, and 25 eV, orange circles). Lines correspond to fits with a BW model (Bøttiger et al. 

1973).  R0=0.12, b=0.9 (blue line). R0=0.33, b=0.8 (red line), and R0=0.25, b=0.83. (orange line). 

  

Figure 3a also includes the WS model (Weissmann and Sigmund 1973) for which the reflection 

probability R follows R=1.05×ε-3/2 with 𝜀 = (
𝑀2𝐸

𝑀1+𝑀2
) / (

𝑍1𝑍2𝑒2

𝑎
) with M1, M2, Z1, Z2, a, and e being the 

mass of the proton, the mass of the molecules in the regolith, the atomic number of the proton, the 

atomic number of the molecules in the regolith, the Bohr radius and the elementary charge 

respectively.  The WS model assumes a single bouncing collision for reflection and is intended as a 

rough guide only. Reflection probability goes to 1 as energy goes down, and this requires the inclusion 

of multiple collisions. Thomas et al. (1992) proposed an alternative equation for R in terms of scaled 

energy, but it requires six different fit parameters. Figure 3b also includes SRIM results for 500 eV. For 

25 eV incident energy SRIM would be unreliable at energies so close to the binding energy, where 

many-body, not binary, collisions would be crucial, and no results are included. Note that the decrease 

of reflection as angle decreases is stronger for BCA than for MD simulations. We also show lines 



12 
 

corresponding to a Bøttiger-Winterbon (BW) model of the form R=R(=0)cos()^b, with b=0.8 for MD 

simulations and b=0.9 for SRIM. Discrepancies between BCA codes and experimental sputtering yields 

for H against SiO2 were noted in a recent study (Schaible et al. 2017). 

 

 If the particle is re-ejected from the grain, we estimated its energy after collision using the 

simulated energy distribution of the backscattered protons derived from four simulations 

performed at an angle of 45° for 25 eV, 200 eV, 500 eV and 800 eV (Figure 4). We linearly 

interpolated between these four profiles to derive the energy of the re-ejected particles for 

any incident energy. 

 

 

Figure 4: Cumulative energy distribution of a hydrogen atom reflected from a single regolith grain. Blue, 

green, orange and pink lines are for 800 eV, 500 eV, 200 eV and 25 eV incident proton energy at 45°.  

 

● The last parameter needed to fully describe the velocity vector of the backscattered particle is 

its angle with respect to the normal to the surface. Here again, according to the results 

obtained with the Molecular Dynamics simulations, below 60° incident angle of the incident 

primary or secondary particles with respect to the normal to the surface, we used a Gaussian 

function centered around the incident angle and with a Full Width Half Maximum (FWHM) of 
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18° whereas above 60° a Rayleigh distribution centered on the incident angle and with a 

FWHM following a relation like () =  −0.0163+ 1.48 is used. 

 

III Results 

III.1 Hydrogen Energetic Neutral Atoms backscattered from the Moon surface 

Approximately 700000 test particles were tracked for each simulation, incorporating Futaana et al. 

solar wind conditions and Wieser et al. Magnetosheath conditions for which 20.4% and 18.9% of the 

test particles were reflected while 79.6% and 80.8% were absorbed respectively. In both cases, less 

than 1% of protons reached energies lower than 10 eV before being absorbed. Each test particle 

underwent 4 collisions with the grain, on average, before exiting the simulation and the maximum 

penetration depth was of only 20 µm with more than 95% of the incident protons being deposited at 

a regolith depth less than 6 µm.  

In Fig. 5 we show the differential energy flux of hydrogen ENA as measured by the Chandrayaan-

1/CENA instrument and reported by Futaana et al. (2012) (black points in panel a) and Wieser et al. 

(2011) (black points in panel b). CENA measurements below 30 eV are shown even if reported by 

Futaana et al. (2012) as highly uncertain. Our simulated fluxes of hydrogen ENA are shown in red and 

our simulated proton backscattered fluxes in orange. We simply summed in each energy band of CENA 

the weight of the particle divided by the energy width and by 2π steradian (assuming an isotropic 

ejection). We also reproduced the solar wind proton flux used for both simulations in blue. The 

simulated proton backscattered fluxes might be influenced by the charge state of the surface (Halekas 

et al. 2010), in particular at low energy, the dayside surface potential being able to reach few tens of 

V. 
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Figure 5: Panel a: black points: measured differential energy flux of ENA by Chandrayaan-1/CENA 

(Futaana et al. 2012). Red points: simulated differential energy flux of backscattered H from the Moon 

surface. Blue points: measured solar wind incident proton differential energy flux (Chandrayaan-

1/SWIM, Futaana et al. 2012). Orange points: simulated differential energy flux of backscattered 

protons. Panel b: black points: measured differential flux of ENA by Chandrayaan-1/CENA (Wieser et 

al. 2011). Red point: simulated differential energy flux of backscattered H from the Moon surface. Blue 

point: measured solar wind incident proton differential energy flux (Chandrayaan-1/SWIM, Wieser et 

al. 2011). Orange point: simulated differential energy flux of backscattered protons. Green points: 

simulated differential energy flux by Hodges (2011). 

 

As shown in Figure 5, we found a better agreement between simulation (red symbols) and observation 

(black symbols) in the case of the observation performed when the Moon was in the Solar Wind (panel 

a) than when the Moon was in the magnetosheath (panel b). As a matter of fact, both measured fluxes 

are surprisingly similar in shape despite different incident protons fluxes. Hodges et al. (2011) modelled 

the panel b case using a corrected Solar Wind flux, decreased by a factor 0.55 over that of Wieser et 

al. (2011)—a correction we also adopted for the panel b simulation. The flux measured by SWIN on 

board Chandrayaan-1 and displayed in blue points on Figure 5b and used to simulate the backscattered 

flux is therefore probably not accurate enough and might explain part of the discrepancy between 

observation and simulation. In Figure 5 panel b, we also plot the simulated differential energy flux of 
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the backscattered hydrogen atoms as modeled by Hodges (2011). The very good agreement between 

the observation and Hodges model was obtained by adopting a mean energy loss of 45% at each 

collision, an energy loss not predicted by our Molecular Dynamics simulation as displayed in Figure 4. 

The backscattered flux simulated by our model (red points) peaks at the right order of magnitude 

around 200 eV and decreases at a rate close to that observed for energies > 200 eV. However, our 

simulation displays a decrease of the backscattered population at lower energies that is not seen in 

the observation nor in Hodges (2011) simulation. As a matter of fact, Futaana et al. (2012) pointed out 

that the 60% rate for backscattered hydrogen ENA above 25 eV suggested by Hodges (2011) was not 

consistent with their estimated range of 9–24%, which is in good agreement with our present estimate. 

This suggests that a scenario with an increased intensity of the differential flux below 100 eV is less 

likely. Moreover, IBEX reported several observations with better sensitivity at low energy than CENA 

suggesting the existence of such a plateau in the Solar Wind (Allegrini et al. 2013), a suggestion 

reinforced by the most recent measurements by ASAN/Chang’E 4 (Zhang et al. 2020). The origin of this 

plateau in flux below 200 eV appears to be partly associated with the Solar Wind flux distribution. 

Comparing the simulated back-scattered hydrogen energy distribution displayed in Figure 5a to the 

simulated one in Figure 5b, there is a clear difference in the shape of the backscattered distribution at 

low energy. The main difference between these two simulations being the input Solar Wind 

distribution, it is clearly one of the parameters controlling the shape of the backscattered distribution 

at low energy. This plateau should also be populated by back-scattered hydrogen atoms coming from 

incident Solar Wind protons that lost a significant part of their energy through the regolith. Since our 

simulation clearly underestimates this plateau, it implies that we do not succeed in properly describing 

this population of particles losing more than 80% of their initial energy before being reemitted. One 

possible explanation is our choice to describe the surface upper layer with smaller grains than are 

actually present on the Moon's surface. Both grain size and aggregation porosity will affect 

backscattering (Szabo et al. 2022). This concern will be explored further in a forthcoming paper.  
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Allegrini et al. (2013) also highlighted that the energy peak of the backscattered neutral hydrogen flux 

usually occurred at an energy equal to 60% of the Solar Wind incident energy. In the case of the 

measurements done when the Moon was in the Solar wind (Figure 5a), the Solar Wind flux peaked at 

an energy around 500 eV and our simulated backscattered flux peaked at an energy of 320 eV, in good 

agreement with the conclusion of Allegrini et al. (2013). In the case of the magnetosheath 

measurements (Figure 5b), our simulation suggested a peak in energy of the backscattered hydrogen 

atoms slightly smaller than the incident energy (at 450 eV for an incident flux peaking at 500 eV). This 

suggests that, in our simulation, the energy at which the backscattered neutral flux peaks is not only 

related to the incident Solar wind energy but also to its temperature. The measured, backscattered-

proton flux and the backscattered-proton flux modeled by Hodges (2011) both peaked at an energy 

equal to 220 eV, significantly smaller than what we should have expected given the conclusion of 

Allegrini et al. (2013). This difference again suggests that the input used for our simulation displayed 

in Figure 5b is probably not accurate enough. 

 

Since energetic hydrogen atoms can also be produced through sputtering of the regolith by incident 

protons, we considered the possibility of a sputtered contribution to the observed CENA differential 

flux. Based on the study of Eckstein et al. (2007), we estimated the efficiency of hydrogen sputtering 

from the grains by incident protons to be the same as that for incident Li atoms. The angular 

distribution of the ejecta was chosen to follow a cos(θ) relation while the energy distribution falls off 

as E-2 above 10 eV, which is the range of energy considered here. According to Eckstein et al. (2007), 

the yield varies from 0.2 at a normal incidence to a maximum of 2 around 75° incidence angle and is 

only marginally dependent on the incidence energy within the typical solar wind energy range. These 

values are rather large since classical values for the yield of protons impacting a regolith are closer to 

0.1 (see as an example Schaible et al. 2017). Even for the very unrealistic case in which the hydrogen 

abundance in the grain is one, the sputtered population would not exceed 103 hydrogen atoms/(cm2 s 
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sr eV) at 10 eV and would quickly decrease for larger energy. Therefore, it is very unlikely that the 

observed flux has a significant contribution from sputtering as concluded also by Futaana et al. (2012). 

 

As stated above 83.5% of the incident protons are absorbed in the grain. Our model can provide a first 

estimate of the depth at which these incident protons will get implanted. According to Figure 6, most 

of the protons are implanted in the first layer of grains between 0 and 5 µm below the surface. This 

result is consistent with the relatively limited number of collisions, on average, of the incident protons 

in the regolith. 

 

Figure 6: Depth implantation of the incoming solar wind proton in the regolith. Horizontal lower scale 

in µm, horizontal top scale in grain diameter unit. 

 

III.2 Hydrogen Energetic Neutral Atoms backscattered from Mercury surface 

Following the results of our modelling of the backscattered hydrogen ENA from the Moon surface, we 

simulated what could be the flux of backscattered hydrogen ENA from Mercury's surface. Aizawa et al. 

(2022) simulated the solar wind proton flux penetrating the magnetosphere of Mercury and impacting 
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the planetary surface for various solar wind conditions. In Figure 7, panel a, we displayed the flux of 

protons impacting the surface in the case of nominal solar conditions as simulated by Aizawa et al. 

(2022). From this flux and the energy and angular distributions of the reflected ENAs simulated on the 

Moon, we reconstructed the ejection rate and the energy and angular distributions of hydrogen ENA 

from the surface of Mercury. We used the same approach described in sections II.1 and II.2 with the 

assumption that both regoliths have similar albedo. In panel b of Figure 7, the ratio of ejected hydrogen 

ENA to incident protons is displayed with values between 5% and 25%. When comparing panels a and 

b, we don’t find a direct relation between impacting and backscattered flux because, as shown in Figure 

3, the rate of backscattered particles depends on the energy and angle of the incident particles.  

 

Figure 7 : Panel a : Precipitating flux of H+ Solar Wind particles impacting the surface for nominal solar 

wind conditions, a Solar Wind speed of 450 km/s, a Solar Wind density of 50 cm-3 and an Interplanetary 

Magnetic Field of 17 nT with nominal Parker Spiral orientation at Mercury (Aizawa et al. 2022). Panel 

b: Backscattered fraction of the incident protons as hydrogen ENA (taking into account incident energy 
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and angle of the incident protons). Panel c: reconstructed hydrogen ENA flux at 400 km in altitude. 

Panel d: backscattered flux of proton at the surface. 

In Figure 7c, we reconstructed the potential rate of backscattered hydrogen ENA that could be 

measured at 400 km in altitude above Mercury’s surface, the typical periapsis altitude of 

MPO/BepiColombo (see appendix 2 regarding the mathematical approach used for this calculation). 

As shown on this panel, the shape of the simulated hydrogen ENA does not accurately reflect panels a 

and b. It is a spatially blurred image of the precipitation flux at the surface of Mercury (panel d), 

essentially because the ENAs flux comes from a large portion of the surface, but probably less blurred 

than an image of the precipitation that could be reconstructed from magnetic field measurements at 

400 km above the surface, highlighting the interest of ELENA/SERENA on board BepiColombo (Orsini 

et al. 2021).  

 

IV Conclusion 

Solar wind protons have been observed to be back-scattered from the Moon's surface by the 

Chandrayaan-1 ENA instrument (Wieser et al. 2009; Futaana et al. 2012) as well as by the IBEX Lo 

instrument (McComas et al. 2009), showing an unexpected high rate of protons backscattered as 

neutral hydrogen atoms. The Chandrayaan-1 ENA instrument was also able to measure the energy 

distribution of these particles simultaneously with measurements of the solar wind characteristics.  

Using this information, we developed a model describing the fate of protons moving through a Lunar 

regolith approximated as individual spherical grains. Our model combined a Monte Carlo approach 

that tracks the motion of atoms in the upper 10–20 µm of the regolith with a Molecular Dynamics 

approach describing the interaction between individual atoms and grains. Our model reproduced 

Chandrayaan-1/ENA observations with good agreement in the case of those measurements obtained 

in the Solar Wind (Futaana et al. 2012), while agreement was less pronounced and in a lesser way in 

the case of those measurements obtained in the magnetosheath (Wieser et al. 2009). 
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Lastly, by applying our model to a map of Solar Wind proton precipitation at Mercury we have 

provided an estimate of backscattered atomic hydrogen flux at the planet's surface and at 400 km 

altitude, which will coincide with the BepiColombo/Mercury Planetary Orbiter nominal periapsis 

altitude, thus allowing direct comparison between our estimates and in orbits measurements once 

the spacecraft arrive at Mercury in 2025 (Orsini et al. 2021).  
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Appendix 1 Atomistic simulation details 
 
MD simulation preparation. The amorphous sample is built with the usual method of melting a quartz 

crystal and then cooling the melt relatively fastly. We started from a perfect cubic monocrystalline 

sample with quartz structure with 7 nm size, containing 24000 atoms (8000 Si, 16000 O). Periodic 

boundaries are set initially in all directions. The sample creation process consists of several steps:  

(I) under an NVT ensemble (constant number of particles N, volume V and temperature T): (a) heat the 

sample to 7000 K; (b) hold the melt during 25 ps; (c) Cool down to 300 K during 25 ps. (II) minimize the 

box energy with conjugate gradient, and then minimize energy with the constrain that pressure should 

be zero. (III) under a NPT ensemble (isothermic-isobaric), with P=0 bar, (a) heat the sample again to 

7000 K; (b) hold the melt during 25 ps; (c) Cool down to 300 K during 25 ps; (d) hold at 40 K during 25 

ps.   

We use charge equilibration every 10000 steps. This procedure is shorter than other similar procedures 

used in the literature, but ensures correct density (2.2 g/cm3) and correct pair correlation functions 

g(r), as shown in Fig. S1. There are several silica simulations showing similar g(r) (Fogarty et al. 2010, 

Barry et al. 2014, Nayir et al. 2019; Onodera et al. 2020). 

 There are two issues which are not typically discussed regarding silica samples: some relaxation 

procedures to obtain experimental densities might lead to large atomic stress or to a large population 

of atoms with positive binding energy. These two issues might lead to artificial results under 

irradiation. Our final atomic stress is less than 0.1 Pa and only a few O atoms display positive binding 

energy. The role of surface binding energies was recently discussed for Na-containing silicate 

sputtering (Killen et al. 2022). 

Two free surfaces are created by simply removing the periodic boundaries along z, and allowing 1.5 

nm of vacuum above and below the silica. The upper surface will be bombarded and the bottom 

surface will be kept fixed during bombardment, as detailed below. The structure with surfaces was 

minimized using a conjugate gradient and FIRE minimization (Guénolé et al. 2020), followed by another 
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10 ps run under the NVE microcanonical ensemble (constant number of particles N, volume V and 

energy E) before bombardment, which has to be simulated under NVE conditions.  

 

 

Figure S1: Pair correlation function gij(r) for amorphous SiO2 model, showing that correlation 

disappears beyond 3rd nearest neighbors. This result agrees with similar studies.  

 

The potential used for irradiation is ReaxFF (Fogarty et al. 2010), with the addition of a ZBL potential 

for energetic interactions. ZBL requires Rinner , the distance where the switching function begins, and 

Router, where ZBL goes to zero. We employed 0.085 nm and 0.1 nm as Rinner and Router.  

Some projectiles did penetrate all the way to the bottom of the sample. Since our goal was to study 

ion reflection, not the ion range, atoms in the bottom 0.2 nm of the sample were frozen, setting their 

velocities and the forces acting on them to zero. Reflected or sputtered atoms reaching the top of the 

box were also frozen, after their velocity vectors were saved to calculate energy and angular 

distributions.  
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Figure S2: Trajectories of two H+ impacting the regolith at 25 eV 45°. A filter for particles with kinetic 

energy smaller than 0.2 keV was applied. Size of particles are not representative. Colors: yellow: H, 

blue: Si, red: O. Ion parameters are the same and only differ in the impact position coordinates. This 

leads to differences on the energy transferred and final state of the ion, including reflection for the 

cases shown. 

 

 

Appendix 2 

To compute the ENAs flux received by a detector at a position M in the exosphere, we consider 

an instrument pointing towards the surface (nadir direction) with a field of view larger than the 

cone intercepting the planet (Figure S3) and a surface area a << HM
2 and a << R2, where R is 

the radius of Mercury and HM the altitude of M. The MSO altitude, latitude and longitude of M 

are noted (HM, λM, ϚM) and the MSO cartesian coordinates are noted (xM, yM, zM). 
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Figure S3 : Geometry of the ENA observation 

 

We assume an isotropic emission of H-ENAs from the surface i.e : 

𝛷(𝑆) = 2𝜋𝐼0(𝑆, 𝒖)          A1 

where I0(S,u) is the number of reflected H-ENAs per second, per area unit and per steradian at 

position S on the surface and in the direction u and Φ(S) is the number of reflected H-ENAs 

per second, per area unit (the integral of I0 over all the direction u in the semi-hemisphere above 

the surface). 

The number of ENAs received on the surface of the detector at M coming from the elementary 

surface dS at S is  

dN = I(θ,φ, u)ωdS          A2 

ω = (u.aer)/d2 is the solid angle of the surface of the detector (area a) seen from S, u is the unit 

vector parallel to SM, er the unit vector opposite to the nadir direction (i.e. : the radial unit 

vector) d the distance SM and dS = R2sinθdθdφ the surface element of Mercury. The position 
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of S at the surface of Mercury is parametrized by the two angles (θ, φ), where θ is the angle 

between CM and CS, and φ the azimuthal angle around the direction CM (Figure S3). 

Only the portion of the surface delimited by the cone θ < θmax=acos[R/R+HM)], shown in Figure 

S3, can be seen by the detector. The total number of ENAs received by the detector is therefore 

the integral of dN on the « visible » surface of Mercury:  

𝑁 = 𝑅2𝑎 ∫ ∫ 𝐼(𝜃, 𝜑, 𝐮⃗⃗ )
(𝑢⃗⃗ ∙𝑒𝑟⃗⃗⃗⃗ )

𝑑2 𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜑
𝜃=acos (

𝑅

𝑅+𝐻𝑀
)

𝜃=0

𝜑=2𝜋

𝜑=0
     A3 

The flux F(M) = N/a received by the detector at M is given by  

𝐹(𝑀) =
𝑅2

2𝜋
∫ ∫ Φ(𝜃, 𝜑)

(𝑢⃗⃗ ∙𝑒𝑟⃗⃗⃗⃗ )

𝑑2 𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜑
𝜃=𝑎cos (

𝑅

𝑅+𝐻
)

𝜃=0

𝜑=2𝜋

𝜑=0
     A4 

Simple geometric calculations can be used to express d and (u.er) as function of θ, R and HM to 

finally obtain : 

𝐹(𝑀) =
𝑏2

2𝜋
∫ ∫ Φ(𝜃, 𝜑) [

𝑏(1−𝑐𝑜𝑠𝜃)+1

[1+2𝑏(𝑏+1)(1−𝑐𝑜𝑠𝜃)]3/2] 𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜑
𝜃=acos (

𝑏

𝑏+1
)

𝜃=0

𝜑=2𝜋

𝜑=0
  A5 

where b = R/HM is a dimensionless parameter. 

Two asymptotic cases can be considered :  

Case 1 :  The observer is very far from Mercury (b << 1). Then θmax ~ π/2, and F is given by  

𝐹(𝑀) =
𝑏2

2𝜋
∫ ∫ Φ(𝜃, 𝜑)𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜑

𝜃=π/2

𝜃=0

𝜑=2𝜋

𝜑=0
      A6 

In this case, the flux F(M) decreased as ~1/HM
2 (at a given λM and ϚM) as expected from the 

ENAs flux conservation. 

Case 2 :  the observer is very close to the surface of Mercury (b >> 1). In this case θmax << 1 

and  we can consider a uniform flux coming from the surface just below the detector: Φ(θ=0). 

The integral can be calculated analytically (e.g. https://www.wolframalpha.com) to obtain :  

https://www.wolframalpha.com/
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𝐹(𝑀) =
𝑏2Φ(𝜃=0)

2𝜋

2𝜋

(1+𝑏)2
[𝐺(acos (

𝑏

1+𝑏
)) − 𝐺(0)]      A7 

with  

𝐺(𝜃) = −
𝑐𝑜𝑠𝜃+𝑏(𝑐𝑜𝑠𝜃−1)

√1+2𝑏(1+𝑏)(1−𝑐𝑜𝑠𝜃)
         A8 

Because G(0) = -1, G(acos[b/(1+b)]) = 0 , and b >> 1, we find :  

𝐹(𝑀) = Φ(𝜃 = 0)          A9 

Numerical expression 

Given, the position M in the exosphere of Mercury, we can link θ and φ to the MSO spatial 

coordinates of M by considering the new basis defined by  

𝑧′⃗⃗ =
𝐶𝑀⃗⃗⃗⃗ ⃗⃗ 

‖𝐶𝑀⃗⃗⃗⃗ ⃗⃗ ‖
=

1

√𝑥𝑀
2 +𝑦𝑀

2 +𝑧𝑀
2
(

𝑥𝑀

𝑦𝑀

𝑧𝑀

)        A10 

and x’ and y’ defined to have a direct orthogonal basis. In this new frame θ and φ are the usual 

spherical coordinates and the position of S given by  

𝐶𝑆⃗⃗ ⃗⃗  = 𝑅𝑐𝑜𝑠𝜃𝑧′⃗⃗ + 𝑅𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜑𝑥′⃗⃗⃗  + 𝑅𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜑𝑦′⃗⃗  ⃗      A11 

can be calculated in MSO frame from the spatial coordinates (xM, yM, zM) of M and any 

parameters θ, φ. 

The surface of Mercury is discretized, denoting K and L the number of elements for θ and φ. 

Noting Klim the largest integer k fullfilling the condition cos(θk) > b/(1+b). The numerical 

approximation of F is given by : 

𝐹(𝑀) =
𝑏2

2𝜋
∑ ∑ ∫ ∫ Φ(𝜃, 𝜑) [

𝑏(1−𝑐𝑜𝑠𝜃)+1

[1+2𝑏(𝑏+1)(1−𝑐𝑜𝑠𝜃)]3/2
] 𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜑

𝜃=𝜃𝑘+1

𝜃=𝜃𝑘

𝜑=𝜑𝑙+1

𝜑=𝜑𝑙

𝑘=𝐾𝑙𝑖𝑚
𝑘=1

𝑙=𝐿
𝑙=1  A12 
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Assuming a constant flux Φ(θk,φl) for each surface elements [θk, θk+1]x[φl, φl+1]. The integrals 

can be computed analytically (see above) to obtain the numerical expression : 

𝐹(𝑀) =
𝑏2

2𝜋(1+𝑏)2
∑ ∑ Φ(𝜃𝑘, 𝜑𝑙)(𝜑𝑙+1 − 𝜑𝑙)[𝐺(𝜃𝑘+1) − 𝐺(𝜃𝑘)]

𝑘=𝐾𝑙𝑖𝑚
𝑘=1

𝑙=𝐿
𝑙=1    A13 

What is known is not Φ(θk,φl) but Φ(λS,ϚS) instead. The spherical coordinates of S in MSO : 

(R, λS, ϚS) can be derived from θk, φl from Eq. A11 and the x’,y’, and z’ vectors (e.g. Eq. A10 

for z’). Note that the assumption of constant flux on [θk, θk+1]x[φl, φl+1] requires to have a 

resolution in θk, φl better or equal to the resolution in λS and ϚS for Φ. This equation was used 

to compute the received flux (Fig. 6c) for a detector at any MSO latitude and longitude at HM 

= 400 km (b~ 6.1) with a resolution of 4.5° in all angular variables. 


