
HAL Id: insu-04080316
https://insu.hal.science/insu-04080316v2

Submitted on 13 Oct 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

The SPARC water vapour assessment II: biases and
drifts of water vapour satellite data records with respect

to frost point hygrometer records
Michael Kiefer, Dale F Hurst, Gabriele P Stiller, Stefan Lossow, Holger

Vömel, John Anderson, Faiza Azam, Jean-Loup Bertaux, Laurent Blanot,
Klaus Bramstedt, et al.

To cite this version:
Michael Kiefer, Dale F Hurst, Gabriele P Stiller, Stefan Lossow, Holger Vömel, et al.. The SPARC
water vapour assessment II: biases and drifts of water vapour satellite data records with respect
to frost point hygrometer records. Atmospheric Measurement Techniques, 2023, 16, pp.4589-4642.
�10.5194/amt-16-4589-2023�. �insu-04080316v2�

https://insu.hal.science/insu-04080316v2
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Atmos. Meas. Tech., 16, 4589–4642, 2023
https://doi.org/10.5194/amt-16-4589-2023
© Author(s) 2023. This work is distributed under
the Creative Commons Attribution 4.0 License.

The SPARC water vapour assessment II: biases and drifts of water
vapour satellite data records with respect
to frost point hygrometer records
Michael Kiefer1, Dale F. Hurst2,3, Gabriele P. Stiller1, Stefan Lossow1, Holger Vömel4, John Anderson5,
Faiza Azam6,7, Jean-Loup Bertaux8, Laurent Blanot9, Klaus Bramstedt6, John P. Burrows6, Robert Damadeo10,
Bianca Maria Dinelli11, Patrick Eriksson12, Maya García-Comas13, John C. Gille14,15, Mark Hervig16,
Yasuko Kasai17, Farahnaz Khosrawi1,18, Donal Murtagh12, Gerald E. Nedoluha19, Stefan Noël6, Piera Raspollini20,
William G. Read21, Karen H. Rosenlof22, Alexei Rozanov6, Christopher E. Sioris23, Takafumi Sugita24,
Thomas von Clarmann1, Kaley A. Walker25, and Katja Weigel6,26

1Karlsruhe Institute of Technology, Institute of Meteorology and Climate Research, Karlsruhe, Germany
2Cooperative Institute for Research in Environmental Sciences, University of Colorado, Boulder, Colorado, USA
3Global Monitoring Laboratory, NOAA Earth System Research Laboratories, Boulder, Colorado, USA
4Earth Observing Laboratory, National Center for Atmospheric Research, Boulder, Colorado, USA
5Atmospheric and Planetary Sciences (APS), Hampton University, Hampton, Virginia, USA
6University of Bremen, Institute of Environmental Physics (IUP), Bremen, Germany
7Deutsches Zentrum für Luft- und Raumfahrt (DLR), Institute of Networked Energy Systems, Oldenburg, Germany
8LATMOS, Sorbonne Université, Paris, France
9ACRI-ST, 11 Boulevard d’Alembert, 78280 Guyancourt, France
10NASA Langley Research Center, Hampton, VA, USA
11Istituto di Scienze dell’Atmosfera e del Clima del Consiglio Nazionale delle Ricerche (ISAC-CNR), Bologna, Italy
12Department of Space, Earth and Environment, Chalmers University of Technology, Gothenburg, Sweden
13Instituto de Astrofísica de Andalucía, CSIC, Granada, Spain
14National Center for Atmospheric Research, Atmospheric Chemistry Observations &
Modeling Laboratory, P.O. Box 3000, Boulder, USA
15Atmospheric and Oceanic Sciences, University of Colorado, Boulder, USA
16GATS Inc., Driggs, Idaho, USA
17National Institute of Information and Communications Technology (NICT),
Terahertz Technology Research Center, Tokyo, Japan
18Jülich Supercomputing Centre, Forschungszentrum Jülich, Jülich, Germany
19Remote Sensing Division, Naval Research Laboratory, Washington, DC, USA
20Istituto di Fisica Applicata del Consiglio Nazionale delle Ricerche (IFAC-CNR), Sesto Fiorentino, Italy
21Jet Propulsion Laboratory, California Institute of Technology, Pasadena, California, USA
22Chemical Sciences Laboratory, NOAA Earth System Research Laboratories, Boulder, Colorado, USA
23Centre for Research in Earth and Space Science, York University, Toronto, Canada
24Earth System Division, Global Atmospheric Chemistry Section,
National Institute for Environmental Studies, Tsukuba, Japan
25Department of Physics, University of Toronto, Toronto, Canada
26Deutsches Zentrum für Luft- und Raumfahrt (DLR), Institut für Physik der Atmosphäre, Oberpfaffenhofen, Germany

Correspondence: Michael Kiefer (michael.kiefer@kit.edu)

Received: 19 April 2023 – Discussion started: 21 April 2023
Revised: 28 August 2023 – Accepted: 30 August 2023 – Published: 12 October 2023

Published by Copernicus Publications on behalf of the European Geosciences Union.



4590 M. Kiefer et al.: H2O bias and drift assessment from comparison to FP data

Abstract. Satellite data records of stratospheric water vapour
have been compared to balloon-borne frost point hygrome-
ter (FP) profiles that are coincident in space and time. The
satellite data records of 15 different instruments cover wa-
ter vapour data available from January 2000 through Decem-
ber 2016. The hygrometer data are from 27 stations all over
the world in the same period. For the comparison, real or
constructed averaging kernels have been applied to the hy-
grometer profiles to adjust them to the measurement char-
acteristics of the satellite instruments. For bias evaluation,
we have compared satellite profiles averaged over the avail-
able temporal coverage to the means of coincident FP pro-
files for individual stations. For drift determinations, we anal-
ysed time series of relative differences between spatiotem-
porally coincident satellite and hygrometer profiles at indi-
vidual stations. In a synopsis we have also calculated the
mean biases and drifts (and their respective uncertainties) for
each satellite record over all applicable hygrometer stations
in three altitude ranges (10–30 hPa, 30–100 hPa, and 100 hPa
to tropopause). Most of the satellite data have biases < 10 %
and average drifts< 1 % yr−1 in at least one of the respective
altitude ranges. Virtually all biases are significant in the sense
that their uncertainty range in terms of twice the standard er-
ror of the mean does not include zero. Statistically significant
drifts (95 % confidence) are detected for 35 % of the ≈ 1200
time series of relative differences between satellites and hy-
grometers.

1 Introduction

Water vapour is the most potent greenhouse gas in the atmo-
sphere (Kiehl and Trenberth, 1997). Its radiative effect per
unit mass change is strongest around the tropical tropopause
(Riese et al., 2012; Solomon et al., 2010). Trends of strato-
spheric water vapour are expected to be related to the tem-
peratures of the tropical tropopause where air transporting
water vapour enters the stratosphere (e.g. Fueglistaler and
Haynes, 2005; Randel and Park, 2019). Rising troposphere
and tropopause temperatures due to global warming may lead
to increasing stratospheric water vapour abundances, initi-
ating a positive feedback loop where global warming will
be further accelerated due to increasing water vapour abun-
dances in the lower stratosphere (e.g. Gettelman et al., 2010;
Dessler et al., 2013, 2016). In addition, the major strato-
spheric source of water vapour is the oxidation of methane
(e.g. le Texier et al., 1988), which has more than doubled
since 1800 (Blunier et al., 1993) and is expected to continue
rising in future (e.g. Lelieveld et al., 1998), further increasing
stratospheric water vapour.

Since 1980, despite constant or slightly decreasing tropical
tropopause temperatures (Gettelman et al., 2009; Hu et al.,
2015), an increase in stratospheric water vapour has been

observed over Boulder, Colorado (Oltmans and Hofmann,
1995). This cannot be explained by the high positive corre-
lation between tropical tropopause temperatures and water
vapour in the lowermost tropical stratosphere (Fueglistaler
and Haynes, 2005; Randel and Park, 2019). In consequence,
numerous studies have been performed to better understand
the stratospheric water vapour budget and trends (e.g. Olt-
mans and Hofmann, 1995; Oltmans et al., 2000; Rosenlof
et al., 2001; Nedoluha et al., 2003; Hurst et al., 2011b;
Dessler et al., 2014; Hegglin et al., 2014; Brinkop et al.,
2016). Vertically resolved profiles of atmospheric water
vapour have been observed around the globe by satellite-
based instruments in low Earth orbits since the mid-1970s.
From the year 2000 on, 15 different satellite instruments have
observed vertically resolved water vapour distributions from
the middle troposphere to the mesosphere and above. More
than 2 decades ago, a first assessment of the quality of water
vapour observations including ground-based, balloon-borne
and satellite instrumentation was published as the WCRP/S-
PARC (World Climate Research Programme/Stratosphere-
troposphere Processes And their Role in Climate) report no. 2
(Kley et al., 2000). The many new satellite instruments in or-
bit since 2000 have made it of great interest to reassess the
quality and consistency of water vapour observations from
space. Here we concentrate only on stratospheric measure-
ments by satellites and balloon-borne frost point hygrometers
(FPs).

Many of the satellite data records included in this study are
described in detail by their data providers in reports and sci-
entific papers (a compilation of information relevant to this
paper is presented in Walker et al., 2023). These reports and
scientific papers also contain, in most cases, some informa-
tion about validation activities. Frost point hygrometers have
often been used for satellite data validation since they are
considered to be most accurate and internally consistent wa-
ter vapour instruments for stratospheric measurements. Com-
parisons of different instruments, including their calibrations
and data processing routines, were the focus of several field
campaigns (Vömel et al., 2007a, b, 2016; Hurst et al., 2011a;
Rollins et al., 2014; Hall et al., 2016). Despite differences be-
tween the measurements by instruments employing different
sensing techniques, consistency was found within the data
from FPs.

Each comparison of satellite data records to the FP sound-
ings, however, has been done in a slightly different way by
each validation team, resulting in a wealth of validation pub-
lications that are not consistent down to the last detail. This
lack of consistency hampers activities where several satellite
data records need to be merged to construct a long-term time
series, e.g. for trend assessments. For this reason, we decided
for this WCRP/SPARC WAVAS-II (Water Vapor Assessment
II) activity to perform the comparison of all available satellite
data records obtained during the period of 2000 through 2016
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to FP data in a fully consistent and reproducible way. We doc-
ument here where the FP data came from, how we made them
comparable to the satellite data, and how the comparisons
were performed. Overall, all of our satellite-to-FP compar-
isons are done in a similar way. The result of this activity is
the first fully self-consistent quality assessment of vertically
resolved biases and drifts in the stratospheric water vapour
measurements by numerous satellite instruments and FPs,
along with the respective uncertainties. In order to be con-
sistent with the other assessments within the WCRP/SPARC
WAVAS-II activity (see ACP/AMT/ESSD special issue “Wa-
ter vapour in the upper troposphere and middle atmosphere:
a WCRP/SPARC satellite data quality assessment includ-
ing biases, variability, and drifts”, https://amt.copernicus.org/
articles/special_issue10_830.html, last access: 28 Septem-
ber 2023), we use the same data versions as used in other
papers in the WAVAS-II special issue, even in cases where
newer data versions have become available in the meantime.

The paper is structured as follows: in Sect. 2 we describe
the FP data and the satellite data records, including their
preparation for use within this study. Further, we explain how
we made the FP data comparable in terms of their vertical
resolution and how the biases and the drifts have been calcu-
lated. Section 3 presents the assessment of the biases between
the satellite and FP data records, starting with each individ-
ual satellite data record versus the FP data at each site and
then discussing comparisons of all satellite data versus one
station, as well as one satellite data record versus all stations.
We summarize these findings with a synopsis of the biases
and their uncertainties for each satellite data set over all its
associated FP sites, in three different altitude ranges. Sec-
tion 4 presents the assessment of instrumental drifts of the
satellite data records against FP records, also including a syn-
opsis of the drifts of each satellite data set, in three altitude
ranges, over all its associated FP sites. Section 5 summarizes
our findings and offers recommendations for the use of the
satellite data records under assessment. The individual bias
and drift figures for pairs of satellite records and FP stations
are presented in the Supplement and Appendix to this paper,
respectively.

2 Data and data handling

In this study, we compare the satellite data records un-
der assessment in the WCRP/SPARC WAVAS-II activity to
reference-quality FP soundings at 27 stations (79◦ N to 45◦ S
latitude) during 2000 through 2016. A total of 31 data records
from 15 different satellite instruments provide a subset of
measurements coincident with the FP soundings (for coin-
cidence criteria see below) that can be evaluated against the
profile data from FP balloon soundings. In the following, we
briefly describe FP and satellite data, explain the adjustments
of the vertical resolution of the FP data to each of the various

satellite data records, and describe the methods for the bias
and drift assessments.

2.1 Frost point hygrometer data

The chilled mirror technique (Brewer, 1949; Barrett et al.,
1950) is based upon the well-known equilibrium thermo-
dynamic relationship (Clausius–Clapeyron) between an ice
or liquid water surface and overlying water vapour. Frost
point hygrometers actively maintain the equilibrium of this
two-phase system by continuously adjusting the tempera-
ture of the condensate layer such that it remains stable. Both
the NOAA (National Oceanic and Atmospheric Administra-
tion) Global Monitoring Laboratory’s frost point hygrome-
ter (NOAA FPH) and the cryogenic frost point hygrometer
(CFH) use optical detection of the condensate layer on a
small mirror. A feedback loop actively regulates the mirror
temperature to maintain a stable condensate layer, making
the water vapour content of the overlying air directly calcu-
lable from the mirror temperature.

The balloon-borne NOAA FPH was first flown over Boul-
der, CO, in 1980 (Oltmans et al., 2000) and, to date, has pro-
duced a 43-year record of stratospheric water vapour mixing
ratios (Hurst et al., 2011b). It has also been flown routinely
at Lauder, New Zealand, since 2004 and Hilo, Hawaii, since
2010 and has been part of a number of tropical, mid-latitude,
and polar measurement campaigns (Kley et al., 1997). The
NOAA FPH payload is configured to enable measurements
not only during ascent but also during controlled (5 m s−1)
descent of the balloon when water vapour contamination is
improbable. The FPH measurement uncertainty is largely de-
termined by the stability of the frost layer and, under satis-
factory performance, is 0.1–0.3 K in frost-point temperature
in the stratosphere, leading to a measurement uncertainty of
< 6 % for stratospheric mixing ratios (Hall et al., 2016).

The CFH (Vömel et al., 2007a, b, 2016) works along the
same principle as the NOAA FPH but uses a proportional–
integral–derivative controller with a continuously variable
parameter schedule to make observations between the sur-
face and the middle stratosphere (25 km). The uncertainty of
the condensate phase in the temperature range below 0 ◦C is
largely eliminated, allowing continuous profiles over a wider
range of frost-point temperatures to be measured. It suffers
no artefacts in cirrus clouds and may only be limited in
wet precipitating clouds with the detector lens getting wet.
The measurement uncertainty of the CFH is less than 0.5 K
throughout the entire profile, which translates to conserva-
tive uncertainty values of 4 % in the lower troposphere and
increasing to 9 % in the stratosphere.

Neither the CFH nor NOAA FPH requires water vapour
calibration standards or a water vapour calibration scale; only
the mirror thermistor must be calibrated with high accuracy,
and this is accomplished using traceable standards of the US
National Institute of Standards and Technology (NIST).
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https://amt.copernicus.org/articles/special_issue10_830.html
https://amt.copernicus.org/articles/special_issue10_830.html


4592 M. Kiefer et al.: H2O bias and drift assessment from comparison to FP data

Table 1. Overview of NOAA (National Oceanic and Atmospheric Administration) frost point hygrometer (NOAA FPH) and cryogenic frost
point hygrometer (CFH) stations used for comparisons with satellite data.

No. Code Site Meas. period Instrument type Lat./deg Long./deg Remark

1 BND Bandung 2003–2004 CFH −6.9 107.6
2 BEL Beltsville 2006–2011 CFH 39.0 −76.9
3 BIK Biaka 2006–2015 CFH −1.2 136.1
4 BLD Bouldera 1980–present CFH/NOAA FPH 40.0 −105.2
5 FTS Fort Sumner 1996–2004 NOAA FPH 34.5 −104.3
6 HAN Hanoi 2007–2011 CFH 21.0 105.8
7 HIL Hiloa 2002–present CFH/NOAA FPH 19.7 −155.1
8 HOU Houston 2011, 2013 CFH/NOAA FPH 29.6 −95.2
9 HUN Huntsville 2002 NOAA FPH 34.7 −86.7

10 KIR Kiruna 1991–2003 NOAA FPH 67.8 20.2
11 KTB Kototabang 2007–2008 CFH −0.2 100.3
12 KMG Kunming 2009–2012 CFH/NOAA FPH 25.0 102.7
13 LRN La Réunion 2005–2011 CFH −20.9 55.5
14 LDR Laudera 2003–present NOAA FPH −45.0 169.7
15 LSA Lhasa 2010, 2013 CFH 29.7 91.1
16 LIN Lindenberga 2006–present CFH 52.2 14.1
17 NYA Ny-Ålesund 2002–2004, CFH/NOAA FPH 78.9 11.9

2013–present
18 RVM Research Vessel Mirai 2011 CFH −8.0/1.2 80.5/136.1 ship cruise
19 SCR San Cristóbal 1998–2007 CFH/NOAA FPH −0.9 −89.6
20 SJC San Joséa 2005–present CFH 9.9 −84.1 incl. Alajuela, Heredia,

San Pedro, and San José
21 SOD Sodankyläa 1995–present CFH/NOAA FPH 67.4 26.6
22 SGP Southern Great Plains 2003 CFH 36.6 −97.5
23 TMF Table Mountain 2006–2009, 2013 CFH/NOAA FPH 34.4 −117.7
24 TRW Tarawa 2005–2010 CFH 1.4 172.9
25 TNG Tengchong 2010 CFH 25.0 98.5
26 WTK Watukosek 2001–2003 NOAA FPH −7.6 112.7
27 YAN Yangjiang 2010 CFH 21.9 112.0

a Data from these sites were used for the drift analyses.

Temperature and pressure measurements used to convert
frost point hygrometer data into relative humidity values and
volume mixing ratios, respectively, are from the accompany-
ing radiosondes on each balloon. Measurements of tempera-
ture and pressure have been provided by different radiosonde
models throughout the years: Vaisala models RS80, RS92,
and RS41; InterMet models iMet-1-RSB and iMet-4-RSB;
and Meisei models RS-06G and RS-11G.

Offsets in the pressure measurements of radiosondes may
bias the calculation of the mixing ratio in the stratosphere
(Stauffer et al., 2014; Inai et al., 2015). To minimize this
bias, the radiosonde pressure measurements are usually cor-
rected using the radiosonde’s acquisition of the geometric
altitude by Global Navigation Satellite System (GNSS). In
some radiosonde systems, the pressure is not measured di-
rectly but instead derived from the GNSS altitude. Only in
older systems that precede the availability of GNSS observa-
tions on radiosondes starting in the late 1990s are pressures
used without any corrections except those based on a sim-
ple pre-flight comparison at the surface with ground-based

sensors. For this work we used FP mixing ratio averages on
a fixed 250 m altitude grid. These are typically further re-
duced in vertical resolution as they are convolved with real
or constructed averaging kernels for the different satellite in-
struments (see Sect. 2.3).

Table 1 lists the stations from which NOAA FPH or CFH
data have been used for comparison with satellite data, to-
gether with their period of operation, the type of instrument
launched, and the geographical coordinates of the site. Each
station is given a three-letter code to simplify its identifi-
cation in the remainder of this paper. Figure 1 provides an
overview of the geographical locations and the measurement
periods of the stations, together with the symbols and colour
codes that are used throughout this paper to mark the respec-
tive data of the stations.

In the remainder of this paper we do not distinguish be-
tween NOAA FPH and CFH, so we continue to use the
generic term “FP” for frost point hygrometer instruments
and data.

Atmos. Meas. Tech., 16, 4589–4642, 2023 https://doi.org/10.5194/amt-16-4589-2023
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Figure 1. Locations of NOAA FPH and CFH stations that provided measurement data for these intercomparisons (a) and the temporal
coverage of the data records at the respective stations (b). RV Mirai was a measurement campaign based on a ship cruise. This is indicated
by the dotted line connecting the respective symbols. In the lower plot each symbol represents at least one balloon-borne FP sounding. Note
that some of the FP data sets began before 2000, but only the data from 2000 through 2016 are used here for bias and drift evaluations. FP
record start dates are presented in Table 1.

2.2 Satellite data

Satellite data from all instruments providing measurements
coincident with FP balloon soundings have been selected.
Data quality filter criteria according to the original data de-
scriptions from the data providers have been applied (for a
summary of these data-set-specific criteria, see Walker et al.,
2023). No further bulk screening for data outliers surviving
the previous data quality filtering has been applied. The 31
satellite data records that are used in this comparison are
listed in Table 2 along with their three-letter codes. Figure 2
shows the symbols and colour codes for the satellite data sets
used throughout this paper. The data versions we have as-

sessed in this study are not the most recent ones to date for
most of the satellite data sets. For reasons of consistency, the
data versions used here are the same as those assessed by
the other comparative studies of the SPARC WAVAS-II ac-
tivity. It is left to future studies to evaluate if more recent data
versions of water vapour satellite data are improved with re-
spect to those assessed here. Such evaluations can also be
done individually by comparing newer data versions to those
assessed here to quantify any changes in the biases and drifts
reported here.

Two different sets of coincidence criteria were used in this
paper: one for satellites providing data at high spatial and
temporal densities and one for lower-density data sets. The

https://doi.org/10.5194/amt-16-4589-2023 Atmos. Meas. Tech., 16, 4589–4642, 2023
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Figure 2. Colours, symbols, and three-letter codes for the satellite data records used throughout the paper (upper part) and temporal distribu-
tion of available data of the respective satellite instruments on a monthly basis until the end of 2016 (lower part, not divided into measurement
modes or data versions). Note that three of the SAT data sets began before 2000 (SAGE II 1984, HALOE 1991, POAM III 1998), but only
the data from 2000 through 2016 are used here for bias and drift evaluations.

criteria for dense samplers (HIRDLS, MIPAS, MLS/Aura,
SCIAMACHY limb observations, SMILES, and SMR) were
the following: time difference 1t ≤ 24 h, distance 1r ≤

1000 km, and latitudinal difference1lat≤ 5◦. For less dense
samplers (ACE-FTS, GOMOS, HALOE, ILAS-II, MAE-
STRO, POAM-III, SAGE-II, SAGE-III, SCIAMACHY oc-
cultation observations, and SOFIE), we relaxed the coinci-
dence criteria to 1t ≤ 7× 24 h, 1r ≤ 2000 km and latitudi-
nal difference1lat≤ 15◦ to achieve enough coincidences for
meaningful statistical evaluations of biases and drifts. For the
troposphere, however, where high water vapour variability in
smaller spatial and temporal scales is present, these criteria
are too coarse. We have therefore restricted these analyses
to water vapour measurements at altitudes above the local
lapse rate tropopause determined from the radiosonde tem-
perature profiles obtained simultaneously with the FP pro-
files using the WMO criterion (World Meteorological Or-
ganization, 1957). Another SPARC WAVAS II paper (Read
et al., 2022) comparing satellite data to FP and radiosonde
measurements in the upper troposphere uses far stricter coin-
cidence criteria.

In our assessment of satellite measurements based on the
occultation technique, we have not distinguished between
sunset and sunrise measurements because the comparisons
with FP profiles showed that there were only insignificant

differences between sunrise and sunset measurements that
could unequivocally be assigned to the respective satellite
measurement mode.

In the case of multiple coincidences of a given satellite
water vapour profile with profiles of one FP data set, we re-
tain only the coincident profile pair with the lowest value of
the sum of squares of spatial–temporal distances, normalized
by the respective maximum allowed spatial–temporal dis-
tances from the appropriate coincidence criterion. Though
this matching method slightly reduces the number of satel-
lite profiles used for the bias assessment, there are usually
enough coincidences during the 2000–2016 time period to
work with. Therefore we have decided to minimize the con-
tribution of natural variability using this method, i.e. consid-
ering the closest coincidences in space and time only.

We shall use the comprehensive term “SAT” for generic
statements about the satellite data.

2.3 Adaptation of the vertical resolution of FP profiles
to the satellite data and interpolation to a common
grid

The vertical grids of all satellite data sets are coarser than
the vertical grids of the FP profiles. More importantly, the
vertical resolution of the satellite data is never as fine as

Atmos. Meas. Tech., 16, 4589–4642, 2023 https://doi.org/10.5194/amt-16-4589-2023
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Table 2. Overview of the water vapour data sets from satellites used in this study. Column “Retr. type” indicates whether the retrieval result
was number density nH2O (marked ND) instead of VMR and whether the retrieval was done in the log(vmr) or log(nH2O) domain. Column
“Kernel type” holds the information on whether a proper averaging kernel matrix (AK) or ad hoc smoothing kernels (SKs) were used. The
numbers in the last column indicate the FP stations that provided the data used for the drift analysis of the satellite data (compare to Table 1).

Retr. Kernel FP no. for
Code Instrument Data set version Label type type drift analyses

ACE ACE-FTS 3.5 ACE-FTS v3.5 SK 4,7,16,20,21

GOM GOMOS LATMOS v6 GOMOS SK 4,14,21

HAL HALOE v19 HALOE SK 4

HIR HIRDLS v7 HIRDLS SK

ILA ILAS-II v3/3.01 ILAS-II SK

MST MAESTRO v31 MAESTRO SK 4,14,16,21

MBH MIPAS Bologna V5H v2.3 NOM MIPAS-Bologna V5H AK
MBR Bologna V5R v2.3 NOM MIPAS-Bologna V5R NOM AK 3,4,14,20,21
MBM Bologna V5R v2.3 MA MIPAS-Bologna V5R MA AK 4

MEH ESA V7H v7 NOM MIPAS-ESA V7H AK
MER ESA V7R v7 NOM MIPAS-ESA V7R NOM AK 3,4,14,20,21
MEM ESA V7R v7 MA MIPAS-ESA V7R MA AK 21

MIH IMK/IAA V5H v20 NOM MIPAS-IMKIAA V5H log AK
MIR IMK/IAA V5R v220/1 NOM MIPAS-IMKIAA V5R NOM log AK 3,4,14,20,21
MIM IMK/IAA V5R v522 MA MIPAS-IMKIAA V5R MA log AK 4

MOH Oxford V5H v1.30 NOM MIPAS-Oxford V5H log SK
MOR Oxford V5R v1.30 NOM MIPAS-Oxford V5R NOM log AK 3,4,14,20,21
MOM Oxford V5R v1.30 MA MIPAS-Oxford V5R MA log SK 21

MLS MLS v4.2 MLS log AK 3,4,7,14,16,20,21

POM POAM III v4 POAM III SK

SG2 SAGE II v7.00 SAGE II SK 4

SG3 SAGE III Solar occ. v4 SAGE III SK

SC3 SCIAMACHY Limb v3.01 SCIAMACHY limb ND/log AK 4,16,21
SCL Lunar occultation v1.0 SCIAMACHY lunar ND/log SK
SC1 Solar occ. – OEM v1.0 SCIAMACHY solar OEM ND/log AK 4,16,21
SC4 Solar occ. – OP v4.2.1 SCIAMACHY solar OP ND SK 4,16,21

SLA SMILES NICT v2.9.2 band A SMILES-NICT band A SK
SLB NICT v2.9.2 band B SMILES-NICT band B SK

SM5 SMR v2.0 544 GHz SMR 544 GHz log AK 3,4,14,16,20,21
SM4 v2.1 489 GHz SMR 489 GHz AK 4,21

SOF SOFIE v1.3 SOFIE SK 16,21

the 250 m averages calculated from the 5–10 m native res-
olution of FP measurements. Therefore, prior to comparison,
the vertical resolution of the FP data was necessarily adjusted
to that of the satellite instrument. This was ideally done by
application of the averaging kernel matrix (AK) and a pri-
ori profile of the latter for each satellite data set. However,
in many cases, averaging kernels are not provided with the
satellite data, so ad hoc averaging kernels were constructed.

These constructed kernels were Gaussian-shaped smoothing
kernels (SKs) with the local vertical resolution of the satellite
profile as full width at half maximum. The kernel type col-
umn of Table 2 shows whether AK or SKs were applied to
FP profiles for each satellite data set. The modified FP pro-
files, and also the satellite profiles, were then interpolated on
a common vertical grid, essentially defined by the respective
satellite measurement grid. Technically, the pressure grid of
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all involved quantities (FP profiles and SAT profiles and ker-
nels) was used to construct an altitude grid, which essentially
represents log P . This pseudo-altitude grid was used as a ba-
sis for all operations. The inverse transformation, i.e. from
pseudo-altitude back to pressure, was then used before the
plotting and comparing of data.

For these steps, we have followed widely the method de-
scribed in Stiller et al. (2012) as is briefly summarized here.
As a first step, the FP profile on the finer grid is resampled
on the coarser grid of the coincident satellite profile. Resam-
pling of a coarse profile xc on a fine grid can be written as

xcf =Wxc, (1)

where W is an interpolation matrix. However, the mapping
of a high-resolved profile xf on a less dense grid is not a
unique operation but a reasonable method to achieve this is
(Rodgers, 2000, Sect. 10.3.1)

xfc = Vxf, (2)

where

V= (WTW)−1WT , (3)

which satisfies VW= I, I= unity, and W being an interpola-
tion matrix. The application of the averaging kernel Ac of the
low-resolved profile xc to the better-resolved profile xf un-
der consideration of the a priori profile xa of the low-resolved
retrieval is then performed on the coarse grid

x̃fc = AcVxf+ (I−Ac)xa. (4)

For some satellite data records there is another complica-
tion: instead of mixing ratios the logarithms of water vapour
mixing ratios are retrieved (see column “Retr. type” of Ta-
ble 2). The averaging kernels hence refer to the logarithms
of the water vapour mixing ratios. The application of the av-
eraging kernels of these specific measurements to the better
resolved profile of the FP data on the basis of the coarse-grid
averaging kernel Alnc of the logarithm of the water vapour
mixing ratio then is

x̃fc = exp(AlncV ln(xf)+ (I−Alnc) ln(xa)) . (5)

For the cases that use an ad hoc smoothing kernel generated
from information on the vertical resolution, there is also no a
priori information available. Hence Eqs. (4) and (5) become

x̃fc = BcVxf and x̃fc = exp(BlncV ln(xf)) , (6)

with Bc and Blnc being the smoothing kernel on the coarse
grid for the linear and logarithmic retrievals, respectively.

A common technical problem in convolving measured
profiles with kernels of retrieved data is that the altitude
ranges do not fit. Hence we extended the FP profile above and
below its upper and lower boundaries by offset-corrected,

climatological water vapour data from HAMMONIA (Ham-
burg Model of the Neutral and Ionized Atmosphere, Schmidt
et al., 2006) as a function of month and latitude. After the
convolution step, the smoothed FP profile was cut to its orig-
inal upper boundary. Since there is a possibly strong influ-
ence of the climatological HAMMONIA profile at the lower
boundary, due to the rapidly increasing volume mixing ratio
(VMR) values below the hygropause, the FP profile was cut
at one (local) vertical resolution distance above the original
lower boundary to minimize the mapping of climatology in-
formation into the altitude range used for comparison.

Figure 3 demonstrates the effect of the transformation on
the comparison between the MIR satellite data and FP pro-
files at the equatorial station BIK. Due to the finer 250 m
vertical resolution, there is a sharper and deeper minimum in
the FP profile near 90 hPa than in the satellite profile. From
this example it becomes clear that the use of the averaging
kernel can have a strong effect on the result of the compar-
ison of profiles of different vertical resolutions: comparison
of the two profiles, with the FP data simply interpolated to
the coarser grid of the satellite instrument, but not smoothed
(black diamonds), is misleading since the MIPAS instrument
is unable to resolve the sharp feature in the profile. By appli-
cation of the averaging kernel and a priori profile to the FP
profile according to Eq. (5) (in the MIR data the logarithm
of water vapour mixing ratio is retrieved, and the a priori is
a profile of constant nonzero value), the FP profile is trans-
formed into the profile the satellite instrument would mea-
sure if the hygrometer profile were the truth (black squares).
Convolving the FP profiles like this is the only way the two
profiles can be compared in a meaningful manner. If aver-
aging kernels and a priori profiles are not provided along
with the satellite data record, the vertical resolution of the
hygrometer profile can at least be adjusted using the con-
structed Gaussian-shaped averaging kernels. The effect of
this smoothing is demonstrated by the profiles with black tri-
angles in Fig. 3 and is notably different from the application
of the MIPAS-specific averaging kernel and a priori infor-
mation (black squares), which is particularly obvious for the
averaged profiles (lower row of Fig. 3) and the correspond-
ing differences. Clearly the application of the correct vertical
averaging kernels and a priori profiles adds further informa-
tion on the altitude displacement and the content of a pri-
ori information in the retrieved profiles to the FP profiles. In
contrast, the application of ad hoc smoothing kernels alone
has a much weaker effect; nevertheless it reduces the large
resolution-based differences between satellite and FP mea-
surements to a considerable degree. For this reason, we have
employed the constructed smoothing kernels in all compar-
isons where no kernel/a priori information for the satellite
profiles was available.
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Figure 3. Impact of the different methods for adjustment of the vertical grid and resolution of FP profiles (here: BIK) to those of the satellite
data records (here: MIR). (a) Sample single profiles of satellite (blue) and collocated FP data (green). Black diamonds denote FP profile
directly interpolated onto the coarse common grid; black triangles denote FP profile smoothed with a Gaussian kernel (for details, see the
text); black squares denote proper averaging kernels and a priori information applied to FP profile. (b) Corresponding relative differences for
the three variants in terms of satellite profile minus FP profile. (c) Averaged profiles for coincident MIR (blue) and FP data at BIK (black,
symbols as for data shown in panels a and b). (d) Corresponding relative differences of averaged profiles for the three variants in terms of
satellite profile minus FP profile, divided by FP profile.

3 Bias assessment from vertical profile comparisons

3.1 Method of calculation of bias and standard error of
the mean bias

We assess the bias between satellite data and the FP measure-
ments as the mean difference between the satellite profiles
and the coincident transformed FP profiles. For profile data
of a given satellite instrument, there is a set of Js FP loca-
tions/stations with coincident profiles. At station j the bias
for each grid point i is

bj,i =

∑Nj,i
n=1(xc;j,n,i − x̃fc;j,n,i)

Nj,i
=

∑Nj,i
n=1xc;j,n,i

Nj,i

−

∑Nj,i
n=1x̃fc;j,n,i

Nj,i
. (7)

That is, it does not matter whether the individual differences
are calculated first and then are averaged or whether the dif-
ferences of the appropriate averages are calculated. The bias
bj,i is calculated independently for each grid point i and FP

station j ∈ {1. . .Js} from the available Nj,i coincident obser-
vations. For given j , Nj,i can be different for different alti-
tudes because the altitude coverage of a measurement system
under assessment may vary from profile measurement to pro-
file measurement. The standard error of the mean (SE) of the
bias, which is also the bias-corrected root mean square (rms)
difference of the profiles, is calculated as

σbias;j,i =

√√√√∑Nj,i
n=1(xc;j,n,i − x̃fc;j,n,i − bj,i)

2

Nj,i(Nj,i − 1)
. (8)

We consider the bias bj,i as statistically significant if the in-
terval bj,i ± 2σbias;j,i does not include zero.

The mean relative bias (in percent) or percentage bias is
calculated by dividing the mean bias bj,i by the mean of the
involved FP measurements and multiplying by 100. In all of
the following figures, the differences provided are satellite
profiles minus FP data. The latter was adapted to the vertical
resolution of the satellite data according to Sect. 2.3 and Ta-
ble 2 and, as well as the satellite data, brought to a common
coarser vertical grid.
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For a given satellite data set the mean bias over all stations
and for a specific altitude range (e.g. 10–30 hPa, 30–100 hPa,
and 100 hPa–tropopause as presented in Sect. 3.5) is calcu-
lated as follows:

b =

∑Js
j=1

∑
i∈Ijwj,ibj,i∑Js

j=1
∑
i∈Ijwj,i

. (9)

Here Ij represents the set of indices for all the altitudes from
the given altitude range and FP comparison data set. The
weights wj,i are calculated from the SE of the bias σbias;j,i
and the ratio of the width 1zj,i of the common coarse grid
to the vertical resolution rv;j,i of the satellite measurement,
according to

wj,i =
1

σ 2
bias;j,i

1zj,i

rv;j,i
. (10)

The factor 1zj,i
rv;j,i

in the weight is used to compensate for
the discrepancy between actual vertical resolution and grid
width. Without this factor, the SE of the mean bias would di-
rectly depend on the grid width via the number of data points
which are available in a given altitude range.

Finally the SE of this mean bias over an altitude range is
given by

σb =

√√√√∑Js
j=1

∑
i∈Ijw

2
j,iσ

2
bias;j,i

(
∑Js
j=1

∑
i∈Ijwj,i)

2
. (11)

Again, the mean relative bias (in percent) or percentage bias
is calculated by dividing the mean bias b by the mean of the
involved FP measurements and multiplying by 100.

3.2 Individual comparisons between satellite data
records and FP stations

In this section we report on bias profiles of the satellite data
records against the FP data from all the stations listed in Ta-
ble 1. When using terms like, for example, “above 100 hPa”,
we always refer to altitudes above 100 hPa: “above” always
means “higher up in the atmosphere”. The same applies to
terms like, for example, “below 30 hPa”; here, altitudes be-
low the 30 hPa level are meant. For the selected collocations
within the coincidence criteria, SAT minus FP differences
have been averaged for each satellite data record’s full period
of coincident measurements. The comparisons for the indi-
vidual SAT records vary considerably with respect to their
measurement periods and numbers of coincidences. Some of
the FP stations have operated their balloon soundings only
during campaigns; others provide long-term measurement
series based on soundings conducted at regular intervals, like
LDR, SJC, BLD, and LIN. We have not separated the avail-
able comparisons into long-term and short-term series, nor
have we tried to detect any temporal variation in biases for

the comparisons described in this section. Drifts of satellite
data sets will be tackled in Sect. 4.

Figure 4 shows, as an example, the comparison of one SAT
data set, namely MLS, to one balloon station, namely TMF,
to demonstrate the procedure of bias determination. For this
figure, every individual collocated FP profile was treated ac-
cording to Eq. (5), making use of the MLS averaging kernel
and a priori data; since MLS data are provided on a fixed
pressure grid, further interpolation to a common vertical grid
for calculation of the means over all collocations was not
necessary. The comparison was limited to the vertical range
above the local tropopause, with the tropopause pressure in-
formation estimated from the radiosonde temperature pro-
files accompanying the FP profiles. The mean SAT and FP
profiles, calculated from the closest coincident data pairs, are
shown in the left panel of Fig. 4, together with the standard
deviations of the respective ensembles. In this example, the
mean water vapour profile of the satellite data compares well
to the sonde data. Even the variability of SAT and FP mixing
ratios are similar, indicating that the random uncertainties of
the two measurement types are similar. Further, the deviation
between the two measurements due to natural variability ap-
pears to be relatively small; i.e. the chosen coincidence crite-
ria are stringent enough to avoid unwanted large differences
that could result from location and/or time mismatches be-
tween the profiles. The mean bias of the two data sets (mid-
dle panel of Fig. 4) above 100 hPa is positive or zero, except
for the uppermost data point; i.e. MLS on average has a pos-
itive bias relative to the FP, which is at maximum +5 %. Be-
low 100 hPa, close to the tropopause it has a sharp peak of
−25 %. The standard error of the mean bias is very small at
all satellite reporting levels; i.e. the bias assessment is quite
accurate throughout the entire profile. The number of com-
parisons, in this case between ≈ 30 at the upper and lower
ends of the profiles and about 350 for the central part of the
profiles, is high and provides the good accuracy of the bias
determination. Similar figures for other SAT–FP pairings are
provided in the Supplement to this paper.

3.3 Mean biases of the satellite data records by FP
stations

In the following, the comparison of all available satellite data
records to one specific FP station is discussed. This compar-
ison provides some insight into potential latitudinal depen-
dencies of the satellite data records’ biases. Peculiarities spe-
cific to certain FP stations may also show up.

As an example for the comparison of all satellite data to
one specific balloon sonde station, Fig. 5 presents the mean
relative differences of all available satellite data records to
the FP station at BLD (40◦ N). All satellite records having
collocations with BLD balloon soundings are shown in this
comparison. The presentation is similar to the middle panel
of Fig. 4 but for multiple satellites. For the colour coding
we refer to Fig. 2. The biases of the SAT data records are
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Figure 4. Comparison of MLS water vapour profiles with FP profiles at TMF; mean profiles over all coincidences are shown. The individual
profiles were cut at the respective tropopause before averaging. (a) Mean profiles (TMF: black, MLS: blue) and their standard deviations
(grey shading for TMF and horizontal blue lines for MLS). (b) Relative mean bias and twice its standard error of the mean (grey shading,
2σbias), calculated as the mean differences SAT–FP divided by the mean FP profile and multiplied by 100; the vertical dashed lines enclose
the ± 10 % range. (c) Number of data points along the vertical grid. This number can vary over the vertical range, depending on the altitude
coverage of the individual coincident SAT and FP profiles, respectively.

shown in two panels in order not to overload the figures. We
follow Nedoluha et al. (2017) and separate the data sets in
non-MIPAS and MIPAS satellite data.

We find that, for most of the satellite data records, the bias
with respect to the BLD FP data is less than 10 % in the
stratosphere between 100 hPa and the upper end of the FP
soundings around 10 hPa. Between 100 hPa and the respec-
tive tropopause (i.e. the lower end of the profiles), the differ-
ences for some SATs become far larger and for many tend
to be negative. This is a typical behaviour that can be ob-
served for many stations, mainly in the midlatitudes and high
latitudes (see Appendix Figs. A4–A10). In the tropics, how-
ever, such a systematic behaviour of the biases is not obvious.
Maybe this is because the profiles cut at the local tropopause
for tropical sites scarcely reach below 100 hPa (again, see
figures in Appendix A2). It is currently unclear what causes
these large deviations at the extratropical FP sites.

In case of the comparison to BLD soundings, we identify
some large biases that more consistently exceed ± 10 % in
the stratosphere above 100 hPa. These are SM5 and GOM,
which both show negative biases, and POM and MEH,
showing positive biases. All other satellite data sets are
largely within 10 % relative difference to the BLD FP data
above 100 hPa.

Figure 6 presents an example for HIL (20◦ N), a sub-
tropical Northern Hemisphere station. Generally, we observe
some of the same characteristics as for BLD. Due to the
higher tropopauses at the lower-latitude sites, the profiles
contain few data at pressures > 100 hPa. Nevertheless, the
negative deviations from the FP data again become larger at
the lower end of the profiles. SM5, GOM, HAL, SG2, SC3,
MBR, MEH, MEM, MIH, MIM, MOH, and MOM exhibit
biases larger than 10 % at multiple altitudes. The biases of
the MIPAS data are mostly positive above 100 hPa.

The SAT data records that have large and repetitive biases
identified in the BLD and HIL comparisons have larger de-
viations in most, if not all, FP stations, too. However, the
comparisons to many FP stations having a smaller number
of coincidences with SAT data due to shorter and/or less
dense measurement records have a large spread (not shown
in the figures), and the bias determination is less accurate.
In general, we can state that the satellite data records that
perform well (i.e. virtually all biases < 10 %) do so with FP
stations having both a large and small number of colloca-
tions. These are, in alphabetical order, ACE, HAL (except
for the well-known 10 % bias over the entire profile above
100 hPa, Randel et al., 2006; Scherer et al., 2008), MIPAS
ESA and IMK/IAA, MLS, SG2, SG3, SC1, SC4, and SOFIE
(see Figs. A1–A3).

3.4 Mean biases of the satellite data by data record

Comparison of one satellite data set to several balloon sound-
ing stations provides some insight on how the agreement be-
tween SAT and FP may be dependent on latitude. Figure 7
provides, as an example, the comparison of HIR data to all
FP stations for which coincident measurements were avail-
able (discussion, see below). Similar figures for all satellite
data sets are presented in the Appendix (Figs. A1–A3). In the
following, we discuss the typical bias behaviour for all these
satellite data sets.

ACE-FTS v3.5 (ACE)

ACE (Fig. A1) is in the ± 10 % range for most of the sta-
tions above 100 hPa. Larger negative deviations in this alti-
tude range are found in the lower stratosphere for the south-
east Asian stations LSA and KMG. At the upper end of the
bias profiles, deviations are negative and the satellite data de-
viate by more than −10 % from stations BEL and TMF. The
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Figure 5. Mean relative differences between satellite and BLD FP profiles (40◦ N). (a) All data records except MIPAS. (b) All MIPAS
data records. Details of colour coding and symbols for the satellite records are provided in Fig. 2 and Table 2. The profiles were cut at the
respective local tropopause before averaging.

Figure 6. Same as Fig. 5 but FP profiles from HIL (20◦ N).

overall impression is that the ACE biases follow a bent curve
with slight negative deviations at the upper end and stronger
negative deviations at the lower end of the profiles, showing
excellent agreement with the frost point hygrometer profiles
between approximately 20 and 80 hPa. For stations in the
middle to high latitudes of the Northern Hemisphere, where
ACE has its densest sampling, the agreement with frost point
hygrometer data is, with deviations within ± 5 %, excellent
(e.g. LIN, SOD). The uncertainties of the mean biases (in
terms of twice the standard error of the mean, 2·SE, 2σbias)
are very small in the stratosphere between 100 and 30 hPa,
leading to significant biases, at least in the middle to high lat-
itudes, with the exception of BLD where the biases are small
and insignificant. In the low latitudes, the uncertainties of the
biases are larger, leading to insignificant biases between 60
and 30 hPa.

GOMOS (GOM)

Deviations from frost point hygrometer data for GOM
(Fig. A1) vary strongly and cover, except for the comparison
to the HAN and the LDR stations, the whole range between
−40 % and 0 %. Above 100 hPa the biases have a tendency to

be on the negative side and to show increasingly larger neg-
ative values with increasing altitude. The comparison to the
station data of LDR and HAN contains significant outliers
within this comparison, with large positive biases. The biases
are all significant at the 2σbias level, except for a few single
points where the bias profiles show zero-crossings. The large
spread between the stations indicates a significant latitude
dependence of the GOMOS data, which might be due to the
different stars used as occultation light sources during mea-
surement.

HALOE (HAL)

For HALOE v19 data (Fig. A1), the well-known negative
bias of the order of −10 %, seen in measurements after 2001
(Randel et al., 2006; Scherer et al., 2008) over large parts of
the stratosphere, is confirmed by the comparisons presented
here. Except for some altitudes, at HUN, KIR, SOD, and
SGP the deviations from the frost point hygrometers always
stay on the negative side, with smallest deviations between
−5 % and −10 % in the 20 to 60 hPa range and larger devia-
tions of up to−30 % above and below. The biases are almost
all significant; the only exceptions are rare zero-crossings of
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Figure 7. Mean relative differences between all the FP stations and
the HIR satellite data record. The frost point hygrometer data were
adjusted to the vertical grid and resolution of HIRDLS by a smooth-
ing kernel, and the profiles were cut at the tropopause before averag-
ing. Details of colour coding and symbols for the FPs are provided
in Fig. 1 and Table 1.

the bias profiles, for example, for comparisons to the KIR
station data. The compactness of the biases of all the stations
indicates that HALOE data have a very similar performance
over all covered latitudes and related atmospheric conditions.

HIRDLS (HIR)

For most of the stations – with the exceptions of LDR and
SOD – the comparison demonstrates a general positive to
negative tilt in the bias with increasing altitude for HIR
(Fig. A2): Obviously the HIR observations have a positive
bias of the order of between 0 to 40 % near 100 hPa and end
with a similarly strong negative bias around 10 hPa. The dif-
ference with respect to the LDR balloon soundings is more or
less constant between 0 % and +10 % above 100 hPa, while
the difference to SOD is roughly constant at about+25 % up
to 30 hPa and decreases to −20 % from 30 hPa to the upper
end of the profile. Below 100 hPa, the biases show a wide
spread with some focus around +20 %. The collection of
mean difference profiles confirms that the tilted bias, from
> 20 % near the tropopause to <−20 % around 10 hPa, is
a distinct property of the HIRDLS water vapour observa-
tions. The 2σbias uncertainties of the biases are small, which
makes the biases significant everywhere except near the zero-
crossings of the bias profiles.

ILAS-II (ILA)

ILA (Fig. A1) could be compared to three stations only;
the agreement above 100 hPa is within ± 10 % for BLD and
SOD, while ILAS-II deviates from the frost point hygrome-
ter soundings at NYA by −30 % to −40 %. Below 100 hPa,
the deviations cover the range between>−40 % and+30 %.
The biases are all significant except near the zero-crossings
of the bias profiles.

MAESTRO (MST)

MAESTRO (Fig. A1) has very few measurements of wa-
ter vapour above the tropopause. The bias profiles mostly
change from −40 % at about 200 hPa to +40 % around 90
to 100 hPa, with large uncertainties, but nevertheless signif-
icant deviations. Since we are at the upper limit of MAE-
STRO’s measurement range, we refer to a more appropriate
comparison that is provided in a companion paper dealing
with upper-tropospheric humidity (Read et al., 2022).

MIPAS (MBR, MER, MIR, MOR)

For MIPAS, all observation modes and data versions from
the four processors are shown in Fig. A3. Above 70 hPa, the
comparison to the frost point hygrometer data for the NOM
RR modes remains within ± 10 % for most cases. The MOR
data set is the most compact one, with biases for most sta-
tions between +10 % and −10 % for the altitude range of
80 to 20 hPa. Above 20 hPa, a tendency to larger negative
biases exists, while below 80 hPa, the profiles develop an in-
creasingly negative bias. The MOH data set is less compact,
and it shows a pronounced high bias in the range of 70 to
100 hPa. The MOM data set has a bias > 10 % at the lower
end of the profiles and a smaller, almost zero bias at the up-
per end of the profiles. The MIR bias is also quite compact;
however it has a rather pronounced tilt from positive values
around+20 % near the tropopause to−10 % to−20 % above
30 hPa. Again, for MIH the biases to the various FP sites are
less compact but follow in general the characteristics of the
MIR data set. The biases for the MIM data set show S-shaped
profiles with positive biases >+10 % at the lower and much
smaller positive biases at the upper end, similar to MOM. For
MER and MBR, the biases with respect to the frost point hy-
grometer stations have a somewhat larger scatter than that of
MOR and MIR. Most of their biases remain within ± 10 %;
however, some prominent outliers below 60 hPa and above
20 hPa exist.

MBR biases for the northern middle and high latitudes
have mostly small uncertainties and are significant except
near the zero-crossings of the bias profiles. In contrast, the
number of comparisons for the low latitudes is lower; there-
fore the bias uncertainties are higher, leading very often to in-
significant biases. For the LDR FP site (the only in the south-
ern midlatitudes to high latitudes), the biases above 100 hPa
are small, and despite small uncertainties, they are insignifi-
cant. MER and MOR behave similar to MBR for all FP sites
except LDR; deviations from the LDR FP measurements are
larger than for MBR, and they are significant over the full
altitude range of the profiles. MIR biases are more often sig-
nificant (although small) than for the other MIPAS data sets.
In particular, in the tropics where the biases of the other MI-
PAS data sets often have higher uncertainties, the MIR biases
are significant except for the region of the zero crossings of
the profiles. The bias profile with respect to the LDR station
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is significant except in the troposphere below 200 hPa and at
its zero-crossing. The biases for MIPAS HR and MA obser-
vations have, in general, larger uncertainties, mainly due to
the smaller number of coincidences, and are therefore more
often insignificant. Very often, the biases are below ± 10 %,
and the uncertainties are larger than that. Consistently signif-
icant biases can be found, in general, for larger biases. This
is the case for MBH in the comparisons with northern high
and midlatitude stations, larger parts of the MEH profiles in
all latitudes, and for all MIH and MIM biases that are larger
than 2 % or 3 % (absolute). MBM biases are mostly not sig-
nificant, while MEM biases mostly are. MOH and MOM be-
have very much like MEH and MEM in terms of significance
of their biases.

MLS (MLS)

MLS (Fig. A2) reveals a very compact set of biases that are
almost all in the± 10 % range from 70 to 10 hPa. Exceptions
are the comparisons to stations of the Maritime Continent,
i.e. BIK, BND, TRW, KTB, and RVM. For these stations,
MLS shows a high bias up to +30 % in the altitude range
of 100 to 70 hPa. Below 100 hPa, MLS tends to develop a
low bias with a peak at −25 % around 200 hPa and a bet-
ter consistency to frost point hygrometer data, again in the
± 10 % range, close to the local tropopause. In the northern
high and midlatitudes, the uncertainties of the biases are ex-
tremely small, leading to significant but small (mostly +5 %
to 10 %) deviations from the FP data in the stratosphere
above 100 hPa. Even in the low latitudes, the uncertainties
are small enough to make most of the deviations significant,
in particular the deviations from FP stations on the Maritime
Continent. The bias with respect to the LDR FP site is below
5 % above 70 hPa and significant, due to the extremely small
uncertainty. The larger biases below 100 hPa are mostly sig-
nificant, too.

POAM-III (POM)

POM3, as an instrument covering the northern high latitudes
only, has coincidences with the most northern stations NYA,
SOD, KIR, and BLD (Fig. A1). The biases to the three for-
mer stations are rather small, providing curved bias profiles
with negative values around−20 % below 100 hPa and above
20 hPa and positive values of up to +20 % between 100 and
40 hPa. The comparison with the sonde data of BLD gives
a somewhat different picture: here the biases increase from
extreme negative values beyond −40 % below 100 hPa to
+35 % around 50 hPa and remain in the 10 % to 35 % range
above. The hygropause in the POM3 profiles near BLD,
i.e. the altitude with lowest water vapour VMR, is much
lower than in the frost point hygrometer data, and the mean
profile below the hygropause is displaced towards lower alti-
tudes, which both contribute to the increasingly larger nega-

tive bias below 100 hPa. All biases are significant except near
the zero-crossings.

SAGE-II (SG2)

SG2, as another instrument besides HALOE, providing wa-
ter vapour observations for decades, has been used a lot for
construction of longer-term global water vapour data time se-
ries. The comparisons to frost point hygrometer station data
(Fig. A1) provide some scatter; however most data points
lie within ± 20 % deviation and a larger part also within
± 10 %. The comparisons to SOD form an exception with
positive deviations of approximately 25 % over a larger part
of the stratosphere (90 to 35 hPa). The number of coinci-
dences, however, is very small (around 10) for this FP site.
The uncertainties of the bias profiles are often of the order
of ± 5 %, which makes some deviations in the northern high
and midlatitudes insignificant. The bias with respect to BLD
FP observations, however, is significant in the stratosphere
above 100 hPa despite the deviations being less than 5 % over
a large part of the profile. The same is true, although to a
smaller part of the profile, for the comparison to the LDR FP
site (the altitude near the zero-crossings of the profiles always
excluded). For the low-latitude FP sites, a general comment
is difficult to make because of strongly oscillating bias pro-
files and sometime considerable uncertainties. Nevertheless,
also in this latitude region significant biases can be found de-
spite larger uncertainties.

SAGE-III (SG3)

SG3 data (Fig. A1) could be compared to the northernmost
stations (NYA, KIR, and SOD), BLD, and LDR only. The
comparisons agree well, indicating a bias within the ± 10 %
range, with two outliers of the order of +20 % at about 70
and 15 hPa. The comparison to the BLD balloon data indi-
cates, similar to POM3, a hygropause that is lying too low
and displacement towards lower altitudes of the profile part
below as the reason for the increasingly large negative bias
below 80 hPa. Uncertainties of the biases are small enough to
make the biases significant over the full altitude range, except
near the zero-crossings.

SCIAMACHY (SC3, SC1, SC4, SCL)

The SC3 observations (Fig. A2) cover the altitude range from
the tropopause up to approx. 30 hPa. Above 100 hPa, the
comparisons to the FP stations provide a large scatter from
−40 to more than+50 %. The stations on the Maritime Con-
tinent and in the Indian Ocean (pink, purple, and partly red
colours) seem to provide the highest positive biases, while
for northern midlatitude stations the biases tend to be in the
± 10 % range and rather on the negative side. Near to the
upper end of the SCIAMACHY profiles, around 30 hPa, the
deviations to the sonde station data converge to a bias range
of−20 % to+5 %, with only two outliers, and most of the bi-
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ases within the ± 10 % range. The biases with respect to the
BLD FP site are significant below 150 hPa and above 70 hPa.
Other sites for which the biases turn out to be significant, at
least over a large part of the profiles, are SOD, LIN, and SGP,
all revealing negative biases. Biases for HIL, SJC, TRW,
BIK, RVM, and LRN are significant for at least a part of the
profile and positive, while the comparison to LDR shows in-
significant and rather small biases. The SC1 and SC4 data
sets, both solar occultation observations, have in common
that only stations from moderate to high northern latitudes
contribute to the comparisons (Fig. A1). The SC1 relative bi-
ases are within ± 10 % between 100 and 20 hPa, and above
and directly below this altitude range they tend towards more
negative values. Biases and uncertainties are rather small and
of the same order of magnitude for KIR and NYA. There-
fore the biases are largely insignificant. The other stations
reveal significant biases. SC4 shows biases within ± 10 %
between 100 and 20 hPa for four out of six FP sites. Biases
with respect to NYA and KIR, however, are at about 10 %
at 100 hPa but decrease to about −20 % at 30 hPa. All bi-
ases except near the zero-crossings of the bias profiles are
significant. The SCIAMACHY lunar occultation data set has
coincidences with the FP station of LDR only (Fig. A1). The
bias for this site is between 10 % and 20 % and significant at
all altitudes.

SMILES (SLA, SLB)

The comparison of SMILES water vapour observations from
their channel A and B (Fig. A2) to frost point hygrometer
sonde data shows a large scatter and prominent biases reach-
ing from−40 % and more below 100 hPa to+40 % and more
between 40 and 30 hPa. Due to the short mission lifetime of
SMILES, the number of coincidences with frost point hy-
grometer soundings is, however, very limited. As a conse-
quence, uncertainties of biases are rather large. Nevertheless,
the biases are significant except near the zero-crossings of
the profiles.

SMR (SM5, SM4)

SMR 544 GHz comparisons with frost point hygrometer data
reveal a large scatter of the biases over ± 40 % and more
(Fig. A2). Most of the bias profiles are negative, and there
seems to be a certain concentration of biases around −30 %.
There is no latitude dependence obvious. Despite the long
lifetime of the SMR mission (which is still operational at the
time of this writing) and its rather dense global coverage, the
number of coincidences range between 10 and 100 for most
of the stations only. The spread of the coincident SM5 pro-
files is, however, far larger than the spread of the frost point
hygrometer profiles, indicating that the SM5 profiles have a
considerable measurement error (see Fig. S29 in the Supple-
ment). The SMR 489 GHz observations of water vapour are
available above 50–60 hPa only. They are more compact than

the 544 GHz observations, with biases between −20 % and
+20 % and most data points falling into the ± 10 % range.
However, for this observation channel, a much smaller num-
ber of stations providing coincident balloon soundings are
available, and the number of coincidences per station is often
below 10. Therefore, the biases have often large uncertain-
ties. Nevertheless, most of the biases are significant.

SOFIE (SOF)

For SOFIE, comparisons with frost point hygrometer data
from SOD, BLD, LIN, HIL, SJC, and LDR are available
(Fig. A1). The comparisons to all frost point hygrometer data
are very compact. Above 100 hPa, almost all data points of
the biases fall into the ± 10 % range, and many of them are
even closer than ± 5 % to the frost point hygrometer data.
The uncertainties are small, making even the tiny deviations
from FP measurements at BLD or LDR significant.

3.5 Synopsis of the bias assessment

For the overall assessment of biases of SAT records against
FP profiles, we have averaged the results from all stations
in each of the following three pressure ranges: tropopause to
100 hPa, 100 to 30 hPa, and 30 to 10 hPa. The average biases
and their standard errors were calculated with Eqs. (9) and
(11), respectively. They are listed in Tables 3 and 4. In Fig. 8
thick horizontal bars show average biases plus/minus twice
the respective standard errors to indicate the 95 % confidence
limits. Additionally, the 5th and 95th percentile values are
marked in the plots and listed in the tables.

In the 10–30 hPa altitude range, most of the satellite data
records have mean biases within the± 10 % range, and some
of them show even better overall agreement with the FP data.
ACE, MLS, SG2, SG3, SC1, SC4, and SOF have very accu-
rately determined biases of smaller than ± 5 %. Data records
with mean biases larger than ± 5 % but less than ± 10 % are
HAL, POM, and SM4. For all three, the bias accuracy is very
good. Data records with biases larger than ±10 % are ILA,
MST, SLA, SLB, SM5, GOM, and HIR. Except for MEM
and MIH , the MIPAS data records are all within the ± 10 %
range regarding their bias in the 10 to 30 hPa altitude range
with the majority of these being within the ± 5 % range. The
three ESA data products have all a positive bias, while the
three IMK/IAA data records have all a negative bias. Ex-
cept for the ESA product, water vapour derived from the
MIPAS middle atmosphere measurement mode shows agree-
ment with FP data of better than 5 %.

In the altitude range of 30–100 hPa, HIR, SG2, SG3, SOF,
SM4, SLB, SC3, SC4, SC1, ACE, and MLS have biases less
than ± 5 %. However, SM4 and SLB have very large uncer-
tainties of the biases. HAL and ILA have biases less than
± 10 %. POM and GOM have biases just greater than 10 %
in the 30 to 100 hPa altitude range, while the biases of SM5,
SLA, and MST far exceed 10 %. Except for MOM, MEM,
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Table 3. Tabulated data used in the left columns of Fig. 8 for the non-MIPAS data sets; 100–TP means the pressure range from 100 hPa down
to the tropopause. Statistically significant biases are presented in boldface text. Note that the column “Rel. SE” does not give the relative
value for 2×SE used for the plots in Fig. 8, but only the relative value for the SE.

SAT label P range/hPa Rel. bias/% Rel. SE/% 5th percentile 95th percentile

ACE 10–30 −0.026 0.144 −16.971 21.514
30–100 0.638 0.065 −15.678 15.584
100–TP −5.013 0.209 −380.964 117.333

GOM 10–30 −28.762 0.434 −74.006 26.549
30–100 −10.539 0.279 −62.126 42.556
100–TP −7.969 0.441 −128.002 104.097

HAL 10–30 −5.606 0.146 −22.702 9.299
30–100 −7.520 0.080 −22.894 9.806
100–TP −14.403 0.284 −267.165 8.682

HIR 10–30 −10.836 0.121 −45.594 34.876
30–100 1.509 0.061 −30.474 47.731
100–TP 20.139 0.188 −49.116 101.612

ILA 10–30 −10.512 0.472 −15.973 −4.401
30–100 −5.160 0.238 −16.187 9.974
100–TP −14.386 1.304 −56.345 23.072

MST 10–30 261.870 51.987 158.897 2602.118
30–100 105.646 1.795 21.137 383.422
100–TP −21.142 0.793 −217.222 168.084

MLS 10–30 2.634 0.043 −9.359 15.280
30–100 2.147 0.022 −11.376 16.314
100–TP 6.257 0.058 −150.251 34.656

POM 10–30 −5.568 0.325 −24.457 14.260
30–100 10.644 0.191 −12.016 31.779
100–TP 4.689 0.236 −99.721 179.944

SG2 10–30 −2.113 0.152 −23.830 16.922
30–100 3.387 0.149 −17.764 26.080
100–TP 0.121 0.447 −111.409 56.102

SG3 10–30 4.824 0.160 −16.489 27.473
30–100 0.138 0.092 −20.543 29.615
100–TP −4.751 0.181 −175.203 92.155

SC3 30–100 −0.975 0.232 −36.536 26.485
100–TP −24.304 0.466 −106.064 64.791

SC1 10–30 2.440 0.046 −8.474 15.293
30–100 3.769 0.029 −8.665 20.503
100–TP −12.099 0.103 −29.608 9.048

SC4 10–30 0.238 0.077 −21.325 11.679
30–100 2.327 0.044 −14.521 15.566
100–TP 9.746 0.286 −20.819 39.344

SLA 10–30 45.905 5.340 −2.487 82.150
30–100 −27.460 1.469 −231.510 47.187

SLB 10–30 160.216 9.478 131.965 522.533
30–100 4.142 1.394 −185.750 202.804
100–TP −60.679 18.084 −174.678 −16.925

SM4 10–30 −6.263 1.073 −25.716 20.280
30–100 −4.710 1.055 −20.002 64.179

SM5 10–30 −37.846 1.047 −79.713 42.433
30–100 −25.821 0.486 −72.709 40.834
100–TP −22.650 1.261 −160.116 107.726

SOF 10–30 −2.923 0.046 −22.563 14.389
30–100 −1.906 0.044 −20.371 15.347
100–TP −19.456 0.970 −28.404 14.192
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Figure 8. Relative differences of satellite and FP data averaged over all sites and the three pressure ranges 10–30 hPa (a and b), 30–100 hPa (c
and d), and 100 hPa to tropopause (e and f). The panels on the left show comparisons for all satellite instruments except MIPAS. In the right
column all MIPAS comparisons are displayed. For colour coding and symbols see Fig. 2. Thin lines between symbols span the 5 %–95 %
range of the data, while thick bars indicate the range of twice the standard errors (2×SE) around the mean biases. The actual average bias
values are given by the centre of the thick bars. For the 10–30 hPa panel, SLB and MST biases and the 5 %–95 % range of data are completely
beyond the relative difference scale (see Table 3 for the actual values).

and MEH, MIPAS data sets fall into the ± 10 % bias range.
MOR, MOH, MBR, MBH, MER, MIR, and MIH show even
biases lower than ± 5 %.

In the tropopause to 100 hPa altitude range, the biases,
and especially the data spread, become large for many of
the SATs. Data records with biases below ± 10 % are POM,
GOM, SG2, SG3, SC4, ACE, and MLS. Of these, POM,
SG2, and SG3 show biases below ± 5 %. ACE just misses
this value. For the MIPAS data sets, MOR, MOH, MBR,
MBH, MER, MIR, and MIH are within ± 10 % bias. MOR,
MOH, MBR, MER, and MIH even stay within the ± 5 %
range. For all data records, the uncertainties of the biases in-
crease compared to the other altitude ranges.

4 Assessment of drifts in satellite–FP differences

Linear temporal trends in the relative differences between
stratospheric water vapour mixing ratios reported for satel-
lite (SAT) and frost point hygrometer (FP) measurements
are hereinafter referred to as “drifts”, expressed in units of
% yr−1. Relative differences in SAT and FP mixing ratios
(100 %× (SAT–FP)/FP) were calculated using FP mixing ra-
tios as the divisors. As the bias analyses above, this investiga-
tion of drifts is based on FP and satellite-based profile mea-
surements that are coincident in space and time according to
the criteria provided in Sect. 2.2. Also analogous to the bias
evaluations, before comparing to SAT profiles, the vertical
resolution of each FP profile was degraded to that of the cor-
responding satellite’s reporting levels and placed on its grid
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Table 4. Tabulated data used in the right columns of Fig. 8 for the diverse MIPAS data sets; 100–TP means the pressure range from 100 hPa
down to the tropopause. Statistically significant biases are presented in boldface text. Note that the column “Rel. SE” does not give the
relative value for 2×SE used for the plots in Fig. 8, but only the relative value for the SE.

SAT label P range/hPa Rel. bias/% Rel. SE/% 5th percentile 95th percentile

MBH 10–30 −4.094 1.003 −36.112 35.307
30–100 −2.386 0.495 −33.585 23.368
100–TP −9.228 1.900 −236.371 62.386

MBM 10–30 1.043 0.566 −13.619 10.737
30–100 −7.233 0.378 −24.762 19.895
100–TP −11.620 2.010 −31.430 3.986

MBR 10–30 0.784 0.250 −19.268 16.029
30–100 1.690 0.174 −29.630 29.141
100–TP −4.344 0.969 −221.124 78.809

MEH 10–30 5.630 0.535 −16.050 35.212
30–100 11.597 0.413 −23.067 29.887
100–TP −14.034 1.376 −116.286 21.503

MEM 10–30 14.065 0.111 −8.291 24.056
30–100 11.649 0.301 −5.897 24.034

MER 10–30 2.424 0.155 −17.250 21.233
30–100 −2.766 0.095 −25.041 15.995
100–TP −1.983 0.260 −152.016 51.576

MIH 10–30 −10.083 0.274 −26.791 14.477
30–100 1.105 0.151 −15.490 15.954
100–TP 4.162 0.456 −84.822 54.517

MIM 10–30 −1.044 0.269 −18.790 13.070
30–100 6.569 0.180 −12.795 21.461

MIR 10–30 −7.997 0.102 −25.466 11.439
30–100 0.398 0.053 −13.176 15.017
100–TP 5.608 0.159 −68.337 78.580

MOH 10–30 −7.522 0.472 −21.631 24.156
30–100 4.056 0.358 −18.068 44.929
100–TP 0.252 1.251 −89.854 44.318

MOM 10–30 4.440 0.121 −13.914 25.995
30–100 10.517 0.363 −5.259 44.089

MOR 10–30 −0.495 0.154 −19.394 21.946
30–100 −3.035 0.078 −21.461 17.647
100–TP −0.714 0.225 −194.747 26.589

of reporting pressures (i.e. convolved) using satellite-specific
averaging kernels or more generic Gaussian-shaped smooth-
ing kernels (see Sect. 2.3 and Table 2). To minimize the influ-
ences of tropospheric air on this evaluation of stratospheric
measurements, the reporting levels of SATs were limited to
those above the local tropopause (Sect. 2.2). Similar analy-
ses of biases and drifts between SAT and FP measurements
of tropospheric water vapour have already been published by
Read et al. (2022).

Several of the methods employed here to evaluate drifts
are slightly different from those used above for the bias anal-

yses. In cases where multiple profiles from a given SAT were
identified as coincident with a FP profile (a “coincident clus-
ter”), the median SAT mixing ratio and standard error of the
mean SAT mixing ratio were calculated for each cluster, as
was done in Hurst et al. (2014). The convolved or smoothed
FP mixing ratio profile (see Sect. 2.3) was then subtracted
from the median SAT mixing ratio profile. The advantage
gained using median mixing ratios instead of averages is that
they are much more resistant to skew by statistical outliers.
The SAT–FP mixing ratio differences (in ppmv) were divided
by the FP mixing ratios and then multiplied by 100 % to pro-
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duce the SAT–FP relative differences analysed here. For each
unique pair of FP sites and satellites, the drift at each SAT re-
porting level was independently determined using a weighted
linear regression fit to the time series of SAT–FP relative dif-
ferences, with statistical weights based on the standard error
of the mean SAT mixing ratio for each coincident cluster.

4.1 Evaluation of data records for drift analysis

Unlike the bias evaluations, an analysis of drift in SAT–FP
relative differences requires a sufficient number of differ-
ences over an adequately long period of time to detect and de-
termine statistically robust trends. The unique pairs of SATs
and FPs evaluated for biases (see Tables 1 and 2) included
many with short and/or sparse time series of relative differ-
ences. Typically, the statistical uncertainties of drifts deter-
mined for these pairs were large, and the calculated drifts
were very sensitive to the removal of one data point from the
time series. Simple tests of drift uncertainties and sensitiv-
ities for time series with varying lengths and data densities
were performed. The results revealed that robust drift statis-
tics were consistently produced for time series > 5 years in
length and composed of at least one difference in 67 % of the
years covered. Of all the unique SAT–FP pairs analysed for
biases, only 64 provided difference time series that met these
more stringent criteria for drift analysis. This excluded sev-
eral time series > 5 years in length but with only short-term
“bursts” of FP data from intensive measurement campaigns.

Table 1 identifies the seven FP sounding sites that paired
with SATs to provide at least one time series of differences
that met the record length and data density criteria. Table 2
identifies the 20 SAT retrievals that paired with FP sites to
produce at least one qualifying time series. Of these 20 SAT
retrievals, 8 were for MIPAS, 3 for SCIAMACHY, 2 for SMR
and 1 each for 7 other SATs. In total, 1146 time series of
SAT–FP relative differences were analysed for drift at each
SAT reporting pressure ranging from 275 to 13.1 hPa. These
time series are based on several thousand satellite profiles
and just over 900 unique FP profiles over 7 sites.

The numbers of reporting levels for each unique SAT–FP
pair that met the drift analysis criteria are presented in Ta-
bles 5 and 6. Each SAT–FP pair provided difference time se-
ries at an average of 18 reporting levels over an average of 3
FP sites, though the individual coverages ranged widely from
1 to 74 reporting levels and 1 to 7 sites. For example, MI-
PAS Bologna V5R v2.3 MA (“MBM”) retrievals produced
only a single qualifying time series of differences at 43 hPa
over the BLD site, while MAESTRO (“MST”) retrievals pro-
duced qualifying difference time series at an average of 50
reporting levels over each of 4 FP sites. Since the records
for HAL and SG2 extend only 5–6 years into the new mil-
lennium, they overlap adequately only with the FP record at
BLD. The MLS is the only SAT that paired with all seven FP
sites.

4.2 Methods for quantifying drifts

Each time series of SAT–FP differences was examined for
statistical outliers by performing a preliminary standard lin-
ear regression analysis. Data points with residuals from the
fit line that were > 2.5 times the mean of the absolute val-
ues of the residuals were omitted from further analysis. This
method of outlier filtering removed an overall average of
5.7 % of the data points from the time series before they were
analysed for drift.

Drifts in SAT–FP differences were determined using
weighted linear regression analyses (Fig. 9). The weight Wi

applied to each difference was computed as the squared re-
ciprocal of its uncertainty (Eq. 12). The uncertainty λi of
each difference was calculated (in quadrature) from the rela-
tive standard error (σi) of the mean mixing ratio of the “coin-
cidence cluster” of satellite profiles (in %) and the ± 6 % un-
certainty of stratospheric water vapour measurements by FPs
(Hall et al., 2016; Vömel et al., 2016). Each fitting weight
was then scaled to the 95 % level of confidence using the Stu-
dent t value for the number (n−1) of satellite profiles in each
coincidence cluster. In this way, differences with smaller un-
certainties had greater weights and therefore stronger influ-
ences on the linear regression fits.

Wi = λi
−2,whereλi = t0.95,i

√
σi2+ 0.062 (12)

SAT–FP differences based on only a single coincident satel-
lite profile (a rare occurrence) were assigned the smallest
weight calculated for the entire time series. Consequently,
these single profile differences had the weakest influence on
the linear regression analyses of drift.

The slope of the weighted regression fit line for each time
series of relative differences was utilized as the best statis-
tical estimator of the linear temporal drift (% yr−1) in the
differences. Similarly, the 95 % confidence limits of calcu-
lated slopes were considered the best estimates of drift un-
certainty and thus used to evaluate the statistical significance
of the drifts. In this analysis, a drift in SAT–FP differences
at a given reporting pressure is considered to be statistically
significant if the 95 % confidence interval of the regression
line slope does not include zero.

The vertical profiles of drifts determined for four unique
SAT–FP pairs (Fig. 10) and all SAT–FP pairs (Figs. B1–B5)
illustrate how the 95 % confidence intervals determine sta-
tistical significance. In these plots, if the 95 % confidence
interval (full span of the error bar) does not intersect the
vertical line for zero drift, the drift is labelled significant.
Red (blue) markers indicate the statistical significance (non-
significance) of the drifts at all reporting pressures. Figure 10
also shows that the reporting pressures for some SAT–FP
pairs span only very limited ranges (e.g. 100–15 hPa for SOF
at LIN), while those for other pairs cover much wider inter-
vals (e.g. 196–18 hPa for MIR at BLD). The ranges of report-
ing pressures were typically smaller over tropical FP sites be-
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Figure 9. Time series of SAT–FP relative differences for eight unique pairs of satellite retrievals and FP sites. See Tables 1 and 2 for the
three-letter codes that represent the relevant FP sites and satellite retrievals. The SAT reporting pressure for the time series shown is given in
each panel. Vertical error bars depict the uncertainties in SAT–FP differences that factor into the weighted linear regressions used to calculate
the black trend lines. Grey crosses are data points identified as outliers and omitted from the analyses.

cause their tropopause cut-offs were at lower pressures than
the extratropical sites.

4.2.1 Special case of MLS drifts

The data, trend lines, and correlation coefficients produced
by weighted linear regression fits of all 1146 SAT–FP dif-
ference time series were visually checked for consistency
and quality. The abnormalities most often revealed were the
poorer fits (and lower correlation coefficients) associated
with MLS–FP differences over most of the FP sites. Visually,
many of the MLS–FP time series show little or no evidence
of drift until ∼ 2010, after which positive trends in the dif-
ferences become readily apparent (Fig. 11). These positive,
post-2010 drifts in MLS–FP differences were previously re-
ported from similar drift evaluations above the BLD, HIL,
LIN, LDR, and SJC sites (Hurst et al., 2016).

The alternative methodology used here, analogous to that
described by Hurst et al. (2016), is a piecewise continu-
ous weighted linear fitting procedure for each time series of
relative MLS–FP differences. The fitting algorithm divides
each time series into two distinct periods by identifying the
point in a record when a statistically significant change in

the trend occurred, the “changepoint” as described by Lund
and Reeves (2002). The optimal changepoint is the date for
which linear fits before and after it yield the smallest root
mean square (rms) of residuals. In the case of MLS–FP dif-
ferences, the piecewise continuous weighted linear fits sub-
stantially improve the “goodness of fit” for each time series
(Fig. 11). Compared to the full time series regression fits of
MLS–FP differences, the two-piece linear fits decrease the
rms of residuals at each of the five FP sites by 1 % to 8 %,
with an average reduction of 4 %. For the MLS–BIK time
series, no statistically significant changepoints were identi-
fied because the FP record at BIK is dominated by data ob-
tained during intensive but short-lived, annual measurement
campaigns (Fig. 9). For HIL, the records of MLS–HIL dif-
ferences lack adequate data before≈ 2010 for the time series
to be analysed by this method (Fig. 11). The piecewise con-
tinuous fits were therefore performed only on the MLS–FP
time series at SOD, LIN, BLD, SJC, and LDR. The drifts and
other statistics reported for the post-changepoint fits to MLS–
FP difference time series are denoted by the SAT code MLS∗.

MLS retrievals at 31 of 70 pressure levels (44 %) in the
121–18 hPa range over seven FP sites exhibited full-record
drifts that are positive and statistically significant (Fig. 12).
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Figure 10. Vertical profiles of drifts (filled circles) and their 95 % confidence intervals (horizontal error bars) for four different SAT–FP pairs.
Blue error bars denote drifts that are not significantly different from zero, while red error bars indicate statistically significant drifts. Numbers
in black text to the right of each panel present the number of SAT–FP differences in the time series analysed for drift at the corresponding
pressure levels. Note that the x-axis scale is different for panel (d).

Figure 11. Time series of relative MLS–FP differences at 68 hPa over six different FP sites. As in Fig. 9, vertical error bars represent the
uncertainties in differences, and grey crosses are data points identified as outliers and omitted from the drift analyses. Black lines depict the
trends determined by weighted linear regression fits to the entire records of differences. Coloured lines show the linear trends in two distinct
time periods (except at HIL) that are separated by a statistically significant changepoint, as determined by piecewise continuous weighted
linear regression fits (see Sect. 4.2.1).

When piecewise continuous linear fits were performed on the
same MLS–FP differences, excluding those at HIL and BIK,
pre-changepoint drifts were positive and statistically signif-
icant at 4 of the 52 (8 %) reporting levels (Fig. 12b), while
46 of the 52 (88 %) post-changepoint drifts were significant
and positive (Fig. 12c). The vast majority (90 %) of the pos-
itive post-changepoint MLS∗ drifts were stronger than the
full-record MLS drifts (Fig. 12). For MLS-reported pressures
from 68 to 22 hPa over all FP sites except HIL and BIK,
post-changepoint drifts were an average of ±σ of 2.4± 1.0
times stronger than full-record drifts. Though the piecewise
fits better represent the MLS–FP time series and reduce the
rms of residuals compared to full-record fits, their uncertain-

ties are larger than for the full-record drifts because the pre-
and post-changepoint records have substantially smaller data
populations.

4.3 Drift profiles for the unique SAT–FP pairs

The drifts determined for all 21 SATs (MLS∗ included), each
paired with 1 to 7 FP sites, are presented as vertical profiles in
Fig. 13 and in Figs. B6 and B7. Similarly, Figs. 14 and B8–
B9 show the drifts of all paired SATs at each of the seven
FP sites. Both sets of figures are analogous to Fig. 10 except
each panel of Fig. 13 shows the drifts of a unique SAT over
multiple FP sites using the coloured symbol scheme from
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Figure 12. Vertical profiles of drifts in (a) MLS–FP differences spanning the entire records (2004–2016), (b) for the 2004 to ≈ 2010 pre-
changepoint period, and (c) for the ≈ 2010 through 2016 post-changepoint period (i.e. MLS∗). The legend applies to all three panels, but
drifts at HIL and BIK are not available for panels (b) or (c). The coloured-matched shading surrounding each profile represents the 95 %
confidential intervals of the drifts over that site.

Fig. 1, while each panel of Fig. 14 shows the drift profiles of
multiple SATs over each FP site using the coloured symbol
scheme from Fig. 2. In some panels of Figs. 13, B6, and B7,
the colours and symbols for some SAT–FP pairs were slightly
adjusted to help differentiate between the drift profiles at spe-
cific FP sites, for example LIN and BLD. Another modifica-
tion to Figs. 13, B6, and B7 is that the 95 % confidence in-
tervals are represented by shaded, symmetric envelopes that
match the colours of the drift profile markers and connecting
lines. For some SATs the drifts were relatively uniform with
pressure, while the drifts of others were much more variable.
Note that the reporting pressure for some SATs are the same
for each FP site, while for other SATs they are not.

There is a general tendency for the uncertainties of drifts
to broaden at the extremes of the reporting pressure ranges.
This often occurred because there were sharp drop-offs in
data populations of the difference time series at the highest
and lowest pressures and, therefore, fewer data points for the
weighted regression fits. Two factors affecting uncertainties
at the high and low pressure ends of drift profiles are the an-
nual cycles in extratropical tropopause pressures that reduce
the data populations at the highest reporting pressures during
summer months and the altitude ceilings of balloon-based
FP profiles that limit data populations at the lowest reporting
pressures.

Of the 21 different SATs analysed here, some have drift
profiles over multiple FP sites that are statistically equivalent
when the drift uncertainties are considered. For example, the
ACE drift profiles ≤ 85 hPa are statistically the same over
all five FP sites (Fig. 13a). Drift profiles for SC1 (Fig. 13b)
at LIN and BLD also statistically overlap over their entire
pressure ranges, although the drifts ≥ 51 hPa are significant
over LIN but not BLD. Drifts for SOF over SOD and LIN
(Fig. 13d) also statistically overlap over their entire pressure

ranges, with all drifts in the 58–17.2 hPa interval over both
sites being positive and significant. Drift profiles for SATs
at other FP sites are not always statistically the same, as ex-
emplified by the absence of statistical overlap in SC1 drifts
at 10 reporting levels over SOD and BLD in the 45–23 hPa
interval (Fig. 13b), MST drifts at 6 reporting levels (170–
140 hPa) over SOD and BLD (Fig. 13f), and SC4 drifts at 4
levels (35–25 hPa) over SOD, LIN, and BLD (Fig. B7d).

Given the vertical profiles of drifts in Figs. 12, 13, and
14, plus those provided in the Appendix (Figs. B1–B9), it
is evident that a few SATs exhibit statistically significant
drifts at many reporting levels over multiple FP sites. Of the
1213 time series of SAT–FP differences analysed here for
drift (includes analyses of MLS∗), 419 (35 %) of the drifts
were statistically significant. Of the 21 SATs examined here,
MLS∗ and SOF had the highest percentages of reporting lev-
els (84 % and 70 %, respectively) with statistically signifi-
cant drifts over their associated FP sites. The percentages for
four other SATs were> 40 %: MST (47 %), SC1 (46 %), SC4
(41 %), and MLS (41 %). Overall, these 6 SATs were associ-
ated with 339 (81 %) of the 419 statistically significant drifts.

Though the identification of statistically significant drifts
is an important result, a more critical metric is the strength
of a drift, as this limits the utility of a satellite data set when
trying to detect temporal trends in stratospheric water vapour.
For this work, a drift of−1 % yr−1 (≈−0.5 ppmv per decade
in the middle stratosphere) in a data set would either com-
pletely mask a real trend of +0.5 ppmv per decade or double
a real trend of −0.5 ppmv per decade, effectively rendering
the data set unusable for detecting a trend of this magnitude.
With this in mind, we focus on identifying statistically sig-
nificant drifts with magnitudes > 1 % yr−1, which are here-
inafter called “large significant drifts”.

Atmos. Meas. Tech., 16, 4589–4642, 2023 https://doi.org/10.5194/amt-16-4589-2023



M. Kiefer et al.: H2O bias and drift assessment from comparison to FP data 4611

Figure 13. Vertical profiles of drifts in SAT–FP differences. Each panel displays the drifts for one SAT paired with 2–5 different FP sites.
Drifts over each FP site (connected coloured markers) are presented with their 95 % confidential intervals (coloured-matched shading).
Shading that does not cross the black vertical line at 0 % drift indicates drifts that are statistically significant. Note that the x-axis scale for
the far right column is expanded to show the drifts with greater clarity.

For many SATs, the numbers of large significant drifts
are nearly as great as their numbers for statistically signifi-
cant drifts. Overall, large significant drifts were identified for
349 (29 %) of the 1213 difference time series. Percentages of
large significant drifts were again greatest for MLS∗ (63 %)
and SOF (56 %), followed by MST (47 %), SC1 (43 %), and
SC4 (32 %). These 5 SATs are associated with 264 (76 %) of
the 349 large significant drifts.

The pressure dependence of the drifts of each SAT–FP was
investigated by separating them into three pressure intervals:
10–30 hPa, 30–100 hPa, and from 100 hPa down to the lo-
cal tropopause pressure (100–TP). For the 21 SATs and 7 FP
sites there were a total of 215, 604, and 394 SAT–FP time
series in the 10–30, 30–100, and 100–TP pressure ranges
(Fig. 15). In these pressure intervals, 76 (35 %), 209 (35 %),
and 134 (34 %) of the drifts were statistically significant and
65 (30 %), 157 (26 %), and 127 (32 %) were large and signif-
icant. The uniformity of these overall percentages across the
three pressure intervals suggests a general lack of pressure
dependence of the significant drifts, but these bulk statistics
do not provide conclusive evidence for individual SATs.

MLS∗ drifts in the 100–TP pressure interval were large
and significant for 60 % of the reporting levels across its five
paired FP sites (Fig. 15). In this lowest layer of the strato-
sphere, 50 % of the SG2 and SC1 drifts and 40 % of the HAL

and MST drifts were also large and significant. Interestingly,
all large significant SC1 drifts in the 100–TP interval were
over SOD and LIN, while none were over BLD. For MST
the highest percentages of large significant drifts (100–TP)
were over LIN (50 %) and LDR (68 %). It is difficult to assess
whether the large significant drifts of a specific SAT were lat-
itude dependent in any of the pressure intervals because most
SATs paired with only three or fewer FP sites.

For reporting pressures 30–100 hPa, 39 % to 69 % of the
drifts of SOF, SC1, MST, and MLS∗ (in increasing order)
were large and significant. All large and significant SC1
drifts were over SOD and LIN, with none over BLD, the
same as for SC1 drifts in the 100–TP interval. The great-
est fractions of large significant drifts for MST were again at
LIN (81 %) and LDR (73 %), although there was also a high
percentage at SOD (67 %). Large significant drift percent-
ages for MLS were highest at LIN (43 %), while for MLS∗

they were 100 % at SOD and LIN, 86 % at BLD, and 43 % at
LDR. The fractions of large significant SOF drifts were con-
siderable at LIN (61 %), one of the only two FP sites with
enough SOF-coincident soundings to permit statistically ro-
bust analyses of drift.

In the 10–30 hPa interval, only two SATs had large signif-
icant drifts at ≥ 50 % of their reporting levels: MLS∗ (50 %)
and SOF (84 %). For MLS∗, 100 % and 50 % of drifts in this
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Figure 14. Vertical profiles of drifts in SAT–FP differences. Each panel displays the drifts for the multiple SATs paired with each FP site.
Profiles for non-MIPAS SATs appear in the top row, and for MIPAS SATs appear in the bottom row. Drifts for each SAT are represented by
unique coloured markers according to Fig. 2. MLS∗ refers to drifts in MLS from ∼ 2010 through 2016, as discussed in Sect. 4.2.1.

Figure 15. Numbers of total reporting levels (grey) and those with large (> 1 % yr−1) significant drifts at the paired FP sites (colours) for
each SAT. The counts are divided into three distinct pressure intervals: 10–30 hPa, 30–100 hPa, and 100 hPa to the local tropopause (TP)
pressure. Coloured bars are stacked in front of grey bars to show the fractions of reporting levels with large significant drifts across all the
FP sites relative to all reporting levels. Values for the three grey bars exceeding the y-axis limits are given in white text at the top of the bar.
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pressure range were large and significant over LIN and LDR,
respectively. Large significant drift percentages for SOF were
again high at SOD (84 %) and LIN (83 %). Interestingly,
55 % of the drifts in SC1 retrievals at SOD were large and
significant, while none were at LIN or BLD.

Some SATs were associated with high percentages of large
significant drifts at only one FP site. For GOM drifts at SOD,
BLD, and LDR, 8 of the 9 large significant drifts at 43 to-
tal reporting levels in the 10–30 hPa and 30–100 hPa inter-
vals were at SOD. In the two highest pressure intervals, 8
of 10 large significant drifts in MOR were at SOD, with 1
each at BLD and SJC and none at BIK or LDR. In the 100–
TP interval, 7 of 11 large significant drifts for ACE were at
SOD (48 reporting levels over 5 sites), and 4 of 5 large sig-
nificant drifts for MIR were at SOD (20 levels over 4 sites).
In total, 134 (38 %) and 122 (35 %) of 349 significant drifts
were identified over SOD and LIN. However, when interpret-
ing these high percentages, it should be considered that 359
(29 %) and 260 (21 %) of all the SAT–FP time series analysed
for drift were over SOD and LIN, respectively.

4.4 Mean drifts for the unique SAT–FP pairs

Statistics for the drifts at all reporting levels in the same
three pressure intervals are presented for each SAT–FP pair
in Fig. 16. Each horizontal bar denotes the weighted average
of drifts for a specific SAT–FP pair over all reporting levels in
the given pressure interval, while the vertical bars depict the
95 % confidence intervals of the weighted means. Weights
were calculated using Eq. (10), which scales the standard
errors of drifts by the SAT-dependent compensation factors
(i.e. grid width vs. vertical resolution) that were employed
in the bias analyses. Uncertainties of the weighted averages
were determined from the weights and the standard errors of
the computed drifts using Eq. (11). The mean drift for a given
SAT–FP pair is statistically significant if its 95 % confidence
interval (vertical bar) does not include zero (horizontal black
line at zero drift).

For some SATs there are large (> 1 % in magnitude) and
statistically significant mean drifts in multiple pressure inter-
vals (Fig. 16). GOM has large negative mean drifts at SOD
in both the 10–30 hPa and 30–100 hPa intervals. HAL has
positive and significant mean drifts over BLD in all three
pressure ranges but only those for 10–30 hPa and 100–TP are
> 1 % yr−1. For MST, there are large significant mean drifts
in the 30–100 hPa and 100–TP intervals over LDR, LIN, and
SOD. These mean drifts at LDR and LIN are positive, while
those at SOD are opposite in sign. Large positive mean drifts
in SC1 are indicated for all three pressure intervals at SOD
and for the 30–100 hPa and 100–TP intervals at LIN. For SC4
there are large negative mean drifts in all three pressure inter-
vals over BLD. Of the eight MIPAS retrievals evaluated here,
none have large significant mean drifts in more than one of
the three pressure intervals.

Another way to utilize Fig. 16 is to look for uniformity
in the mean drifts of a SAT across all its paired FP sites,
in one or more pressure intervals. Consistency in the drifts
of a given SAT over multiple FP sites, especially those at
widely separated latitudes in different hemispheres, provides
evidence that the drifts are not latitude dependent. For ex-
ample, the mean drifts of MLS∗ over its five paired FP sites,
ranging in latitude from 45◦ S to 67◦ N, are relatively uni-
form in both the 30–100 and 10–30 hPa intervals (Fig. 16).
Mean drifts for ACE, SC4, SM5, MBR, MER, and MIR in
the 10–30 hPa range are also consistent across their paired
FP sites when the uncertainties are considered. Other exam-
ples of SATs with consistent mean drifts over wide latitude
ranges can be found in Fig. 16.

4.5 Mean drifts at each FP site across all SATs

When viewed across each panel of Fig. 16, uniformity in the
large significant mean drifts of multiple SATs at a specific FP
site (marker colour) may be indicative of a drift in the FP time
series at that site rather than in the SAT time series. However,
this is conclusive only if the mean drifts for a given FP site
are consistent across several different SATs, not just for mul-
tiple retrievals of the same satellite instrument (e.g. MIPAS).
For example, in the 10–30 hPa interval, there are relatively
uniform large negative mean drifts at SJC when paired with
three different MIPAS retrievals (MER, MIR, and MOR), but
the mean drifts at SJC for another MIPAS retrieval (MBR)
and two non-MIPAS instruments (MLS and SM5) are nei-
ther negative nor significant. Similarly, in the 30–100 hPa in-
terval, mean drifts for SOD paired with 7 SATs are negative
and statistically significant, but 5 of those 7 drifts involve MI-
PAS retrievals, and the mean drifts for 10 other SATs at SOD
are either positive or not significantly different from zero.

This interpretation of the mean drifts shown in Fig. 16
is supported by the visible inconsistencies between the drift
profiles of the various SATs paired with each FP site (Figs. 14
and B8–B9). For example, the drift profiles of GOM, MST,
MLS, and SM5 at LDR (Fig. 14c) are all notably different.
Similar inconsistencies between different SATs are present
at other FP sites for both the non-MIPAS and MIPAS SATs.
Preliminary calculations of mean drift profiles across all
SATs, non-MIPAS and MIPAS SATs included, at a specific
FP site, revealed that their large uncertainties rarely produce
mean drifts with statistical significance. This is not surprising
given the uniqueness of each SAT instrument and its retrieval
methods for water vapour measurements, so no further anal-
yses of the multiple SAT mean drifts at each FP site were
performed. Such an analysis could be performed on a subset
of the most stable SATs, but that would be somewhat subjec-
tive and beyond the scope of this paper.
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Figure 16. Mean drifts (horizontal bars) and their uncertainties (vertical bars) for each SAT–FP pair across all reporting levels within each
of the three pressure intervals. The x-axis bins separate results for the 21 different SATs, with colour-coded bars presenting statistics for the
individual FP sites.

4.6 Mean drifts for each SAT across all FP sites

Mean drifts for each SAT across all FP sites paired with it
were calculated in the three pressure intervals defined above,
employing the same method used to calculate the mean drifts
of each unique SAT–FP pair (Fig. 16). Specifically, weighted
means of drifts were computed using all the drifts in the
appropriate ranges of reporting pressures, not by averag-
ing the mean drifts at different FP sites. Averaging weights
were based on the standard errors of drifts and the same
SAT-dependent compensation factors employed in the site-
specific mean drift computations. Uncertainties of the mean
drifts of SATs across their paired FP sites were calculated
from the averaging weights and standard errors of drifts us-
ing Eq. (11). Mean drifts for each SAT in the three pressure
intervals are presented in Fig. 17 and listed in Tables 5 and 6.

Figure 17 is analogous to Fig. 8 except it presents statis-
tics for drifts instead of biases. Here, each thick horizon-
tal bar represents the 95 % confidence interval of the mean
drift. Since these confidence intervals are symmetric about
the mean, the value at the centre of each thick horizontal bar
is the mean drift. Thin horizontal lines show the inter-90 %
range of drifts, with markers denoting the 5th and 95th per-
centiles. In the text below, the terms “variability” and “range”
are used when discussing the 95 % confidence intervals (e.g.

variability of ±x% yr−1) and inter-90 % ranges (e.g. range
of y to z % yr−1).

4.7 Synopsis of the drift assessments

A brief statistical synopsis of the drifts in the three pressure
intervals for each SAT is now presented, including relevant
information about the fractions of reporting levels with large
and statistically significant drifts and, where possible, state-
ments about the uniformity, signs, and magnitudes of drifts
in specific pressure intervals. In most cases the information
can be visually confirmed in one of more of Figs. 15, 16, and
17. Drifts for the 12 non-MIPAS retrievals are discussed first
and then drifts for the 8 different MIPAS retrievals.

ACE

Drifts for ACE were large and statistically significant at 12
of the 120 (10 %) reporting levels over its 5 paired FP sites,
of which 11 were at pressures> 100 hPa over SOD and LIN.
However, in this pressure range, only the mean drift at LIN
was significant (Fig. 16). In the 30–100 hPa interval, only
one drift at 54 reporting levels was large and significant over
SOD, LIN, BLD, HIL, and SJC. Across all paired FP sites,
ACE drifts spanned a wide range in the 100–TP interval, but
the variability was much smaller and the mean drift was not
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Table 5. Drift statistics in three pressure intervals for each non-MIPAS SAT across all paired FP sites. Statistically significant drifts are
presented in boldface text.

Drift Drift Drift Drift
SAT P range N mean uncertainty 5th percentile 95th percentile
code (hPa) levels FP site no. (% yr−1) (±% yr−1) (% yr−1) (% yr−1)

ACE 10–30 18 4,7,16,21 0.03 0.15 −0.40 0.67
30–100 54 4,7,16,20,21 0.07 0.09 −0.77 0.56
100–TP 48 4,7,16,20,21 0.20 0.32 −2.57 4.80

GOM 10–30 10 4,14,21 −2.12 1.41 −5.15 2.44
30–100 33 4,14,21 −1.14 0.60 −2.93 2.34
100–TP 45 4,14,21 0.18 0.69 −3.70 6.46

HAL 10–30 3 4 1.02 0.56 0.78 1.27
30–100 16 4 0.82 0.26 0.17 1.49
100–TP 10 4 2.49 1.05 1.16 4.61

MST 30–100 63 4,14,16,21 6.14 1.06 −3.65 15.41
100–TP 137 4,14,16,21 0.74 0.67 −5.58 9.13

MLS 10–30 16 3,4,7,14,16,20,21 0.38 0.21 −0.98 0.91
30–100 48 3,4,7,14,16,20,21 0.51 0.08 0.08 1.35
100–TP 21 4,7,14,16,20,21 0.11 0.30 −0.75 2.31

MLS∗,a 10–30 12 4,14,16,20,21 0.95 0.24 0.29 1.70
30–100 35 4,14,16,20,21 1.18 0.12 0.22 1.74
100–TP 20 4,14,16,20,21 1.11 0.56 −0.69 6.80

SG2 10–30 5 4 0.48 1.10 −0.92 1.40
30–100 16 4 0.33 0.38 −0.91 1.21
100–TP 10 4 −1.76 1.79 −14.37 0.63

SC3 30–100 22 4,16,21 −0.67 0.32 −3.24 1.18
100–TP 15 4,16,21 0.25 1.01 −1.11 9.00

SC1 10–30 27 4,16,21 0.46 0.33 −1.17 1.31
30–100 50 4,16,21 0.84 0.18 −0.52 2.32
100–TP 10 4,16,21 1.07 0.47 −0.62 4.30

SC4 10–30 12 4,16,21 0.19 0.74 −2.03 1.11
30–100 26 4,16,21 −0.25 0.28 −1.42 0.76
100–TP 3 4,16,21 −0.59 1.38 −1.64 −0.28

SM5 10–30 12 4,14,16,20,21 −0.66 0.80 −2.74 2.41
30–100 31 3,4,14,16,20,21 −0.50 0.57 −3.96 1.36
100–TP 13 4,14,16,21 −1.10 1.86 −12.32 3.19

SM4 10–30 2 4,21 −0.75 2.58 −0.87 −0.71
30–100 2 4,21 1.01 4.33 0.49 1.02

SOF 10–30 55 16,21 1.58 0.14 0.79 2.38
30–100 83 16,21 0.86 0.11 0.14 2.26

100–TPb 1 21 −0.53
a MLS∗ is a special case for which the MLS data set is evaluated for drifts after a significant changepoint in each time series that typically occurred
in ∼ 2010 (see Sect. 4.2.1).
b No uncertainty or percentiles for the mean drift are presented because only one time series of SOF–FP differences in the 100–TP pressure interval
(at 103 hPa over SOD) was available for drift analysis.

statistically different from zero (Fig. 17). In the two pressure
intervals ≤ 100 hPa, both the variability and ranges of drifts
across all sites were small and the mean drifts were not sta-
tistically significant.

GOM (GOMOS)

Of the 16 large and statistically significant drifts at 88 GOM
reporting levels over its 3 FP sites (SOD, BLD, LDR), 12
were over SOD and 4 were over BLD. There were signifi-
cant negative mean drifts in the 10–30 and 30–100 hPa in-
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Table 6. Drift statistics in three pressure intervals for each MIPAS SAT across all paired FP sites. Statistically significant drifts are presented
in boldface text.

Drift Drift Drift Drift
SAT P range N mean uncertainty 5th percentile 95th percentile
code (hPa) levels FP site no. (% yr−1) (±% yr−1) (% yr−1) (% yr−1)

MBR 10–30 6 3,4,14,20,21 0.48 0.89 −0.21 3.11
30–100 18 3,4,14,20,21 −0.16 0.67 −1.98 3.49
100–TP 8 4,14,21 0.19 2.95 −9.91 5.42

MBM 30–100a 1 4 −1.82

MER 10–30 9 3,4,14,20,21 −0.53 0.49 −2.50 0.09
30–100 26 3,4,14,20,21 −0.15 0.30 −1.52 1.62
100–TP 16 4,14,20,21 0.12 0.78 −4.20 4.79

MEM 30–100 2 21 −0.27 1.36 −0.59 −0.02

MIR 10–30 16 3,4,14,20,21 −0.69 0.39 −3.62 −0.06
30–100 38 3,4,14,20,21 −0.25 0.19 −1.17 1.09
100–TP 20 4,14,20,21 −0.75 0.71 −3.23 3.67

MIM 30–100 6 4 −1.00 1.36 −2.83 0.44

MOR 10–30 12 3,4,14,20,21 −0.35 0.67 −2.79 1.10
30–100 32 3,4,14,20,21 −0.48 0.33 −1.92 1.56
100–TP 17 4,14,20,21 −0.54 0.87 −6.57 1.61

MOM 30–100 2 21 −2.05 1.43 −2.37 −1.77

a No uncertainty or percentiles for the mean drift are presented because only one time series of MBM–FP differences in the 30–100 hPa
pressure interval (at 43 hPa over BLD) was available for drift analysis.

tervals over SOD (Fig. 16) because drifts at all 13 reporting
pressures were negative and 8 were large and significant. Of
the 11 reporting levels over BLD in the 100–TP interval, 9
were uniformly positive, of which 3 were large and signifi-
cant, yielding a significant positive mean drift. Several large
negative drifts in the 100–TP range over LDR resulted in a
significant negative mean drift. Mean drifts across all three
sites were negative and significant in the 30–100 and 10–
30 hPa intervals but not in the 100–TP interval (Fig. 17).

HAL (HALOE)

Measurements by HAL ceased in mid-November 2005, so
its record has a > 5-year overlap with only the FP record at
BLD. The HAL instrument began measurements in October
1991, but only the last 5.9 years of its record (since January
2000) are analysed here since the first WAVAS report covered
HAL data through 1999 (Kley et al., 2000). Though large and
significant drifts were determined for only 5 of 29 reporting
levels, all 29 drifts were positive and relatively uniform. This
uniformity resulted in positive and significant mean drifts
of 0.8±0.3 % yr−1 to 2.5±1.0 % yr−1 over BLD in all three
pressure intervals.

MST (MAESTRO)

The MST data analysed here cover 200 reporting pressures
over four FP sites but only as high as 33 hPa. Large sig-
nificant drifts were determined for 94 (47 %) reporting lev-
els, with 39 and 55 in the 30–100 and 100–TP intervals, re-
spectively. MST time series were not available at pressures
≤ 30 hPa for drift analysis. Drifts were large and significant
at 23 of 33 (70 %) reporting levels over LDR (Fig. 10d) and
37 of 64 (58 %) reporting levels over LIN (Fig. B3h). Be-
tween these two sites, 94 % of all MST drifts were posi-
tive, producing large significant mean drifts at LIN and LDR
in the 100–TP and 30–100 hPa ranges (Fig. 16). Drifts over
SOD and BLD were large and significant at 40 % and 23 %
of all reporting levels (Fig. B3d, l), with 17 of 18 large sig-
nificant drifts being positive in the 30–100 hPa range over
both sites and 12 of 16 large significant drifts being negative
in the 100–TP interval. Consequently, over SOD and BLD
there were significant positive mean drifts in the 30–100 hPa
interval and negative mean drifts in the 100–TP interval, of
which the SOD mean drift was significant. Mean MST drifts
across all four FP sites were positive and significant in both
the 30–100 and 100–TP intervals (Fig. 17).
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Figure 17. Drift statistics for each SAT across all paired FP sites, separated into the three pressure intervals (analogous to Fig. 8 for biases).
Left and right panels are for the SATs of non-MIPAS and MIPAS instruments, respectively. Mean drifts are the values at the left-to-right
centres of the 95 % confidence intervals (thick horizontal bars). Markers connected by thin horizontal lines show the 5th and 95th percentiles
of the drifts for each SAT. Values of 5th and 95th percentiles that exceed the x-axis limits are enumerated as coloured text. In some cases,
markers for the 5th and 95th percentiles are well within the 95 % confidence intervals because of large Student t values for data sets with small
populations. In the left 30–100 hPa panel, a small black vertical bar denotes the mean drift for MST. Only a mean drift value is presented for
SOF (100–TP) and MBM (30–100) because only one retrieval pressure for each provided time series of differences met the criteria for drift
analysis. Values presented to the left of the left panels and to the right of right panels indicate the number of retrieval levels with difference
time series that were used to determine the statistics shown.

MLS and MLS∗

Drifts were calculated separately for the full MLS records
(2004–2016) at all seven FP sites and for shorter records
from their changepoint dates (∼ 2010) through 2016 (rep-
resented by MLS∗) at all sites except HIL and BIK. Across
their paired FP sites, drifts for full MLS records and MLS∗

were large and significant at 9 (11 %) of 85 reporting lev-
els and 42 (63 %) of 67 reporting levels, respectively. In
the 30–100 hPa range, the mean drifts for MLS and MLS∗

across their paired FP sites were positive and significant, as
were their mean drifts in the 10–30 hPa interval (Fig. 17). In
the 100–TP range, mean drifts for MLS and MLS∗ across
their paired FP sites were weakly positive and not signifi-
cant, and strongly positive and significant, respectively. Fig-
ures 16 and 17 show not only the uniformity of the MLS and
MLS∗ mean drifts across their associated FP sites, but also
how the MLS drifts in the 10–30 and 30–100 hPa intervals
increase by 120 %–140 % when they are determined for the
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shorter post-changepoint records (MLS∗) instead of the full
records (MLS).

SG2 (SAGE II)

SAGE II measurements began in September 1984 and ended
in mid-2005, but only the SG2–BLD time series spanning
2000 through mid-2005 are analysed here for drift. Large sig-
nificant negative drifts were found for 5 of the 10 reporting
levels in the 100–TP interval (Fig. B3m), but the mean drift
was not significant. None of the drifts at pressures ≤ 100 hPa
were significant, and neither were the mean drifts for the 30–
100 hPa and 10–30 hPa intervals (Fig. 17).

SC3 (SCIAMACHY limb)

Drifts were large and significant at only 5 of 37 reporting
levels over SOD, LIN, and BLD, and all 5 were in the 100–
TP interval (Fig. B3b, f, j). However, relatively uniform pos-
itive drifts at 11 of 12 reporting levels in the 100–TP and
30–100 hPa intervals over LIN produced significant positive
mean drifts (Fig. 16). SC3 time series were not available at
pressures≤ 30 hPa for drift analysis. Interestingly, drifts over
SOD and BLD in the 30–100 hPa range were negative at 14
of 15 reporting levels, resulting in significant negative mean
drifts. Across the three FP sites, there was a significant neg-
ative mean drift in the 30–100 hPa interval.

SC1 (SCIAMACHY solar OEM)

Drifts over SOD at 24 of 31 (77 %) reporting levels were uni-
form, positive, large, and significant (Fig. 10a), as were the
mean drifts over SOD for all three pressure intervals. Drifts
at all 13 SC1 reporting levels > 50 hPa over LIN (Fig. B3e)
were also uniform, positive, large, and significant, as were
the mean drifts in the 100–TP and 10–30 hPa intervals. Over
BLD, none of the drifts at all 28 reporting levels were large
and significant, yet the uniformly negative drifts at the eight
levels ≤ 30 hPa produced a significant negative mean drift in
the 10–30 hPa range. SC1 mean drifts across the three sites
were positive and significant for all three pressure intervals
(Fig. 17).

SC4 (SCIAMACHY solar OP)

Drifts over BLD were uniformly negative at all 13 reporting
pressures and large and significant at 10 levels (Fig. B3k),
producing significant negative mean drifts for all 3 pressure
intervals (Fig. 16). Mean drifts in the 10–30 hPa range over
LIN and SOD were also significant but of opposite sign.
Mean drifts in the 100–TP range were based on only one
reporting pressure at each site, and only the negative drift at
115 hPa over BLD was significant. The mean drift across all
three sites was statistically different from zero only for the
30–100 hPa interval.

SM5 (SMR 544 GHz)

Only 9 of the drifts at 56 reporting levels across 6 paired
FP sites were large and significant, and these were dispersed
across the 6 sites. At LIN, three large significant negative
drifts in the 100–TP interval produced a large significant neg-
ative mean drift. Mean drifts at each FP site were relatively
uniform in all three pressure intervals, but none of the mean
drifts across the FP sites were significant.

SM4 (SMR 489 GHz)

Drifts were determined at only four SM4 reporting pressures
over two FP sites: SOD (23 and 35 hPa) and BLD (21 and
33 hPa). No drifts were statistically significant. With only
one reporting pressure per site in each of the 10–30 and
30–100 hPa pressure ranges, the two mean drifts for each
site have large uncertainties and are therefore not significant.
Similarly, mean drifts across the two FP sites were highly
uncertain and not statistically significant (Fig. 17).

SOF (SOFIE)

Vertical profiles of drifts at SOD and LIN were similar
(Fig. B3n,o), with large significant positive drifts at 76 of the
100 combined reporting pressures between 14 and 60 hPa.
Drifts in the 30–100 hPa and 10–30 hPa intervals over each
site were fairly uniform and positive, producing significant
positive mean drifts for SOD and LIN (Fig. 16). Over the
two sites, there was only one reporting pressure in the 100–
TP range, and this singular drift at 103 hPa over SOD was
highly uncertain and not significant. Therefore, mean drifts
across the two FP sites were not significant in the 100–TP
interval but positive and significant in both the 30–100 and
10–30 hPa intervals.

MBR and MBM (MIPAS Bologna V5R NOM and MA)

Drifts of MBR, large and significant at only 4 of 32 report-
ing levels over five FP sites, were dispersed across three sites
(Fig. B4). Only the mean drift at SOD in the 30–100 hPa in-
terval was significant, the result of uniform negative drifts at
all five reporting levels (Fig. B4a). One large, significant neg-
ative drift in the 100–TP interval over each of BLD and LDR
substantially increased the variability and range of drifts over
all sites (Fig. 17). For MBM, the drift was not significant at
43 hPa over BLD, the only MBM time series analysed for
drift, so the resulting mean drift was highly uncertain and
not significant.

MER and MEM (MIPAS ESA V7R NOM and MA)

There were 3 large and significant drifts at 51 MER report-
ing levels scattered over five sites (Fig. B5). In general, drifts
were not uniformly positive or negative in any of the pres-
sure intervals over any site except for the two reporting lev-
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els ≤30 hPa above SJC and for four of five reporting lev-
els in the 30–100 hPa interval above SOD. Significant neg-
ative mean biases were determined for both. The variabil-
ity of MER drifts across all sites was small in each pressure
interval. Drift results for MEM were available for only two
reporting pressures over SOD: 34 and 52 hPa. Neither drift
was significant or resulted in a significant mean drift for the
30–100 hPa interval.

MIR and MIM (MIPAS IMK/IAA V5R NOM and MA)

There were six large and significant drifts at the 74 MIR
reporting levels over five FP sites, and all were negative
(Fig. B4). Five were over SOD, of which four were in the
100–TP interval, producing a significant negative mean drift.
In the same pressure range, there were fairly uniform posi-
tive drifts at all seven reporting levels over LDR and negative
drifts at four of five reporting pressures over BLD, including
one large, significant negative drift, and these produced sig-
nificant mean drifts at both sites (Fig. 16). In the 30–100 hPa
range, mean drifts over SOD, BLD, BIK, and LDR were sig-
nificant due to relatively consistent but rarely significant neg-
ative (SOD, BLD) and positive (BIK, LDR) drifts. Similarly,
consistent negative drifts at the 2–4 MIR reporting levels in
the 10–30 hPa range over each of SOD, SJC, and LDR re-
sulted in significant negative mean drifts. Across the five FP
sites, mean drifts for MIR were negative and significant in
all three pressure intervals (Fig. 17). For MIM, only six time
series of differences in the 30–100 hPa range over BLD were
analysed. None of the six drifts or the mean drift for 30–
100 hPa were statistically significant.

MOR and MOM (MIPAS Oxford V5R NOM and MA)

Drifts in MOR retrievals were large and significant at 10 of
61 levels over five FP sites, of which eight were negative and
over SOD (Fig. B5). Five of the eight significant negative
drifts over SOD were in the 30–100 hPa range, producing a
significant negative mean drift (Fig. 16). Consistent positive
drifts at five of six reporting levels in the same pressure in-
terval over LDR resulted in a positive significant mean drift.
At SJC, there was a large significant negative drift at the lone
reporting pressure > 100 hPa, so the mean drift was signifi-
cant and negative (Fig. 16). In the 10–30 hPa pressure inter-
val, none of the individual or mean drifts over the five FP
sites were significant, so neither was the mean drift across
all five sites. There was a significant negative mean drift at
SOD and across all five FP sites in the 30–100 hPa pressure
interval due to the five large and significant negative drifts
over SOD. For the two MOM reporting pressures in the 30–
100 hPa range over SOD, neither of the negative drifts were
significant, but they were large and consistent enough to pro-
duce a significant negative mean drift.

5 Summary and conclusions

We have compared satellite data records of stratospheric wa-
ter vapour recorded since 2000 to FP profiles from 27 sta-
tions spanning a wide range of latitudes (45◦ S to 79◦ N). For
the comparison, we applied the same approach to all satellite
data products. In particular, we applied a priori and averaging
kernels of the satellite data to the FP profiles in order to adjust
them to the retrieval characteristics of each satellite data set.
If averaging kernels were not available, we smoothed the FP
profiles with ad hoc Gaussian-shaped smoothing kernels to
account for the vertical resolution of the satellite instruments.
Two consistent sets of collocation criteria were utilized based
on two classes of instruments: for the dense samplers we used
a time difference < 24 h, a distance < 1000 km, and a latitu-
dinal difference < 5◦, while for occultation instruments we
used 7×24 h, 2000 km, and latitudinal difference < 15◦.

We determined the profiles of the biases and drifts and
their uncertainties (in terms of the standard error of the mean,
SE, and of the linear regressions fits) of every instrument ver-
sus each FP station by averaging over all available colloca-
tions. By analysing the bias and drift profiles of one satellite
instrument across all hygrometer stations, we obtained in-
sight into the general behaviour of the satellite instruments,
including general information indicating an absence of obvi-
ous latitudinal dependencies of their biases and drifts. Sim-
ilarly, a comparison of all satellite instruments to each spe-
cific FP station provided some insight into any peculiarities
of the FP record at each station. We have concentrated on
the satellite data analysis and have, as a final synopsis of the
comparisons, averaged the biases and drifts of each individ-
ual satellite instrument over all FP stations within three dif-
ferent pressure ranges, namely 10 to 30 hPa, 30 to 100 hPa,
and 100 hPa to the local tropopause pressure.

Most SAT data records have biases < 10 % and drifts <
1 % yr−1 relative to FPs that are considered the most accurate
and best-characterized instruments for the measurement of
stratospheric water vapour. Satellite instruments with biases
below 10 % over the complete altitude range analysed here
are ACE, MLS, SG2, SG3, SC4, MBR, MER, MIH, MIR,
MOH, and MOR. SATs with mean drifts < 1 % yr−1 in all
three pressure intervals were ACE, MLS, SC4, MBR, MER,
MIR, and MOR. Of the 1213 time series of relative differ-
ences between 21 SATs and 7 FP sites that were analysed
for drifts, 419 (35 %) had statistically significant drifts at the
95 % level of confidence. Of these 419 significant drifts, 349
(83 %) were also large drifts, with magnitudes > 1 % yr−1.
Five SATs were together associated with 76 % of the large
significant drifts: MLS∗, SOF, MST, SC1, and SC4. Eleven
SATs had large significant drifts at 15 % or less of their re-
porting levels: ACE, MLS, SC3, SM4, MBR, MBM, MER,
MEM, MIR, MIM, and MOM. GOM, HAL, MST, and MOM
had mean drifts with magnitudes > 2 % yr−1 in one pressure
interval, which makes their measurement time series unsuit-
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able for the detection of stratospheric water vapour trends as
large as 20 % per decade.

In the 10 to 30 hPa range, most satellite data have a rela-
tive bias within the ± 10 % range versus the mean of all FP
data. Exceptions are GOM, ILA, HIR (however, the latter
two are close to −10 %), MST (which does nominally not
measure in this altitude range), SLA, SLB, and SM5 (nom-
inally restricted to the upper troposphere and lower strato-
sphere). Among the well-performing instruments, ACE,
MBR, MBM, MER, MIM, MOR, MOM, MLS, SG2, SC1,
SC4, and SOFIE have biases within the ± 3 % range. Also
in the 10–30 hPa interval there were eight SATs with statisti-
cally significant mean drifts across all of their associated FP
sites, but of these only GOM, HAL, and SOF had large sig-
nificant mean drifts (> 1 % yr−1). Of the SATs that reported
data in this pressure range, ACE, HAL, MLS, SG2, SM5,
SM4, MBR, MER, MIR, and MOR had no large significant
drifts at any of their reporting levels.

The 30 to 100 hPa range is where most instruments per-
form best. Only GOM, MST, MEH, MEM, MOM, POM,
SLA, and SM5 show biases larger than 10 % (while GOM
and POM are close to ± 10 %, and MST does nominally not
cover this altitude range). The least biased water vapour data
records in this altitude range are ACE, HIR, MLS, SG3, SC4,
SOF, MBH, MBR, MER, MIH, and MIR, again with biases
within the ± 3 % range. SG2 and MOR just miss the ± 3 %
mark. All 21 SATs provided data for drift analysis at one or
more pressure levels in the 30–100 hPa interval over at least
one FP site. Most SATs had their smallest mean drifts in this
pressure range relative to those above and below. Mean drifts
were significant for 11 SATs in this pressure range, but only
those for GOM, MST, MLS∗, and MOM were large and sig-
nificant.

The situation is worse in the 100 hPa to tropopause range.
Here, most instruments have larger biases and drifts. Never-
theless, the following SATs have biases within the ± 10 %
range even in this altitude range: MLS, ACE, SC4, SG2,
SG3, GOM, POM, MOR, MOH, MBR, MBH, MER, MIR,
and MIH. The biases are significant for almost all data sets
in the three altitude ranges in the sense that the range ±2σb,
i.e. twice their SE (thick horizontal bars in Fig. 8), around
the bias does not include zero. The large numbers of collo-
cations that were available in most cases result in this high
proportion of bias significance. The 5th and 95th percentiles,
however, are very wide in most cases, which indicates a
large spread in the individual bias profiles. Mean drifts in the
100–TP pressure interval were almost always associated with
larger uncertainties than those for the two pressure ranges
above. Consequently, only 34 % of the mean drifts in this in-
terval were significant, but 95 % had magnitudes> 1 % yr−1.
Overall, only five SATs had significant mean drifts and three
of these (HAL, MLS∗, SC1) were large and significant.

In summary, these assessments of mean biases and drifts
against FP profiles from a widespread, worldwide array of FP
sites demonstrate that the satellite data records are generally

very valuable sources of information on atmospheric water
vapour abundance from the tropopause to about 30 km alti-
tude (10 hPa pressure). Even with their inherent biases and
drifts, these satellite records have the advantages of near-
global coverage and higher spatial and temporal data densi-
ties relative to the current sparse network of FP sites. Though
independently valuable within their data density limitations,
the network of FP sites provides “reference points” to which
the satellite data sets can be anchored. In this sense, the op-
timal observation system for stratospheric water vapour is
based on simultaneous measurements by both types of instru-
ments, with any detected discrepancies between them being
critical information.

Finally, continuing efforts to improve stratospheric water
vapour measurements include the refinement of satellite re-
trieval algorithms, even for instruments that are no longer
operational. Indeed, new data sets have been produced since
2017 for some of these satellite instruments. Obviously, the
information provided by this type of assessment is invalu-
able to satellite instrument teams but will almost always
lag behind the most current data sets. Therefore, we recom-
mend routinely performing these assessments at least every
10 years.
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Appendix A: Bias-related plots

A1 Biases per SAT data set

Figure A1. Mean relative differences between coincident SAT (no MIPAS) and FP records. Colour coding of FP data according to Fig. 1.
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Figure A2. Same as Fig. A1 but for dense samplers (no MIPAS).
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Figure A3. Same as Fig. A1 but MIPAS records only.
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A2 Biases per FP data set, ordered by latitude

Figure A4. Mean relative differences between the FP stations NYA, KIR, SOD, LIN, and coincident SAT records (left: data records except
MIPAS; right: only MIPAS data records). Colour coding of the SAT data according to Fig. 2.
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Figure A5. Same as Fig. A4 but for BLD, BEL, SGP, and HUN (left: non-MIPAS, right: MIPAS only).
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Figure A6. Same as Fig. A4 but for FTS, TMF, LSA, and HOU (left: non-MIPAS, right: MIPAS only).
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Figure A7. Same as Fig. A4 but for KMG, TNG, YAN, and HAN (left: non-MIPAS, right: MIPAS only).

https://doi.org/10.5194/amt-16-4589-2023 Atmos. Meas. Tech., 16, 4589–4642, 2023



4628 M. Kiefer et al.: H2O bias and drift assessment from comparison to FP data

Figure A8. Same as Fig. A4 but for HIL, SJC, TRW, and KTB (left: non-MIPAS, right: MIPAS only).
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Figure A9. Same as Fig. A4 but for SCR, BIK, WTK, and RVM (left: non-MIPAS, right: MIPAS only).
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Figure A10. Same as Fig. A4 but for LRN and LDR (left: non-MIPAS, right: MIPAS only).
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Appendix B: Drift-related plots

B1 Drift profiles for every SAT–FP pair

Figure B1. Vertical profiles of drifts (filled circles) and their 95 % confidence intervals (horizontal error bars) for 13 different SAT–FP pairs
that include MLS, MLS∗, and HAL. Blue error bars denote drifts that are not significantly different from zero, while red error bars indicate
statistically significant drifts. Numbers in black text to the right of each panel present the number of SAT–FP differences in the time series
analysed for drift at the corresponding pressure levels.
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Figure B2. Same as Fig. B1 for 16 additional SAT–FP pairings that include ACE, SM5, GOM, and SM4.
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Figure B3. Same as Fig. B1 for 16 additional SAT–FP pairings that include SC1, SC3, SC4, SG2, SOF, and MST. Note that the x-axis scale
for the far right panels is expanded to better show the drifts.
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Figure B4. Same as Fig. B1 for 12 additional SAT–FP pairings that include MBR, MIR, MBM, and MIM.
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Figure B5. Same as Fig. B1 for 12 additional SAT–FP pairings that include MER, MOR, MEM, and MOM.
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B2 Drifts per SAT data set

Figure B6. Vertical profiles of drifts in SAT–FP differences. Each panel displays the drifts for one SAT (ACE, MIR, GOM, MER, MLS,
SM5, SC1, MLS∗, MBR, SOF, MOR, and MST) paired with 1–7 different FP sites. Drifts over each FP site (connected coloured markers)
are presented with their 95 % confidential intervals (coloured-matched shading). Shading that does not cross the black vertical line at 0 %
drift indicates drifts that are statistically significant. Note that the x-axis scale for the panels in the far right column is expanded to show the
drifts with greater clarity.
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Figure B7. Same as Fig. B6 but for SC3, SG2, MIM, SC4, HAL, SM4, MEM, MOM, and MBM.
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B3 Drifts per FP data set, ordered by latitude

Figure B8. Vertical profiles of drifts in SAT–FP differences. Each panel displays the drifts for the multiple SATs paired with each FP site
(SOD, LIN, BLD, and HIL). Profiles for non-MIPAS SATs appear in the left column and for MIPAS SATs appear in the right column. For
LIN and HIL there were no pairings with MIPAS SATs.
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Figure B9. Same as Fig. B8 but for SJC, BIK, and LDR.
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