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Abstract 10 

Considering the need of characterizing temporal dynamic of groundwater and the lack of available 11 

methods, we investigate the feasibility of active-Distributed Temperature Sensing (DTS) 12 

measurements to monitor and quantify groundwater fluxes variations over time. Active-DTS, which 13 

consists here of heating a Fiber Optic (FO) cable and in monitoring the temperature elevation, has 14 

proven to be very efficient to quantify the spatial distribution of groundwater fluxes in saturated 15 

porous media at high resolution with low uncertainties. However, the approach has never been tested 16 

to continuously monitor groundwater fluxes changes. To test this, we rely on both numerical 17 

simulations and sandbox experiments to assess the sensitivity of temperature elevation to variable 18 

flow conditions and our ability to interpret associated temperature variations. Results confirm that 19 

the temperature elevation and evolution over time is sensitive to flow conditions and that associated 20 

temperature variations can be used to characterize groundwater fluxes variations. First, experimental 21 

and numerical results show that when a flow change is followed by a long-enough steady-state flow 22 

period the temperature stabilizes independently of previous fluxes conditions. In such case, the 23 

stabilization temperature can easily be interpreted to estimate groundwater fluxes using the analytical 24 

model commonly used under steady flow conditions to interpret active-DTS measurements. 25 

Furthermore, we demonstrate here that, under certain flow conditions depending on the nature of 26 

flow variations, the approach offers the possibility of continuously monitoring fluxes variations. For 27 

instantaneous flow changes, it is even possible to go further by reproducing temperature signal 28 

variations over time by applying the superposition principle to the analytical model. In the end, these 29 

preliminary tests are particularly promising and open new perspectives for monitoring and/or 30 

quantifying the temporal dynamic of groundwater fluxes at different temporal scales including 31 

diurnal and short-term periodic fluxes variations. 32 

Keywords : Groundwater flow monitoring; Groundwater dynamics; Heat tracer experiment; Active-33 

DTS; Heated Fiber Optic Cable 34 

1. Introduction 35 

 The characterization of groundwater fluxes is challenging in many hydrogeological contexts 36 

(Hermans et al. 2022), in particular for characterizing the temporal variabilities of flows at 37 

compartment interfaces, which remains particularly critical. For instance, in coastal sediments, 38 

transient flow conditions influence the ecosystem productivity and its biogeochemistry (Robinson et 39 

al., 2018; Taniguchi et al., 2019), while temporal variabilities in groundwater / surface water 40 

interactions induce biogeochemical hot moments within the hyporheic zone (McClain et al. 2003; 41 

Boano et al. 2014; Lewandowski et al. 2019). The monitoring of groundwater fluxes at different 42 

depths during a pumping test would be also very useful to image flow variability and sub-surface 43 

heterogeneities (Pouladi et al. 2021b). 44 

The temporal and spatial variability of groundwater fluxes depends on many natural or man-45 

induced mechanisms which induce fluctuations in groundwater levels at different time scales (Freeze 46 

and Cherry 1979; Jiménez-Martínez et al. 2013). Short-lived fluctuations can typically be observed 47 

during the recharge of highly heterogeneous systems (Ghasemizadeh et al. 2012; Pouladi et al. 48 

2021b) while diurnal variations can occur for instance as the result of evapotranspiration, 49 

atmospheric pressure effects or else tidal effects (Ataie-Ashtiani et al. 2001; Paepen et al. 2020; 50 

LeRoux et al. 2021). Groundwater recharge through infiltration (Freeze, 1974) and bank-storage 51 

effects near streams (Winter et al. 1998; Boano et al. 2013; Harvey and Gooseff 2015) can induce 52 

seasonal fluctuations in groundwater levels, while climate changes and many human activities, such 53 

as groundwater pumping, artificial recharge, agricultural irrigation and drainage or else geotechnical 54 
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drainage, induce short-term as well as long-term fluctuations of groundwater levels (Freeze and 55 

Cherry 1979; Hancock 2002; de Graaf et al. 2019). 56 

Many approaches have been tested for monitoring and quantifying the temporal dynamic of 57 

groundwater fluxes in saturated porous media. Some of them, including isotopic tracers (Burnett et 58 

al. 2006; Garcia-Orellana et al. 2021) or the use of piezometers (Freeze & Cherry, 1979), only 59 

provide averaged values of fluxes over large spatial scales, which are not representative of their 60 

spatial variability induced by heterogeneities. In coastal environments, the use of geophysical 61 

methods was proposed to assess freshwater fluxes over a tidal cycle (Dimova et al. 2012; Folch et al. 62 

2020) or seasonal variations in submarine groundwater discharge in the intertidal zone (Paepen et al. 63 

2020). While such methods are suitable to investigate subsurface structures and heterogeneities 64 

(Binley et al. 2015; Brunner et al. 2017), they remain limited for continuous monitoring of 65 

groundwater fluxes due to relatively long data acquisition times. Specific methods based on tracer 66 

experiments, like the borehole dilution method (Drost et al. 1968; Pitrak et al. 2007) or the Finite 67 

Volume Point Dilution Method (Brouyère et al. 2008), also appear to be promising techniques for the 68 

continuous monitoring of groundwater fluxes (Jamin et al. 2015; Jamin and Brouyère 2018). 69 

However, their use provides a spatially-averaged value of fluxes over the well length, or over the 70 

volume investigated, and would require repeating point measurements at different depths to 71 

investigate the flow distribution. 72 

 Heat has also been efficiently used as tracer of groundwater fluxes in many contexts to study 73 

vertical fluxes and their temporal dynamics (Anderson 2005; Rau et al. 2014; Kurylyk et al. 2019). 74 

Passive heat tracing experiments rely on the continuous monitoring of natural temperature variations 75 

within the saturated subsurface during several days, weeks or months. Even if the use of passive 76 

tracer experiments allows quantifying groundwater flow variations over time, analytical and 77 

numerical models commonly used to interpret temperature time series generally assume constant 78 

daily fluxes (Hatch et al. 2006; Keery et al. 2007; Constantz 2008; Briggs et al. 2012). This means 79 

that passive experiments only provide an averaged daily value of groundwater fluxes and are not 80 

suited for characterizing groundwater fluxes variations occurring at shorter time scale. Very recent 81 

developments discussed the feasibility of monitoring transient flows from temperature-depth profiles 82 

(Lin et al. 2022). However, such approach does not provide fluxes spatial distributions and estimates 83 

are dependent of natural temperature variations, which limits the applicability of the method in many 84 

environments. 85 

The development of Fiber Optic Distributed Temperature Sensing (FO-DTS) technology, 86 

providing continuous temperature data along fiber optic cables at high spatial and temporal 87 

resolution, largely enhanced the use of heat as groundwater tracer for environmental applications 88 

(Selker et al. 2006; Tyler et al. 2009; Shanafield et al. 2018). Its use can be well suited to 89 

characterize diurnal temporal flow variations, as demonstrated by Henderson et al. (2009) but also to 90 

qualitatively study seasonal and temporal fluctuations of groundwater discharge into surface water 91 

(Slater et al. 2010; Sebok et al. 2013; Matheswaran et al. 2014). However, the approach does not 92 

allow characterizing short-scale variations of groundwater fluxes and quantifying groundwater fluxes 93 

through passive DTS measurements remains difficult and uncertain (Le Lay et al. 2019; Simon et al. 94 

2022). 95 

Recent developments have shown that active-DTS performs very well for investigating the 96 

spatial distribution of groundwater fluxes over a large range of values at an unprecedented high 97 

spatial resolution (Simon et al. 2021). Active-DTS methods consist of continuously recording the 98 

temperature changes induced by a heat source applied along a Fiber Optic (FO) cable. The difference 99 

of temperature measured between a heated and a non-heated FO cable directly depends on the flow 100 

rate (Read et al. 2014; Bakker et al. 2015; Sayde et al. 2015; Bense et al. 2016; Simon et al. 2021). 101 
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Since the temperature increase measured during heat injection directly depends on groundwater 102 

fluxes, any change in groundwater flow occurring during the heating period should result in a change 103 

in temperature variation. Therefore, the method should be well suited for continuously monitoring 104 

groundwater flow variations. This assumption is supported by the fact that Sayde et al. (2015) used 105 

actively heated fiber optics for continuously monitoring wind speed changes over time and therefore 106 

demonstrated that the temperature elevation measured during heating experiments is sensitive to 107 

wind speed variations. 108 

Few studies investigated the interest of repeating active-DTS measurements under different 109 

hydrological conditions to study thermal properties changes or groundwater fluxes variability 110 

(Abesser et al. 2020; Munn et al. 2020), but the approach has never been used to continuously 111 

monitor groundwater flow variations with time. All previous applications of active-DTS have been 112 

performed under steady-state flow conditions (during the heating period).   113 

In this study, we therefore propose to investigate the potential of active-DTS measurements 114 

for continuously monitoring groundwater fluxes changes over time in fully saturated media. The 115 

main objective is to verify if the temperature evolution measured during heating injection is sensitive 116 

to groundwater flow variations (transient flow conditions). An increase of groundwater flux should 117 

lead to a decrease of temperature (groundwater flow dissipating more efficiently the artificial heat 118 

injected) and vice versa. The question of the shape/duration of the flow change will also be 119 

investigated. We aim to understand how instantaneous, progressive and periodic flow changes will 120 

affect the thermal response. For doing so, we first rely on simple theoretical developments that are 121 

complemented by numerical simulations and sandbox experiments. Numerical modeling is used to 122 

validate the theoretical developments and to simulate the effect of flow fluctuations on the thermal 123 

response in various conditions. Then, we rely on an experimental validation by achieving active-DTS 124 

measurements in a sandbox. By associating theoretical developments, numerical modeling and 125 

laboratory experiments, we aim to verify the potentiality and the limitations of active-DTS 126 

experiments for monitoring groundwater flows at high spatial resolution. 127 

2. Material & Methods 128 

2.1. Mathematical and theoretical formulation 129 

2.1.1. Background 130 

 Among active-DTS experiments, our interest in this study is a recently-used setup which 131 

consists of electrically heating a FO cable through its steel armoring while continuously monitoring 132 

the elevation in temperature all along the heated section using the FO inside the cable. In such 133 

configuration, a single FO cable is used as a heat source and as a temperature measurement tool 134 

(Bense et al., 2016; Read et al., 2014; F. Selker & Selker, 2018; Simon et al., 2021). In this case, as 135 

recently shown by Simon et al. (2021) and del Val et al. (2021) and illustrated in Figure 1, the total 136 

temperature increase ∆T is the result of two terms: 137 

∆𝑇 =  ∆𝑇𝐹𝑂 +  ∆𝑇𝑃𝑀 (1) 

  

∆TFO is the result of the heat storage and heat conduction occurring within the FO cable. The 138 

electrical heating induces indeed a relatively large increase of temperature during the early period of 139 

heating (t < tc). Note that tc corresponds to the limit beyond which the temperature elevation is no 140 
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longer affected by the heat conduction and storage through the FO cable (∆TFO is maximum and 141 

constant for t > tc). As soon as the heat produced reaches the surrounding material, the temperature 142 

increase is controlled by heat conduction and advection occurring through the porous media 143 

surrounding the FO cable, which both dissipate a part of the heat produced. The associated 144 

temperature rise (∆TPM) depends on both thermal conductivity and Darcy velocity. For sufficient 145 

long times, heat conduction and advection may fully dissipate the heat produced, leading to the 146 

temperature stabilization (∆Tf). The higher the groundwater flux, the lower the temperature of 147 

stabilization and the faster steady conditions are reached (Figure 1). If q=0 (no groundwater flow), 148 

the temperature keeps increasing gradually and never stabilizes (Carslaw and Jaeger, 1959; Diao et 149 

al. 2004; Simon et al. 2021). 150 

 151 

Figure 1: For similar sediments thermal properties conditions, the temperature increase depends on 152 
groundwater flow. Red and blue lines correspond to temperature elevations observed for different 153 
values of groundwater fluxes q1 (blue line) and q2 (red line) (with q1 > q2). 154 

∆TFO depends on the heating rate power and on the thermal properties of the heating cable 155 

and is independent of both the thermal properties of the material and the flow conditions. As 156 

validated by Simon et al. (2021), the evolution of ∆TPM can be modelled over time using the Moving 157 

Instantaneous Line Source (MILS) model, initially developed by Carslaw and Jaeger (1959). By 158 

considering an initial thermal equilibrium T0, the thermal response ΔTPM (ΔT = T –T0) along the line 159 

source is given in x-y direction by: 160 

∆𝑇𝑃𝑀(𝑥, 𝑦) =  
𝑄

4𝜋 𝜆
 𝑒𝑥𝑝 [

𝑞 𝑥

2𝐷𝑡
 
𝜌𝑤𝑐𝑤

𝜌𝑐
] ∫ exp [−  − (

𝑥2+ 𝑦2

𝐷𝑡
)

𝑞2

16𝐷𝑡
 
𝜌𝑤²𝑐𝑤²

𝜌²𝑐2
]

𝑑


    

∞

𝑥2+ 𝑦²

4𝑡𝐷𝑡

 (2) 

With q the uniform and constant groundwater flux in x-direction (or specific discharge) (m.s-1) and Q 161 

the constant and uniform heating rate power (W.m-1). The coordinates x and y correspond to the 162 

distance from the heat source, located at x = 0 and y = 0 and  is a change of variable. ρc is the 163 

volumetric heat capacity of the rock-fluid matrix (J.m-3.K-1) and ρwcw the volumetric heat capacity of 164 
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water (J.m-3.K-1). The parameter Dt is the thermal diffusivity coefficient (m2.s-1) and corresponds to 165 

the ratio between λ, the bulk thermal conductivity (W.m-1.K-1), and ρc. 166 

Equation 2 can be simplified for t → ∞  using the Bessel function of second kind and order 167 

zero K0 (Diao et al. 2004; des Tombe et al. 2019): 168 

∆𝑇𝑓 =  
𝑄

2𝜋 𝜆
 𝑒𝑥𝑝 [

𝑞 𝑥

2𝐷𝑡
 
𝜌𝑤𝑐𝑤

𝜌𝑐
] 𝐾0  (

𝑟𝑞

2𝐷𝑡
  

𝜌𝑤𝑐𝑤

𝜌𝑐
) (3) 

where ∆Tf is the temperature stabilization. Note that this solution can be used only when temperature 169 

stabilization is reached, for steady-state hydraulic and thermal conditions.  170 

2.1.2. Theoretical Formulation for Transient Hydraulic conditions 171 

 As illustrated in Figure 1, the temperature increases ∆𝑇𝑞1
 and ∆𝑇𝑞2

, respectively associated to 172 

groundwater fluxes equals to q1 and q2, are given for any t > tc by:  173 

∆𝑇𝑞1
(𝑡) =  ∆𝑇𝐹𝑂 +  ∆𝑇𝑃𝑀,𝑞1

(𝑡) (4) 

∆𝑇𝑞2
(𝑡) =  ∆𝑇𝐹𝑂 +  ∆𝑇𝑃𝑀,𝑞2

(𝑡) (5) 

∆𝑇𝑃𝑀,𝑞1
and ∆𝑇𝑃𝑀,𝑞2

correspond to temperature rises associated to heat conduction and advection 174 

occurring through the porous media, for groundwater fluxes respectively equals to q1 and q2 and can 175 

be calculated using the analytical form (Equation 2). 176 

For thermal steady-state conditions, ΔTPM can be modelled using Equation 3, which means that 177 

Equations 4 and 5 become for late time: 178 

∆𝑇𝑞1
(𝑡) =  ∆𝑇𝐹𝑂 + ∆𝑇𝑓,𝑞1

 (4𝑎) 

∆𝑇𝑞2
(𝑡) = ∆𝑇𝐹𝑂 +  ∆𝑇𝑓,𝑞2

 (5𝑎) 

The heat conduction through the FO cable, inducing the temperature increase ∆𝑇𝐹𝑂, only occurs for 179 

short time and is independent of groundwater flux. Thus, for late time, we obtain by subtracting 180 

Equations 4a and 5a: 181 

∆𝑇𝑞2
(𝑡) −  ∆𝑇𝑞1

(𝑡) =  ∆𝑇𝑓,𝑞2
− ∆𝑇𝑓,𝑞1

 (6) 

Equation 6 means that the difference of temperature stabilization for q1 and for q2 can easily 182 

be modelled using Equation 2. It suggests that, for a groundwater flux change from q1 to q2 and for 183 

long enough steady-state conditions, the temperature stabilizes depending on q2 and that the 184 

temperature increase or decrease after the flow change directly equals to the difference between the 185 
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temperature of stabilization observed for q1 (under stationary flow conditions) and the temperature of 186 

stabilization observed for q2 (under stationary flow conditions). 187 

Then, the temperature evolution in response to groundwater flow variations can be seen as 188 

the superposition of different hydrological conditions, each one being described by the solution 189 

calculated for a given flow. Thus, in theory, the superposition principle could be applied to interpret 190 

temperature in varying groundwater flow conditions. This means that the temperature following a 191 

sharp or sudden change q1 to q2 should be given (for any t > tc) by:   192 

∆𝑇𝑞1→𝑞2
(𝑡) =  ∆𝑇𝑞1

(𝑡) − ∆𝑇𝑞1
(𝑡′) + ∆𝑇𝑞2

(𝑡′) (7) 

With t’=t-t1, t1 being the time for which the change of groundwater flow occurs. Combining equation 193 

7 with equations 4 and 5 leads to: 194 

∆𝑇𝑞1→𝑞2
(𝑡) =  ∆𝑇𝐹𝑂 +  ∆𝑇𝑃𝑀,𝑞1

(𝑡) − ∆𝑇𝑃𝑀,𝑞1
(𝑡′) + ∆𝑇𝑃𝑀,𝑞2

(𝑡′) (8) 

If we assume that t1 is larger than the time required to reach temperature stabilization for q=q1, 195 

equation 8 becomes :   196 

∆𝑇𝑞1→𝑞2
(𝑡) =  ∆𝑇𝐹𝑂 +  ∆𝑇𝑓,𝑞1

− ∆𝑇𝑃𝑀,𝑞1
(𝑡′) + ∆𝑇𝑃𝑀,𝑞2

(𝑡′) (9) 

In other words, Equation 9 means that the evolution of the temperature after the change from q1 to q2 197 

could be obtained by adding, to the temperature recorded at t1, the difference of the temperature 198 

elevation associated to heat conduction and advection occurring through the porous media for 199 

groundwater fluxes respectively equals to q1 and q2. Note that temperature should increase if q1 > q2 200 

and decrease for q1 < q2. If t1 is smaller than the time required to reach temperature stabilization, 201 

Equation 8 should be used instead of Equation 7, but the same principle should apply and the change 202 

of flow should lead to a temperature change related to the difference: −∆𝑇𝑃𝑀,𝑞1
(𝑡′) + ∆𝑇𝑃𝑀,𝑞2

(𝑡′). 203 

Thus, if we suppose a groundwater flux change from q1 to q2 occurring at t=t1, we expect the 204 

following implications from equations 8 and 9 : 205 

1) at late times after flow change (t >> t1), the temperature should stabilize depending on the 206 

last flux imposed (q2) and independently of previous fluxes conditions and temperature variations 207 

(Equation 4b). Consequently, any temperature stabilization recorded during heating periods should 208 

reflect steady flow conditions and could be used to quantify associated groundwater fluxes. 209 

2) The temperature evolution after any flow change should be modeled by applying the 210 

superposition principle (Equation8 or 9). This involves that, besides the temperature stabilization at 211 

late times, the temperature evolution in time could also be possibly used to quantify q2. 212 

2.1.3. Objectives of the study 213 

 To verify the previous developments, we rely on experiments conducted in a sandbox where 214 

the flow rate can be controlled and changed during active-DTS measurements. The temperature 215 

evolution is continuously recorded in response to successive flow rates to verify if the analytical 216 
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solution (MILS) can actually be used to model temperature changes over time and to quantify 217 

groundwater flow changes. 218 

The question of the shape/duration of the flow change should also be addressed. We expect 219 

that the thermal response to flow change would be different in case of sharp and instantaneous flow 220 

change or in case of progressive flow change. In both cases, we want to investigate the time required 221 

to reach a new thermal steady regime after flow change. Theoretically, the stabilization time should 222 

depend on q2, since the smaller the flux, the greater the time necessary to reach temperature 223 

stabilization (Simon et al. 2021). Likewise, we aim to investigate the feasibility of monitoring 224 

periodic groundwater fluxes, as observed in coastal aquifers for instance. In theory, if temperature 225 

evolution is sensitive to water flow changes, we expect to observe a periodic temperature signal 226 

while flow changes periodically. Thus, for progressive or periodic flow changes, a critical point will 227 

be to define if temperature changes occur simultaneously to flow variations and therefore if the 228 

approach allows continuous and real-time monitoring of flow variations.  229 

With this in mind, since flow changes that can be applied in the sandbox are quite limited, we 230 

rely on numerical simulations to simulate active-DTS measurements conducted under transient flow 231 

conditions. Thermal responses to different scenarios of flow variations are modelled (instantaneous, 232 

progressive and periodic flow changes) to investigate the effect of flow changes rate on temperature 233 

evolution. 234 

2.2. Numerical modeling 235 

2.2.1. Numerical Model 236 

 To simulate heat transfer occurring in a porous media during active-DTS measurements and 237 

to assess the effect of flow changes, we use a 2D domain numerical model of flow and heat transport 238 

implemented in COMSOL Multiphysics®. The Multiphysics software COMSOL solves heat and 239 

flow transfers equations using finite element methods. This model includes an explicit representation 240 

of FO cables used for field experiments (BRUSens cables LLK-BSTE 85°C) consisting of a steel 241 

core (1.13 mm radius; λ = 13.4 W.m-1.K-1) and a plastic jacket (1.925 mm radius; λ = 0.245 W.m-1.K-242 
1). A heat source term is added in the steel core and simulations are run by fixing the electrical power 243 

input injected along the FO cable at 35 W.m-1. The domain is modeled as a rectangle whose size is 244 

fixed at 3 x 1 m and the heat source is applied at 1 m of the laminar inflow boundary condition, the 245 

flow being lengthwise. We ensured that the heat produced does not reach the domain boundaries for 246 

any flow conditions tested in this study. The thermal conductivity of the porous media is fixed at λ = 247 

1.1 W.m-1.K-1 and its volumetric heat capacity at ρc = 3x106 J.m-3.K-1. 248 

This model has already been used in a previous study to understand the thermal processes 249 

controlling the temperature increase measured along a heated FO (Simon et al. 2021). Its use allowed 250 

validating the data interpretation framework presented in the section 2.1.1 (“Background”) and the 251 

use of the MILS model (Equation 2) to estimate groundwater fluxes. However, the model has, up to 252 

now, always been used in steady-state fluid flow conditions. Here, simulations were performed by 253 

considering transient flow conditions during heating periods.  254 

2.2.2. Sharp and progressive groundwater flow changes 255 

 Firstly, sharp or progressive groundwater flow variations (from q1 to q2) have been simulated, 256 

as shown in Figure 2. The temperature elevation is first simulated considering steady-state fluid flow 257 

conditions by applying a constant and uniform flow q1. After several hours of heating, a sharp or 258 

progressive flow change is simulated to reach a lower flow rate q2. In order to assess the effect of the 259 

flow change rate and of the flow change intensity on temperature variations, different scenarios are 260 



Article submission to Journal of Hydrology 

 

9 

 

considered as detailed in Figure 2. Case 1 simulates a groundwater flow decrease from q1 = 3.6x10-261 
5 m.s-1 to q2 = 1.2x10-5 m.s-1, while case 2 simulates a groundwater flow decrease from q1 = 3.6x10-262 
5 m.s-1 to q2 = 3.2x10-5 m.s-1. In both cases, the change of flow is occurring three hours after the start 263 

of the heat injection, once temperature stabilisation has already been reached for flow q1. For each 264 

case, the applied flow change from q1 to q2 is either instantaneous and so very sharp (blue line) or 265 

smoothed and progressive along time with transition periods varying between 30 minutes and 8 266 

hours. With these two cases, modeling focuses on assessing the effect of the difference between q1 267 

and q2 on temperature evolutions and on comparing the flow change rate with the temperature 268 

change rate. 269 

Besides, it has been proven in steady-state flow conditions that a gradual and continuous 270 

temperature rise during heating period without temperature stabilization at late times occurs in case 271 

of no groundwater flux (Diao et al. 2004; Simon et al. 2021). Thus, after a change from flow to no-272 

flow conditions, it can be expected that, the temperature evolution shows a similar behaviour and 273 

that a continual temperature rise would be observed under no-flow conditions. To address this point, 274 

a complementary simulation is run to simulate a change from flow conditions q1 = 1.2x10-5 m.s-1 to 275 

no-flow conditions q2 = 0 m.s-1. 276 

 277 

Figure 2.. Illustration of groundwater flow changes simulated in Case 1 and Case 2. 278 

2.2.3. Periodic hydraulic flow variations 279 

 The second set of simulations consists of simulating periodic groundwater flow variations. 280 

For these simulations, the period of the sine signal is set to 12 h (1/43200 Hz) approximating the 281 

period of tidal cycles (≈ 12.4 h). For the first case with sine variations, the amplitude of the signal is 282 

2.4x10-5 m.s-1 and flow vary between 1.2x10-5 and 3.6x10-5 m.s-1 (Figure 6a). For the second one, a 283 

smaller amplitude is considered (8x10-6 m.s-1) with fluxes varying between 2.8x10-5 and 3.6x10-5 m.s-284 
1 (Figure 6b). 285 

2.3. Laboratory tests 286 
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Active-DTS measurements were carried out during sandbox laboratory experiments. The 287 

experimental setup consisted of burying a heatable FO cable in a sandbox in which flow rates can be 288 

well-controlled. The sandbox is a 0.576 m3 PVC tank open at the top (1.6 m long; 1.2 m width and 289 

0.3 m height) and filled with 0.4-1.3 mm diameter quartz sand (Figure 3a). The height of water in 290 

reservoirs on two sides of the sandbox can be manually adjusted to control the hydraulic gradient and 291 

thus the water flow through the sand. The flow through the sandbox is considered homogeneous and 292 

the average hydraulic conductivity is estimated equal to 3x10-3 m.s-1. The FO cable buried in the 293 

sandbox is a 3.8-mm-diameter cable containing 4 multimode 50/125-µm fibers (BruSens cable; 294 

reference LLK-BSTE 85°C). A 7 m-section of this cable was electrically isolated and connected to 295 

an electrical allowing the injection of electricity from a power controller. DTS measurements were 296 

carried out with a Silixa Ultima S DTS unit used in double-ended configuration (van de Giesen et al. 297 

2012) and reporting temperature every 12.5 cm at a-20 seconds sampling interval (10 seconds per 298 

channel). Cold and warm baths were used to calibrate temperature measurements (Figure 3a). The 299 

relative uncertainty of measurements was estimated to 0.03°C while absolute uncertainty was 300 

estimated equal to 0.15°C. The effective spatial resolution of the unit was experimentally estimated 301 

during heating periods to be between 51 and 67 cm (Simon et al., 2020). A succession of active-DTS 302 

measurements was already conducted under steady-state flow conditions using this setup and 303 

associated measurements have already been the subject of two precedent studies (Simon et al. 2020; 304 

Simon et al. 2021). 305 

 306 

Figure 3. a. Experimental Setup of the sandbox experiment (modified from Simon et al. 2020); b. Steps 

of water fluxes imposed through the sandbox over the heating period 
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For this study, the heatable section of the FO cable was continuously energized for 29 hours 307 

using a Silixa Heat Pulse Control System, delivering a well-controlled power intensity of 15 W.m-1 308 

along the heated section. For the first 4-hrs of the heat injection, the flux was held constant and 309 

estimated at 3.37x10-5 m.s-1 (Figure Error! Reference source not found.b). Then, a three-step 310 

decrease of the groundwater flow was applied until no-flow condition (q = 0) was reached at the end 311 

of the experiment. The water fluxes associated to each step are noted q1, q2, q3 and q4. In practice, the 312 

flow through the sandbox is changed by manually decreasing the height of water in the inlet 313 

reservoir, which induces a decrease of the hydraulic gradient and thus of the water flux. It involves 314 

for each change a period of transient-flow conditions before a new steady-state condition is reached. 315 

The duration of these transient-flow conditions periods is difficult to assess since hydraulic heads 316 

changes are not monitored. However, from the observations made during the experiment, we 317 

consider steady-state flow is reached in approximatively 30 minutes after flow changes, which is 318 

consistent with the permeability estimated. 319 

3. Results 320 

3.1. Numerical modeling 321 

3.1.1. Sharp and progressive flow changes 322 

 Figure 4 presents temperature transients modelled for Case 1 (Fig. a and b) and for Case 2 323 

(Fig. c and d). For the first case, the heat injection at t=0 induces a sharp increase of temperature 324 

(Fig. 4a). The temperature stabilizes rapidly (in around 25 min) at 17.42°C depending on 325 

experimental conditions (thermal properties of FO cable, power injected), on thermal properties of 326 

the porous media but especially on flux (q1 = 3.6x10-5 m.s-1). After three hours of heating, a 327 

groundwater flow decrease is modelled to reach q2 = 1.2x10-5 m.s-1. It induces an increase of 328 

temperature, which is in perfect agreement with expectations: for lower groundwater flow, heat 329 

produced is less dissipated by advection leading to a temperature increase. In this case, 330 

independently of the duration of the hydraulic transition period, the temperature increases and 331 

stabilizes at 21.26°C, which corresponds to the temperature stabilization predicted by the model 332 

considering steady flow conditions q2 for the whole heating period (dotted grey line). Thus, the 333 

temperature stabilization after the flow change clearly depends on the groundwater flow q2. 334 

 However, the duration of the hydraulic transition period also affects the temperature 335 

variations and the duration of thermal transition period, as detailed in Fig. 4b which shows 336 

temperature evolutions modelled after the start of the flow change (∆T is calculated here as the 337 

difference between the temperature simulated for any t > 3 h and the temperature at t = 3 h, 338 

corresponding to the stabilization temperature for q1). For an instantaneous and sharp flow change 339 

(blue line), the temperature elevation does not instantaneously stabilize but progressively increases 340 

up to reaching stabilization (approximately 3 hours after the flow change). In this case, the 341 

superposition principle can be used (Equation 7) to reproduce the temperature change observed after 342 

the flow change (Results are not shown here to not overload the Figure). 343 

For simulations considering smoothed transition periods of 30 min (orange line), 1 h (yellow 344 

line), 2 h (green line) and 4 h (brown line), results show that reaching steady temperature conditions 345 

is longer than reaching steady flow conditions. Temperature and flow changes are not  simultaneous 346 

and the temperature response is delayed. However, although difficult to observe in Figure 4b because 347 

of the logscale that compress the late times, when the transition period increases, the delay between 348 

the temperature stabilization and the flow stabilization decreases. Thus, if the hydraulic transition 349 

period lasts 4 hours, the temperature stabilization is reached in 4h45min. For longer transition 350 

periods (see for instance purple line corresponding to an 8-hrs transition period), the temperature 351 

stabilization is reached at the same time as the flow steady conditions, meaning that temperature 352 
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changes are occurring at the same rate as flow changes. Subsequently, if flow changes are smoothed 353 

enough, it becomes possible to monitor flow changes in real time. For these cases, using the simplest 354 

version of the superposition principle (Equation 7) does not allow reproducing the thermal response 355 

observed in response to flow change. However, regardless of the shape and duration of the transient 356 

flow stage, the temperature systematically stabilizes depending on the value of q2, which means that 357 

the value of the temperature stabilization can be used to estimate q2 using the MILS model (Equation 358 

2) or its simplified version (Equation 3). 359 

 Fig. 4c and d present thermal response to flow change from q1 = 3.6x10-5 m.s-1 to 360 

q2 = 3.2x10-5 m.s-1. Temperature responses for the three first hours are similar to thermal responses 361 

presented in Case 1 (identical steady flow conditions). Then, the flow change induces an increase of 362 

temperature but the temperature stabilization for this case is lower than case 1 (17.81°C) in 363 

agreement with a greater value of q2. Actually, as observed for Case 1, the temperature stabilizes 364 

according to the temperature value expected for q2 (dotted grey line). This confirms that if steady 365 

flow conditions are long enough after the flow change, thermal steady conditions (temperature 366 

stabilization) are reached independently of earlier flow conditions. However, the time required to 367 

reach the thermal stabilization depends on the rate of flow variations. Thus, the temperature 368 

stabilizes faster for case 2 than for case 1. For an instantaneous flow change (blue line), temperature 369 

approximately stabilizes 18 min after the start of flow change (against 3 h for Case 1). Likewise, as 370 

soon as the transition period exceeds 1 h, the temperature stabilization is reached at the same time as 371 

the flow steady conditions. Thus, our results show that the duration of the transient temperature 372 

variations depends on the value of q2 but also on the intensity of flow variation (the difference 373 

between q1 and q2). 374 
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 375 

Figure 4. a. Temperature evolutions modelled for Case 1 considering a flow change from q1 = 3.6x10
-376 

5
 m.s

-1
 to q2 = 1.2x10

-5
 m.s

-1 
three hours after the start of the heating period. Colored lines correspond to 377 

the different durations of transient flow conditions tested. Grey lines correspond to temperature 378 
evolutions predicted by considering steady flow conditions (respectively q1 and q2) for the whole heating 379 
period. b. ∆T calculated after change in flow conditions considering the difference between the 380 
temperature simulated for any t > 3 h and the temperature at t = 3hrs. Vertical colored lines 381 
correspond to the duration of each hydraulic transition period tested. Likewise, figures c and d present 382 
results for Case 2 considering a flow change from q1 = 3.6x10

-5
 m.s

-1
 to q2 = 3.2x10

-5
 m.s

-1 
occurring three 383 

hours after the start of the heating period. 384 

In complement to previous results, simulations were run to simulate an instantaneous change 385 

applied at t = 3hrs from flow conditions q1 = 1.2x10-5 m.s-1 to no-flow conditions q2 = 0 m.s-1. In this 386 

case (Figure 5), the temperature rises progressively and almost 24 hrs are required so that the 387 

temperature elevation reaches the temperature curve modelled by considering no-flow conditions for 388 

the whole heating period. The absence of groundwater flow after the change means that heat 389 

dissipation occurs only through heat conduction, which involves slow and less efficient heat 390 
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transfers. Although no temperature stabilization occurs for late times, the superposition principle 391 

(Equation 8) can efficiently be used to reproduce the temperature elevation observed after the flow 392 

change.   393 

  394 

Figure 5. Blue line corresponds to temperature evolution modelled by considering a flow change from 395 
q1 = 1.2x10

-5
 m.s

-1 
to no-flow conditions occurring three hours after the start of the heating period. 396 

Dotted grey lines correspond to temperature evolutions modelled  397 

3.1.2. Periodic groundwater flow variations 398 

 Figures 6a and b present temperature responses modelled in response to periodic flow 399 

changes occurring during the heating period. In this first case, the period of the sine signal is set to 400 

12h with fluxes varying between 1.2x10-5 and 3.6x10-5 m.s-1 (blue line in Fig. 6a). Brown line 401 

corresponds to the associated temperature variations (heating period starting at t=0). Temperature 402 

oscillates between 17.42 and 21.18°C in response to flow changes (an increase of flux inducing a 403 

temperature decrease and vice versa). Interestingly, a delay in time (≈20 min) can be observed 404 

between maximum temperature peaks and minimal fluxes (Fig. 6a). On the opposite, minimum 405 

temperature peaks and maximal fluxes are perfectly synchronized. Actually, as shown in Figure 6b, 406 

while groundwater flow is maximal (and therefore the temperature elevation minimal), the 407 

temperature elevation reaches 17.42°C, which corresponds to the stabilization temperature of the 408 

model considering steady flow conditions and q=3.6x10-5 m.s-1. However, while groundwater flow is 409 

minimal (and therefore the temperature elevation maximal), the temperature elevation only reaches 410 

21.18°C, which is slightly less than the expected temperature (the stabilization temperature of the 411 

model considering steady flow conditions and q=1.2x10-5 m.s-1 being 21.3°C). 412 

 Then, the amplitude of the sine signal was decreased with fluxes varying between 2.8x10-413 
5 and 3.6x10-5 m.s-1. Associated results are presented in Figures 6c and d. In this case, temperature 414 

oscillated between 17.42 and 18.26°C. Contrary to previous flow conditions, peaks in temperature 415 

are perfectly synchronized with peaks in fluxes (Fig 6c). A shown in Fig 6d, the minimum and 416 

maximum temperatures reached are in perfect agreement with stabilization temperatures obtained 417 

while considering steady flow conditions of 2.8x10-5 and 3.6x10-5 m.s-1. These results seem very 418 

promising concerning the applications of active-DTS measurements under transient flow conditions. 419 
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It suggests that while flow variations are smoothed, temperature elevation changes occur 420 

simultaneously to flow variations and can therefore be used to continuously monitor and characterize 421 

transient flows. These results suggest that the feasibility of monitoring fluxes depends on the values 422 

of q1 and q2 and on the difference between them. 423 

 424 

Figure 6. Results of simulations considering periodic groundwater flow variations. a. Temperature 425 
evolution (brown line) modelled in response to groundwater flow changes (blue line). The period of the 426 
sine signal is set to 12h with fluxes varying between 1.2x10

-5
 and 3.6x10

-5
 m.s

-1
. Vertical lines indicate 427 

times of maximal and minimal groundwater fluxes. b. Temperature evolutions considering either 428 
periodic groundwater flow variations (brown line) or steady flow conditions (blue lines). Likewise, 429 
figures c and d present results of simulations considering periodic groundwater flow variations varying 430 
between 2.8x10

-5
 and 3.6x10

-5
 m.s

-1
. 431 

3.2. Laboratory tests 432 

Figure 7  shows the temperature increase ∆T measured along the FO cable in response to heat 433 

injection (red line). Note that the temperature variations presented here were recorded along a section 434 

of the cable positioned perpendicular to the main flow direction. At t = t0 = 0, the electrical power is 435 

switched on. The start of the heating period is associated to a rapid and sharp temperature change 436 

that reaches 8.8 °C in 2 minutes. After 16 minutes of heating, the temperature stabilizes around 437 

10 °C, meaning that the thermal steady-state is reached. At t = t1, while the flow is decreased from q1 438 

to q2, a significant temperature rise is measured. The temperature first increases rapidly before 439 

stabilizing around 10.5 °C. Then, at t = t2, while the flow is decreased from q2 to q3, another 440 

significant temperature rise is observed. The temperature increases up to stabilizing at 10.9 °C 1h50 441 

after the flow change. Finally, at t = t4, the water flow is turned off (no-flow conditions), which 442 

induces a new temperature increase. 443 

3.2.1. Modeling the temperature stabilization 444 
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 The first three flow changes applied during the heating period induced a transient thermal 445 

stage followed by a temperature stabilization stage at higher temperature. Following Equation 5a, the 446 

temperature theoretically stabilizes at late times according to flow conditions occurring after each 447 

flow stage. Thus, it should be possible to model the temperature of stabilization observed for each 448 

stage using the analytical model considering associated groundwater fluxes. This is presented in 449 

Figure 7, which compares the temperature increase measured during the heating period (red curve) 450 

with modelled curves (grey lines), simulated following Equation 2. Note that Equation 3 can also be 451 

used to directly match temperature stabilization values with flow estimates. The value of ∆TFO is set 452 

at 7.09 °C in accordance with the results of Simon et al. (2021) and with the heating rate power (15 453 

W.m-1). Each curve is simulated by considering a specific value of flux (q1, q2, q3 or q4) 454 

corresponding to the different steps of water flow imposed through the sandbox over the heating 455 

period, indicated on the top of the Figure. 456 

 As expected, for the first flow-step, from t0 to t1, the thermal response can be very well 457 

reproduced using the MILS model, as the flow is constant during this period. The RMSE between 458 

modelled and measured data from t0 to t1 is 0.06 °C. After the first flow change applied at t = t1, the 459 

measured temperature progressively increases and stabilizes at the temperature stabilization 460 

predicted by the model considering q2. The RMSE between modelled and measured data during the 461 

associated temperature stabilization stage is 0.06 °C. This result confirms that, during heating 462 

periods, the temperature of stabilization exclusively depends on the effective groundwater flux at the 463 

time of the steady-state period and not on fluxes variations that have occurred in earlier times. 464 

For the third stage,  the temperature of stabilization reached for the third flow-step (q3) also 465 

corresponds to the temperature of stabilization expected under flow-conditions such as q = q3, 466 

although the experimental curve matches not as well with the modelled curve considering q3 (the 467 

associated RMSE is 0.11 °C). In this case, as discussed further, this slight difference between 468 

modelled and measured data is due to the fact that the temperature stabilization is not fully reached. 469 

A longer period would have been required before applying another flow change to be able to 470 

perfectly model the temperature stabilization. When the last flow change is applied at t = t3 imposing 471 

no-flow conditions in the sandbox, the measured temperature starts increasing. However, contrary to 472 

the previous steps, a significant difference is observed between the experimental curve and the 473 

modelled one considering q4, even after a few additional hours of heating. 474 
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 475 

Figure 7. Comparison between the measured temperature increase (red line) and four curves modelled 476 
for different groundwater flux q under steady-flow conditions (black lines). Each of these curves is 477 
simulated using the MILS model (Equation 2) considering a specific value of flux (q1, q2, q3 or q4) 478 
corresponding to the different steps of water flow imposed through the sandbox over the heating 479 
period, indicated on the top of the Figure. 480 

3.2.2. Modeling the real-time temperature increase 481 

 Theoretically, any instantaneous variation in the groundwater flow should induce a change in 482 

the temperature evolution which could be modelled using the superposition principle as described in 483 

Equation 8. This principle was used to reproduce the temperature evolution measured in the sandbox 484 

during the heating period. Figure 8 presents the step-by-step reproduction of the measured 485 

temperature increase considering each flow change applied over the heating period. Note that only 486 

the temperature variations induced by heat transfer through the porous ∆TPM, calculated as 487 

∆TPM = ∆T - ∆TFO, are presented here. In each plot, the red line corresponds to the measured 488 

temperature increase and the black line to the modelled temperature increase established by 489 

considering flow variations applied over the heating period. For each case, blue line corresponds to 490 

the temperature increases that would have been observed if steady-flow conditions would have been 491 

applied during the whole heating period. For instance, in Figure 8b, the blue line called ΔTPM,q2 was 492 

modelled using the analytical model (Equation 2) by considering steady-flow conditions and the 493 

value of groundwater flux (q2) applied during this second stage. 494 

 Figure 8a focuses on the temperature increase measured from t0 to t1, over which the flux (q1) 495 

is constant. As the flow is constant during this period, the temperature evolution can be very well 496 

reproduced using the MILS model (Equation 2). Then, as shown in Figure 8b, the temperature 497 

increase measured from t = t1 to t = t2, over which the flux (q2) is imposed, can be very well 498 

reproduced following the Equation 8 (black line). 499 
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 Likewise, temperature increase measured from t = t2 to t = t3, over which the flux (q3) is 500 

imposed, can be very well reproduced using the same superposition principle, as shown in Figure 8c 501 

(black line). Interestingly, this approach reproduces better the temperature reached at the end of this 502 

step than the direct use of the analytical solution for a single value of q (blue line). The comparison 503 

between these two lines confirms that the temperature stabilization is not completely reached at 504 

t = t3. It would have required around 1.3 additional hours of heating to reach the steady-state and for 505 

the two curves to overlap.  506 

 Finally, the superposition principle is applied to model the temperature increase measured for 507 

t > t3 under no-flow conditions (q4 = 0 m.s-1) (Figure 8d). Even if the model does not perfectly 508 

reproduce the temperature increase measured for t > t3 (black line), the modelled curve remains 509 

satisfactory. The difference between the reproduced curve and experimental data can probably be 510 

explained, as discussed below, by experimental conditions and a longer heating period would 511 

certainly have improved the result. 512 

Modelled curves in Figures 7 (black lines) correspond to curves that would be obtained for 513 

active-DTS measurements conducted under steady-flow conditions. It appears for q1, q2 and q3, that 514 

temperature stabilization would be reached in approximatively 0.8 h, 4.8 h and 10.3 h. However, in 515 

the experiment, durations required to reach temperature stabilizations after flow changes were 516 

smaller: 4 h from q1 to q2 and 5.5 h from q2 to q3 (Figure 8b). This clearly shows that the duration of 517 

the transient period depends on the difference between the times required to reach stabilization for 518 

each flow value (4.8 h - 0.8 h for q varying between q1 to q2, and 10.3 h - 4.8 h for q varying between 519 

q2 to q3). This confirms that the duration of the transient temperature stage depends on both the value 520 

of the flow after the change, which controls the late behavior of the temperature elevation, and on the 521 

difference of fluxes before and after the flow change. Thus, for a flow change from q1 to q3, 9.5 h 522 

would be required to reach temperature stabilization while only 4h are required for fluxes varying 523 

from q1 to q2. 524 
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 525 

Figure 8. Step-by-step modeling of the temperature increase measured in the sandbox over the heating 526 
period (red line). Each plot (a,b,c,d) presents the temperature change associated to a flow change and 527 
the associated modelled curve (black line). For each step, the blue line corresponds to temperature 528 
increase modelled with the analytical model (Equation 2) considering the value of the groundwater flux 529 
applied at this step.  530 

4. Discussions 531 

In this study, we introduce active-DTS measurements as a new approach to continuously monitor 532 

groundwater fluxes changes over time. This approach allows to overcome the limitations of methods 533 

that have been proposed in the past decades for monitoring and quantifying the temporal dynamic of 534 

groundwater fluxes. We introduce the possibility of accurately estimating groundwater flow at high 535 

spatial resolution while continuously monitoring the temporal dynamics of groundwater flow at 536 

different time scales, including rapid flow fluctuations.  537 

Both sandbox experiments and numerical simulations show that any changes in the flow rate 538 

instantaneously affect the temperature evolution, confirming that temperature elevation measured 539 
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during active-DTS measurements is sensitive to flow variations. Results are in perfect agreement 540 

with theoretical expectations. In the case of a change from flow-conditions to no-flow conditions, the 541 

temperature does not stabilize after the flow change and the time required for temperature to reach 542 

the conduction trend (Figure 5) can be very long (almost 24h in simulations). Numerical simulations 543 

were also made to simulate the effect of a flux increase on temperature response. Results are not 544 

presented here because they are very similar to results presented considering flux decrease. The only 545 

difference is that any flux increase induces a temperature decrease.  546 

 In addition, results show that if the flow change (either instantaneous or progressive) is 547 

followed by a steady-state flow period, the temperature tends to stabilize at late times. The 548 

temperature of stabilization exclusively depends on the effective groundwater flux at the time of the 549 

steady-state flow period and not on flow conditions or fluxes variations that have occurred in earlier 550 

times. Therefore, as soon as temperature steady state conditions are measured, the MILS model 551 

(Equation 2) or it simplified version (Equation 3) can be used to interpret the stabilization 552 

temperature and estimate the groundwater flux if the thermal conductivity value has been already 553 

determined.  554 

 However, in agreement with theoretical developments, results show that the thermal response 555 

to instantaneous flow changes is not instantaneous. A transient period is systematically observed in 556 

temperature evolution depending on the value of the groundwater flux. Despite this transient period, 557 

both sandbox experiments and numerical simulations confirm the possibility of modeling the thermal 558 

response resulting from an instantaneous flow change by applying the superposition principle (Eq. 8) 559 

and using the MILS model (Equation 2) considering the values of fluxes before and after the flow 560 

change. Thus, as demonstrated in Figure 8, the temperature evolution associated to several changes 561 

in flow-conditions can be modelled, which allows monitoring the temporal dynamic of fluxes, even 562 

if the temperature stabilization is not yet reached. This result is particularly promising because it 563 

suggests that an inverse model could be used reproduce temperature variations and assess flow 564 

variations over time. Note however that the flow change should be sufficiently important to induce a 565 

significant and measurable temperature change. 566 

For any flow variation from q1 to q2, the duration of the temperature transient stage depends 567 

on the difference between the time required to reach the stabilization for q2 under steady-flow 568 

conditions and the one required for q1  under steady-flow conditions. Thus, the larger the difference 569 

between q1 and q2, the longer the time required to reach a new stable temperature stage. This is true 570 

for a flow decrease as well as for a flow increase.  571 

 For progressive flow changes, the flow quantification becomes limited as soon as steady 572 

thermal conditions are not reached. This can occur if the duration of temperature monitoring 573 

following the flow change is too short to reach temperature stabilization or if another flow change 574 

happens before the temperature stabilization. In this case, a qualitative characterization of flow 575 

dynamics is possible (a temperature increase resulting from flux decrease, and vice versa). Since the 576 

transient thermal stage cannot be modelled using the superposition principle introduced for 577 

modelling instantaneous flow changes, no flow quantification can be achieved as long as the 578 

temperature is not stabilized. In this case, a numerical model should be used to interpret the 579 

temperature elevation in order to reach a quantitative assessment of flow. This is probably what 580 

explains the difficulty for modeling temperature changes monitored during the sandbox experiment 581 

for t > t3 (change from flow-conditions to no-flow conditions). In practice, reaching steady flow 582 

conditions after the stop of the water injection through the sandbox required some duration. It means 583 

that groundwater flow did not actually stop instantaneously, while the model considers no-flow 584 

conditions at t=t3. A longer heating experiment would probably have permitted to improve modelling 585 

results. 586 
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Concerning periodic flow changes, the ability of monitoring groundwater fluxes variations 587 

depends on the difference between maximal and minimum fluxes, which controls the temperature 588 

changes rate and the time required to reach the maximum or minimum of temperature (Figure 6). If 589 

the difference of temperature stabilization times between the maximal flux and the minimum flux is 590 

shorter than the half period of the periodic flow change signal, the temperature change rate is 591 

comparable to the flow change rate. In this scale, the time shift between the temperature signal and 592 

the flow signal becomes negligible and flow variations can be monitored in real times. Minimal and 593 

maximal temperature recorded can be also used to interpret maximal and minimum water fluxes 594 

using the analytical solution (Equation 2) or its simplified version (Equation 3). On the opposite, if 595 

the difference of temperature stabilization times between the maximal flux and the minimum flux is 596 

larger than the half period of the periodic flow change signal, a time lag is observed between 597 

temperature variations and flow variations. Besides, in this case, the temperature signal appears 598 

attenuated in amplitude (Figure 6c and d) since the period of the signal is not long enough to reach 599 

maximal or minimum temperature. Thus, if the maximum and minimum temperatures recorded are 600 

interpreted using the analytical approach used in this study, minimal and maximal fluxes would be 601 

overestimated or underestimated. Once again, in this case, a numerical model could help for 602 

reproducing temperature variations and estimating the range of groundwater fluxes. 603 

It should be also noted that we assume in this study that the ambient temperature of the 604 

porous media is steady over time. It involves that any temperature variations recorded is exclusively 605 

induced by the heating experiment. In practice, natural temperature variations can occur and affect 606 

the temperature signal measured during heating periods. This would be the case for instance if the 607 

method is used under losing stream conditions at the stream/aquifer interface, where stream 608 

temperature variations propagates in depth depending on downward water fluxes. It means that the 609 

temperature signal recorded during heating experiments should be processed in order to filter natural 610 

temperature variations before interpreting induced temperature variations. This point will be 611 

investigated in further works. 612 

Conclusions 613 

We investigated the potential of active-DTS measurements for characterizing variable 614 

groundwater fluxes. We demonstrated that temperature signal measured over time is sensitive to 615 

groundwater flow conditions and their temporal changes, offering very interesting perspectives to 616 

quantify and monitor fluxes variations. We showed in particular the ability of active-DTS 617 

measurements to monitor groundwater flow changes for different hydrological conditions. In 618 

complement to the few methods which allow quantifying groundwater flow variations, active-DTS 619 

measurements offer the possibility of characterizing fluxes at high spatial resolution, meaning that 620 

their use under transient flow conditions could allow to address the question of the characterization 621 

of both the spatial and the temporal variabilities of groundwater fluxes. In addition, results show that 622 

the method proposed in this study proved to be excellent for monitoring groundwater fluxes 623 

variations with a great accuracy.   624 

 These preliminary tests are particularly promising and open new perspectives for monitoring 625 

and/or quantifying the temporal dynamic of groundwater fluxes for many applications at different 626 

temporal scales. The approach seems particularly well suited to investigate flow fluctuations 627 

occurring over long time scales, for instance to study bank storage effects induced by square dam 628 

releases or recharge of highly heterogeneous systems, which are generally followed by relative long 629 

periods (few hours) of water levels stabilization (Ferencz et al. 2019). Likewise, the approach would 630 

be well suited for characterizing groundwater flow variations occurring over days (associated with 631 

precipitations for instance) or over weeks (seasonal fluctuations) since very low changes could be 632 
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quasi-continuously monitored. Active-DTS seems also very well suited to monitor groundwater 633 

fluxes at different depths during a pumping test that last few hours or days (Pouladi et al. 2021a) in 634 

order to image flow variability and sub-surface heterogeneities. The method should also be efficient 635 

to assess diurnal groundwater fluctuations resulting from evapotranspiration, atmospheric pressure 636 

effects or tidal effects for example. None other field method offers the possibility of quantifying both 637 

temporal and spatial variabilities of diurnal groundwater fluctuations. 638 
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