
HAL Id: insu-04193328
https://insu.hal.science/insu-04193328

Submitted on 1 Sep 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Gaia Data Release 3 : The Galaxy in your preferred
colors: synthetic photometry from gaia low-resolution

spectra
P. Montegriffo, M. Bellazzini, F. de Angeli, R. Andrae, M. Barstow, D.

Bossini, A. Bragaglia, P. Burgess, C. Cacciari, J. Carrasco, et al.

To cite this version:
P. Montegriffo, M. Bellazzini, F. de Angeli, R. Andrae, M. Barstow, et al.. Gaia Data Release 3 : The
Galaxy in your preferred colors: synthetic photometry from gaia low-resolution spectra. Astronomy
and Astrophysics - A&A, 2023, 674, pp.A33. �10.1051/0004-6361/202243709�. �insu-04193328�

https://insu.hal.science/insu-04193328
https://hal.archives-ouvertes.fr


Astronomy & Astrophysics manuscript no. 43709corr_MB_wzenodo ©ESO 2023
January 11, 2023

Gaia Data Release 3: The Galaxy in your preferred colours.
Synthetic photometry from Gaia low-resolution spectra

Gaia Collaboration, P. Montegriffo 1, M. Bellazzini 1, F. De Angeli 2, R. Andrae 3, M.A. Barstow 4,
D. Bossini 5, A. Bragaglia 1, P.W. Burgess2, C. Cacciari 1, J.M. Carrasco 6, N. Chornay 2, L. Delchambre 7,

D.W. Evans 2, M. Fouesneau 3, Y. Frémat 8, D. Garabato 9, C. Jordi 6, M. Manteiga 10, D. Massari 1,
L. Palaversa 11, 2, E. Pancino 12, 13, M. Riello 2, D. Ruz Mieres 2, N. Sanna 12, R. Santoveña 9, R. Sordo 14,

A. Vallenari 14, N.A. Walton 2, A.G.A. Brown 15, T. Prusti 16, J.H.J. de Bruijne 16, F. Arenou 17,
C. Babusiaux 18, 17, M. Biermann19, O.L. Creevey 20, C. Ducourant 21, L. Eyer 22, R. Guerra 23, A. Hutton24,
S.A. Klioner 25, U.L. Lammers 23, L. Lindegren 26, X. Luri 6, F. Mignard20, C. Panem27, D. Pourbaix† 28, 29,
S. Randich 12, P. Sartoretti17, C. Soubiran 21, P. Tanga 20, C.A.L. Bailer-Jones3, U. Bastian 19, R. Drimmel 30,

F. Jansen31, D. Katz 17, M.G. Lattanzi 30, 32, F. van Leeuwen2, J. Bakker23, J. Castañeda 33, C. Fabricius 6,
L. Galluccio 20, A. Guerrier27, U. Heiter 34, E. Masana 6, R. Messineo35, N. Mowlavi 22, C. Nicolas27,

K. Nienartowicz 36, 37, F. Pailler 27, P. Panuzzo 17, F. Riclet27, W. Roux 27, G.M. Seabroke 38, F. Thévenin20,
G. Gracia-Abril39, 19, J. Portell 6, D. Teyssier 40, M. Altmann 19, 41, M. Audard 22, 37, I. Bellas-Velidis42,
K. Benson38, J. Berthier 43, R. Blomme 8, D. Busonero 30, G. Busso 2, H. Cánovas 40, B. Carry 20,

A. Cellino 30, N. Cheek44, G. Clementini 1, Y. Damerdji 7, 45, M. Davidson46, P. de Teodoro23, M. Nuñez
Campos24, A. Dell’Oro 12, P. Esquej 47, J. Fernández-Hernández48, E. Fraile47, P. García-Lario 23, E. Gosset7, 29,

R. Haigron17, J.-L. Halbwachs 49, N.C. Hambly 46, D.L. Harrison 2, 50, J. Hernández 23, D. Hestroffer 43,
S.T. Hodgkin 2, B. Holl 22, 37, K. Janßen 51, G. Jevardat de Fombelle22, S. Jordan 19, A. Krone-Martins 52, 53,
A.C. Lanzafame 54, 55, W. Löffler19, O. Marchal 49, P.M. Marrese 56, 13, A. Moitinho 52, K. Muinonen 57, 58,
P. Osborne2, T. Pauwels8, A. Recio-Blanco 20, C. Reylé 59, L. Rimoldini 37, T. Roegiers 60, J. Rybizki 3,

L.M. Sarro 61, C. Siopis 28, M. Smith38, A. Sozzetti 30, E. Utrilla24, M. van Leeuwen 2, U. Abbas 30,
P. Ábrahám 62, 63, A. Abreu Aramburu48, C. Aerts 64, 65, 3, J.J. Aguado61, M. Ajaj17, F. Aldea-Montero23,
G. Altavilla 56, 13, M.A. Álvarez 9, J. Alves 66, R.I. Anderson 67, E. Anglada Varela 48, T. Antoja 6,

D. Baines 40, S.G. Baker 38, L. Balaguer-Núñez 6, E. Balbinot 68, Z. Balog 19, 3, C. Barache41,
D. Barbato22, 30, M. Barros 52, S. Bartolomé 6, J.-L. Bassilana69, N. Bauchet17, U. Becciani 54, A. Berihuete 70,

M. Bernet 6, S. Bertone 71, 72, 30, L. Bianchi 73, A. Binnenfeld 74, S. Blanco-Cuaresma 75, T. Boch 49,
A. Bombrun76, S. Bouquillon41, 77, L. Bramante35, E. Breedt 2, A. Bressan 78, N. Brouillet 21, E. Brugaletta 54,

B. Bucciarelli 30, 32, A. Burlacu79, A.G. Butkevich 30, R. Buzzi 30, E. Caffau 17, R. Cancelliere 80,
T. Cantat-Gaudin 6, 3, R. Carballo 81, T. Carlucci41, M.I. Carnerero 30, L. Casamiquela 21, 17, M. Castellani 56,

A. Castro-Ginard 15, L. Chaoul27, P. Charlot 21, L. Chemin 82, V. Chiaramida35, A. Chiavassa 20,
G. Comoretto40, 83, G. Contursi 20, W.J. Cooper 84, 30, T. Cornez69, S. Cowell2, F. Crifo17, M. Cropper 38,

M. Crosta 30, 85, C. Crowley76, C. Dafonte 9, A. Dapergolas42, P. David43, P. de Laverny 20, F. De Luise 86,
R. De March 35, J. De Ridder 64, R. de Souza87, A. de Torres76, E.F. del Peloso19, E. del Pozo24, M. Delbo 20,

A. Delgado47, J.-B. Delisle 22, C. Demouchy88, T.E. Dharmawardena 3, S. Diakite89, C. Diener2,
E. Distefano 54, C. Dolding38, H. Enke 51, C. Fabre90, M. Fabrizio 56, 13, S. Faigler 91, G. Fedorets 57, 92,

P. Fernique 49, 93, F. Figueras 6, Y. Fournier 51, C. Fouron79, F. Fragkoudi 94, 95, 96, M. Gai 30,
A. Garcia-Gutierrez6, M. Garcia-Reinaldos23, M. García-Torres 97, A. Garofalo 1, A. Gavel 34, P. Gavras 47,

E. Gerlach 25, R. Geyer 25, P. Giacobbe 30, G. Gilmore 2, S. Girona 98, G. Giuffrida56, R. Gomel91,
A. Gomez 9, J. González-Núñez 44, 99, I. González-Santamaría 9, J.J. González-Vidal6, M. Granvik 57, 100,

P. Guillout49, J. Guiraud27, R. Gutiérrez-Sánchez40, L.P. Guy 37, 101, D. Hatzidimitriou 102, 42, M. Hauser3, 103,
M. Haywood 17, A. Helmer69, A. Helmi 68, M.H. Sarmiento 24, S.L. Hidalgo 104, 105, N. Hładczuk 23, 106,

D. Hobbs 26, G. Holland2, H.E. Huckle38, K. Jardine107, G. Jasniewicz108, A. Jean-Antoine Piccolo 27,
Ó. Jiménez-Arranz 6, J. Juaristi Campillo19, F. Julbe6, L. Karbevska37, 109, P. Kervella 110, S. Khanna 68, 30,

G. Kordopatis 20, A.J. Korn 34, Á Kóspál 62, 3, 63, Z. Kostrzewa-Rutkowska15, 111, K. Kruszyńska 112,
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ABSTRACT

Gaia Data Release 3 provides novel flux-calibrated low-resolution spectrophotometry for ' 220 million sources in the wavelength range 330 nm ≤
λ ≤ 1050 nm (XP spectra). Synthetic photometry directly tied to a flux in physical units can be obtained from these spectra for any passband
fully enclosed in this wavelength range. We describe how synthetic photometry can be obtained from XP spectra, illustrating the performance
that can be achieved under a range of different conditions —for example passband width and wavelength range— as well as the limits and the
problems affecting it. Existing top-quality photometry can be reproduced within a few per cent over a wide range of magnitudes and colour, for
wide and medium bands, and with up to millimag accuracy when synthetic photometry is standardised with respect to these external sources.
Some examples of potential scientific application are presented, including the detection of multiple populations in globular clusters, the estimation
of metallicity extended to the very metal-poor regime, and the classification of white dwarfs. A catalogue providing standardised photometry for
' 2.2 × 108 sources in several wide bands of widely used photometric systems is provided (Gaia Synthetic Photometry Catalogue; GSPC) as
well as a catalogue of ' 105 white dwarfs with DA/non-DA classification obtained with a Random Forest algorithm (Gaia Synthetic Photometry
Catalogue for White Dwarfs; GSPC-WD).

Key words. Catalogs – surveys – techniques: photometric; spectroscopic – Galaxy: general

1. Introduction

Photometry, together with astrometry, are probably the most an-
cient and fundamental techniques upon which our knowledge of
the Universe and of astrophysical phenomena relies, and can be
traced back to the ancient Greeks (see e.g. Sterken et al. 2011,
for a short historical introduction and references; SMY11 here-
after). Photometry consists in sampling the spectra of astronom-
ical sources by measuring their incoming flux passing through a
transmission curve (TC) that allows the user to detect only the
light within a defined wavelength range (spectral window). For
a pure black-body spectrum, photometric measurements in two
different spectral windows are sufficient to estimate the deriva-
tive of the black-body curve, unequivocally establishing its tem-
perature. As the spectra of stars and other kinds of celestial
sources deviate from black body, more than two spectral win-
dows must be sampled to properly infer the most relevant as-

trophysical properties and/or to obtain an adequate classification
(Young 1992a).

The earliest TC used for photometry was the sensitivity curve
of the human eye, the details of which depend on the physiology
of the observer. Today, actual TCs, which in the following we
also refer to as passbands, are defined by the combination of the
TC of an optical filter —which is designed to select the desired
spectral window—, the sensitivity curve of a photon-counting
detector (typically a CCD for observations in the optical spectral
range), and the TC of the optical elements that collect the light
from a source and properly convey it to the detector (telescope
and camera), plus a contribution from the terrestrial atmosphere
if observations are performed on the Earth’s surface.

A photometric system is defined by a set of passbands and
a set of standard stars observed in these passbands with an in-
strumental setup and a data-reduction procedure that is as con-
trolled and homogeneous as possible (Bessell 2005; Sterken
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et al. 2011). The magnitude and colour differences between the
standard stars define a relative photometric scale.

Following SMY11, a ‘closed’ photometric system is estab-
lished by taking all the relevant measurements with the same ob-
serving site and instrumental setup (or the best possible approxi-
mation of this condition; these latter authors report the Walraven
(Pel & Lub 2007) and the Geneva (Rufener 1971) systems as
examples of closed systems). This approach should maximise
the homogeneity and consequently the precision of the measure-
ments gathered. On the other hand, we refer to ‘open’ systems
as those with a sufficient number of standard stars distributed
over the sky to allow broad accessibility, such that any observer
can attempt to obtain photometry in that scale using their own
instrumental setup, chosen to match the original one as closely
as possible. This, in principle, allows a general use of the sys-
tem and fruitful comparison between observations obtained at
different places and in different epochs1. However, as the exact
reproduction of the original observing conditions —in particular
of the actual TCs— is virtually impossible to achieve, colour-
dependent transformations are required to convert instrumental
magnitudes into the desired scale. Transformations require re-
peated observations of standard stars during an observing run,
and, in general, they are prone to subtle but sizable systematic er-
rors (Young 1992a, SMY11). In general, a transformation should
imply non-linear colour terms that may be hard to constrain and
that are often neglected (see Young 1992a,b, 1994a, and refer-
ences therein). In any case, ground-based photometric measures
must be corrected for time- and (slightly)colour-dependent at-
mospheric extinction, a complex process in itself that may sig-
nificantly contribute to the systematic error budget.

Finally, to convert magnitudes into physical fluxes, spec-
trophotometry is required, which comes in the form of synthetic
photometry through the system TCs on the flux-calibrated spec-
trum of (at least) one standard star (see, e.g. Fukugita et al.
1996). According to Landolt (2011), spectrophotometry is the
only kind of photometry that can be considered absolute, as it is
directly linked to fluxes in physical units2.

The synthetic description, the set of definitions, and the
nomenclature above, as well as many general concepts that are
used throughout this paper, are largely based on the reviews
collected in Milone & Sterken (2011), in particular SMY11,
Landolt (2011), but also in Bessell (2005), Sirianni et al.
(2005), Sterken (2007b,a), Young (1992a,b, 1994a), and Man-
froid (1992). We refer the interested reader to these papers and
the references therein, as well as to Magnier et al. (2020b) and
Thanjavur et al. (2021), for two examples of very recent, state-
of-the-art applications to wide-area surveys.

Here we limit our discussion to photometry in the optical
wavelength range, that is approximately between 300 nm and
1100 nm. In this context, it is worth reiterating the definition of
photometric precision and accuracy provided by Young (1994b,
as reported by SMY11), as a reference: precision refers to the
repeatability of a measurement, while accuracy means the ab-
sence of error, as measured against some external reference, such
as a set of standard stars. The typical precision and accuracy

1 We can also refer to an open system as a standard system, as it offers
the opportunity to standardise a given magnitude scale, transforming
instrumental magnitudes into magnitudes in the desired open system.
2 Transformation of instrumental magnitudes into a standard system is
often referred to as absolute photometric calibration. This is not com-
pletely unjustified as, in principle, it is a process transforming magni-
tudes in an arbitrary scale into magnitudes in a standard system that in
turn can be (and in most cases is) tied to physical fluxes by spectropho-
tometry of some of its standard stars.

of ground-based photometry in the past century is of the order
of >∼ 1% (Stubbs & Tonry 2006). Such a limit is sufficient for
many applications but is somewhat lacking when compared with
other physical quantities that are known with an accuracy of bet-
ter than one part in a million (Young 1992a).

A significant step forward in the precision of ground-based
photometry was obtained by modern digital panoramic surveys,
such as the Sloan Digital Sky Survey (SDSS, York et al. 2000a)
or Pan-STARRS1 (PS1, Chambers et al. 2016a). The acquisition
of multi-colour photometry for many millions of stars over huge
areas of the sky, with strictly the same setup and innovative tech-
niques of photometric calibration, has allowed for the first time
to achieve precision of < 0.01 mag on an industrial scale. This
achievement converted the de facto closed systems associated
to these surveys into open systems, providing abundant standard
stars with which to transform suitable observations taken outside
the survey into the standard system that they define (see Huang
& Yuan 2022, for a synthetic review and references on modern
surveys and calibration techniques).

However, it is widely recognised (see e.g. Huang et al. 2021;
Magnier et al. 2020b) that the all-sky, space-based, three-band
photometry provided by the ESA space mission Gaia (Gaia Col-
laboration et al. 2016) presents high-quality photometric mea-
surements with photometric precision rivaling the best available,
especially for wide sky coverage. In its Early Data Release 3
(EDR3) realisation (Riello et al. 2021), it effectively reaches sub-
millimag precision in the range 10.0 ≤ G ≤ 17.0 mag. Indeed,
this exquisite degree of internal homogeneity has been used to
significantly reduce residual systematic errors in the best set of
SDSS standard stars (see e.g. Thanjavur et al. 2021; Huang &
Yuan 2022).

The new Gaia Data Release 3 (Gaia DR3; Gaia Collabora-
tion & Vallenari 2022) provides —for the first time— internally
(Carrasco et al. 2021; De Angeli et al. 2022) and externally cal-
ibrated (i.e. flux and wavelength calibrated; Montegriffo et al.
2022) very low resolution (λ/∆λ ' 25 − 100) spectra from the
BP and RP spectrophotometers for about 220 million sources,
mostly with G < 17.65 mag (see Fouesneau 2022; De Angeli
et al. 2022, for a complete list of sources with released BP/RP
spectra). These spectra were used to infer astrophysical parame-
ters, which are also released as part of Gaia DR3 (Creevey 2022;
Fouesneau 2022; Andrae 2022).

Another interesting product that can be obtained from ex-
ternally calibrated3 (EC) BP and RP (hereafter XP, for brevity)
spectra is synthetic photometry. In principle, synthetic photome-
try can be obtained from EC XP spectra in any photometric sys-
tem and for any passband enclosed in the spectral range covered
by XP spectra (330–1050 nm) and whose characteristic width is
larger than the line spread function (LSF) of XP spectra at the
relevant wavelength4. In principle and in perspective, this may
constitute a true revolution in optical photometry.

For the passbands of a given photometric system fulfilling
the above conditions, we can get all-sky space-based photometry
for all the sources for which XP spectra are available, in terms

3 Meaning, in this context, ”flux-calibrated using spectrophotometric
data external to the direct data product of the Gaia satellite”, namely
the Spectro Photometric Standard Stars by Pancino et al. (2021), see
Montegriffo et al. (2022)
4 Parametrised here as the ratio R f between the full width at half max-
imum (FWHM) of the passband and of the XP Line Spread Function. It
is useful to anticipate here the (conservative) criterion found in App. B:
flux-conserving SP from XP spectra in a given photometric band can be
achieved (also in presence of a strong spectral feature) if R f ≥ 1.4. See
App. B for additional details and discussion.
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of magnitudes and flux in physical units. This is limited to '
220 million sources in Gaia DR3 but will amount to the entire
Gaia data set in future releases (∼ 2 billion sources down to
G ' 20.5 mag). The relative flux scale relies on the precision of
the EC XP spectra, while the absolute flux scale is based on the
Gaia grid of SpectroPhotometric Standard Stars (SPSS Pancino
et al. 2021), and references therein).

Therefore, in principle, synthetic photometry from XP spec-
tra (XP Synthetic Photometry, XPSP, hereafter) can supply abso-
lute optical photometry for hundreds of millions of stars in any
suitable system over the entire sky, thus for example transform-
ing any closed system into an open system (albeit limited by the
exact knowledge of the TCs). This in turn can provide, among
the various possibilities: (a) the basis for the validation and/or
re-calibration of existing photometric surveys; (b) the basis for
validation and/or calibration of future photometric surveys from
the ground or from space; and (c) the opportunity to experiment
with the performance of a photometric system on a huge data set
of real data on real sources before its actual realisation. As we
show in the following, the potentiality of the method and of the
product have not yet been fully realised because of systematic
errors depending on spectral type that still affect EC XP spectra.
The present contribution should be considered as one step in a
process that is designed to maximise our exploitation of Gaia
spectrophotometric data and will be continued in future data re-
leases.

This paper is intended to illustrate how to get synthetic pho-
tometry from Gaia DR3 data. We showcase the performance of
the synthetic photometry that can be currently obtained from XP
spectra and outline its limitations. We also show a few exam-
ples of possible applications, and provide a few general-use pho-
tometric catalogues from XPSP, which are publicly accessible
through the Gaia mission archive or other public repositories.

An obvious internal application made possible by XPSP is to
provide additional means for validation of the EC XP spectra by
comparison with huge external sets of high-quality photometry
(SDSS, PS1, etc., see below and Montegriffo et al. 2022a). For
example, Montegriffo et al. (2022) demonstrated that Hp, BT ,
and VT Hipparcos photometry (van Leeuwen et al. 1997), which
is considered a benchmark of precision (Bessell 2005), is repro-
duced by XPSP with typical accuracy of better than 2.5 millimag
over the entire sky (see their Fig. 44). Similarly, we can provide
some cross-validation with the results of DPAC/CU85 (Creevey
2022; Fouesneau 2022), by treating the same observational ma-
terial in a completely different way.

The paper is organised as follows. In Sect. 2 we illustrate
our formalism, starting from the representation of XP spectra
in the Gaia context (De Angeli et al. 2022). We also intro-
duce the concept of standardisation within the XPSP context.
In Sect. 3 we show the performance of XPSP for widely used
wide-band photometric systems, including the effects of stan-
dardisation. We deal separately with TCs including the spectral
range λ ≤ 400 nm, as this is particularly critical for XP spectra
and requires special treatment. In Sect. 4 we show some exam-
ples of XPSP using medium-width and narrow passbands, in-
cluding emission line photometry. We also illustrate the case of
a photometric system brought into life for the first time by means
of XPSP, the Gaia C1 system (Jordi et al. 2006). In Sect. 5 we
5 The Data Processing and Analysis Consortium (DPAC) is the consor-
tium responsible of the processing of data from the Gaia mission (Gaia
Collaboration et al. 2016). It is structured in Coordination Units (CUs),
each dealing with a specific subsystem of the processing system. The
core mission of CU8 is to provide astrophysical parameters (AP) of the
sources in the Gaia catalogue.

present some example of performance verification in a scientific
context and in Sect. 6 we illustrate the XPSP products offered
to the general user in Gaia DR3, namely tools to get XPSP in
the preferred system of the user and value-added catalogues. In
Sect. 7 some caveats and recommendations for best use are re-
ported. Finally, in Sect. 8 we summarise our results and discuss
perspectives and developments of XPSP for future Gaia data re-
leases. For increased readability, we collect some figures, tables,
and discussions relevant to the quantitative understanding of the
performance of XPSP and for its actual use and provide these
in a series of Appendices at the end of the paper. A list of the
principal Gaia-related acronyms used throughout the paper is
presented in Table I.1. Finally, as synthetic photometry can only
be obtained from externally calibrated spectra, in the following
we often drop the EC label for brevity, referring to the EC XP
spectra used to get synthetic magnitudes simply as XP spectra.

2. Methods

Synthetic photometry is based on the computation of a properly
normalised mean flux (as defined in Bessell & Murphy 2012)
obtained by integrating the product of a transmission curve S (λ)
and a spectral energy distribution (SED) over a given wavelength
or frequency interval (depending on the photometric system defi-
nition). Following Bessell & Murphy (2012), for the photometric
systems considered in this work, the mean flux can be expressed
as

< fλ>=

∫
fλ(λ) S (λ) λ dλ∫

S (λ) λ dλ
(1)

in VEGAMAG and Johnson-Kron-Cousins systems, and

< fν>=

∫
fλ(λ) S (λ) λ dλ∫
S (λ) (c/λ) dλ

(2)

in the AB system (see Fukugita et al. 1996; Bessell 2005;
Sirianni et al. 2005, and references therein).

In this work we express wavelengths λ in units of nanome-
tres (nm), energy flux per wavelength units fλ in units of
W m−2 nm−1, and energy flux per frequency units fν in units of
W m−2 Hz−1. S (λ) designs a photonic response curve (i.e. it in-
cludes the quantum efficiency curve of the CCD).

The synthetic flux can be converted into a magnitude by

mag = −2.5 log < fλ|ν>+ZP, (3)

where the zero point (ZP) in VEGAMAG is computed with re-
spect to a reference SED:

ZP = +2.5 log < fλre f >+V, (4)

and in the AB case is

ZP = −56.10. (5)

VEGAMAG and Johnson-Kron-Cousins only differ in the
choice of the reference SED: in the first case, we adopt the same
reference as Riello et al. (2021), that is, an unreddened A0V star
with V = 0.0, while in the other case we assume the Alpha Lyrae
SED provided by Bohlin (2014) and V = 0.03 mag as reference.

In this context, Gaia EC XP spectra are no exception, and
synthetic fluxes and magnitudes can be derived as described
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above. However, in the Gaia Archive, the XP spectra are stored
as the projection on a set of basis functions, that is, as coeffi-
cients and corresponding covariance matrix. The SEDs (BP and
RP separately) can then be reconstructed by linear combination
of the bases, given the coefficients, as described in De Angeli et
al. (2022) and Montegriffo et al. (2022):

f XP
λ (λ) =

N∑
i=1

bXP
i φXP

i (λ). (6)

The two partially overlapping SEDs can be combined into a sin-
gle distribution by computing a weighted mean with the weight
for BP and RP given by:

wBP(λ) =


1 if λ < λlo

1 − λ−λlo
λhi−λlo

if λlo < λ < λhi

0 if λ > λhi,

(7)

wRP(λ) = 1 − wBP(λ), (8)

where [λlo, λhi] is the overlapping region (see Montegriffo et al.
2022, for further details). Combining Eq. 1 with Eq. 6, we ob-
tain a very efficient algorithm to compute synthetic fluxes in a
VEGAMAG system by means of the quantities:

sXP
i =

∫
wXP(λ) φXP

i (λ) S (λ) λ dλ∫
S (λ) λ dλ

, (9)

so that the mean synthetic flux of the source is simply given by

< fλ>=

N∑
i=1

bBP
i sBP

i +

N∑
i=1

bRP
i sRP

i . (10)

The computation of Eq. 9 coefficients for an AB system is
straightforward. In practice, a photometric system containing K
passbands is reduced to a set of TC bases composed of two K×N
matrices SBP and SRP ; given a Gaia source with spectral coef-
ficients bBP and bRP, the K synthetic fluxes f in the photometric
system are readily given by

f = SBP · bBP + SRP · bRP. (11)

A covariance matrix can be computed for fluxes f as:

Kff = SBP · Kbb
BP · SBPT

+ SRP · Kbb
RP · SRPT

. (12)

The nominal uncertainties on f fluxes are given by the square
root of diagonal elements of Kff . In practice, for issues related to
the uncertainties in the XP spectra (De Angeli et al. 2022; Mon-
tegriffo et al. 2022), these can be significantly underestimated.
In Sect. 2.1 we derive empirical corrections to properly trace the
uncertainty in synthetic fluxes and magnitudes. We computed
the filter bases for a number of commonly used photometric sys-
tems, many of them discussed and validated below. XPSP in
these and other systems can be obtained from the Gaia Archive
as described in Sect. 6.1.

Fig. 1. Illustration of underestimated uncertainties for the standardised
SDSS system. We summarise the underestimation as half the difference
between the 84th and the 16th percentiles of randomly split sources
falling into this apparent G magnitude bin. If uncertainties are cor-
rectly estimated, this quantity should be 1, as indicated by the hori-
zontal dashed line. Top panel: Nominal uncertainties. Bottom panel:
Calibrated uncertainties (we highlight the very different y-axis range).

2.1. Empirical estimate of errors

In order to validate the uncertainty estimates for the passband
fluxes, as derived from XPSP, we took a sample of 43 653 ran-
domly selected sources covering a suitable range of colour and
magnitude, and for each source we randomly split its epoch ob-
servations into two groups (hereafter ‘BP/RP split-epoch valida-
tion dataset’; for further details see De Angeli et al. 2022). We
then compute two separate mean BP and RP spectra and their
resulting synthetic fluxes for every pair. This procedure results
in two statistically independent measurements for each source,
which should be consistent within their respective uncertainty
estimates. We emphasise that the randomised grouping of epoch
observations is essential because it prevents any potential intrin-
sic time variability of a source from compromising the uncer-
tainty validation.

As expected, this test revealed that the nominal uncertainty
estimates of the synthetic fluxes are systematically underesti-
mated for most photometric systems (see De Angeli et al. 2022,
for a discussion on the underestimation of errors in the under-
lying XP spectra). In such cases, the distributions of flux dif-
ferences within a pair of randomly split sources normalised by
their combined uncertainties would be substantially broader than
a unit Gaussian. In particular, we notice that this underestimation
of uncertainties appears to depend on the apparent G magnitude
of a source. We illustrate this for the example of the standardised
SDSS system (see Sect. 3.1) in the top panel of Fig. 1. Here, we
clearly see that the distribution of normalised flux differences in
the randomly split sources is broader than a unit Gaussian, be-
cause half the difference between the 84th and 16th percentiles is
larger than 1. We also see that this underestimation of uncertain-
ties has a different effect from one passband to another; the un-
derestimation appears to be stronger for broader synthetic bands,
as is evident from Fig. 2, yet we did not observe any dependence
on the wavelength of the band.

In order to calibrate the uncertainty estimates for the syn-
thetic fluxes, for each band in every photometric system consid-

Article number, page 5 of 59



A&A proofs: manuscript no. 43709corr_MB_wzenodo

Fig. 2. Systematic underestimation of nominal uncertainties for syn-
thetic fluxes as function of FWHM of each band in all photometric sys-
tems considered in this paper.

ered in this paper we tabulate the factors by which the distri-
butions of normalised differences are too high, as a function of
apparent G magnitude (see top panel of Fig. 1). The calibrated
uncertainties are then obtained by inflating the nominal uncer-
tainties for every source according to the tabulated factors by
which they are found to be too small. Again, this is illustrated in
the bottom panel of Fig. 1 for the example of the standardised
SDSS system. Evidently, the calibrated uncertainties now fully
account for the flux differences in the pairs of randomly split
sources.

We note that the Python software tool to deal with XP
spectra, GaiaXPy (Sect. 6.1 and De Angeli et al. 2022), pro-
vides by default the nominal uncertainties for the synthetic
fluxes, which are underestimated. However, it can option-
ally compute the calibrated uncertainties instead (by setting
error_correction=True), for all the sets of passbands cur-
rently included in the GaiaXPy repository. Please refer to the
GaiaXPy documentation (link included in Sect. 6.1) for instruc-
tions and for a full list of the systems for which this is available.

2.2. Standardisation

Externally calibrated XP spectra are known to suffer from sys-
tematic errors attributable to various factors (see Montegriffo et
al. 2022). These issues manifest as systematic differences be-
tween XPSP magnitudes and the corresponding magnitudes of
top-quality external sources that are taken as reference for a
given photometric system (e.g. sets of primary and/or secondary
standard stars). In general, for wide-band XPSP, these effects
amount ZP differences within a few hundredths of a magnitude
and/or to trends as a function of colour with a maximum ampli-
tude of a few hundredths of a magnitude over wide colour ranges
(with the exception of ultraviolet (UV) bands, λ < 400 nm,
which are discussed separately in Sect. 2.2.2; see Appendix G;
see also Montegriffo et al. 2022).

In future data releases, once we are able to keep these sys-
tematic errors on EC XP spectra to a minimum, XPSP will di-
rectly serve to re-define optical photometric systems based on
exquisitely homogeneous space-based spectrophotometry. How-
ever, in the meantime, users might be interested in reproducing
the existing photometric systems at best, with currently avail-
able XPSP. This can be achieved by a process that we call stan-
dardisation, following Bessell (2005). In our context, standard-

isation consists in (a) adopting an external photometric dataset
as the reference set of standards for a given photometric system,
such as SDSS Stripe 82 photometric standard stars (Ivezić et al.
2007; Thanjavur et al. 2021), (b) comparing the XPSP magni-
tudes for these standard stars (magsynth) with those from the ref-
erence source (magphot) as a function of magnitude and colour,
and (c) finding a correction that, when applied to XPSP magni-
tudes, minimises the differences (∆mag = magphot − magsynth),
thus providing the best reproduction of the external system.

When dealing with pure magnitudes, that is, when the prod-
uct of the measuring apparatus is an estimate of the integrated
flux of the source through the considered TC, this kind of stan-
dardisation is typically achieved by means of polynomial trans-
formation as a function of colour. As mentioned above, these
may suffer from strong systematic effects, for example because
a polynomial may not be adequate to model all the subtleties of
the relations between the two systems. This kind of problem can
be mitigated if the set of magnitudes to be transformed is from
synthetic photometry. In this case, the safest and most widely
adopted way to standardise magnitudes is to tweak the profile of
the TC adopted for synthetic photometry in order to minimise
∆mag and its trends with colour (Bessell 2005). This process is
designed to remove the small differences between the TC of the
reference system and the one to be transformed, possibly taking
into account the effects that would require high-order terms in a
polynomial transformation6.

In our specific case, the tweaking is mainly used to minimise
the effects of the residual systematic errors of EC XP spectra on
synthetic photometry using the external standards as a kind of
second-level calibrator. As we see in Sect. 3, for wide passbands
in the range λ >∼ 400 nm, standardisation allows us to repro-
duce existing systems with typical accuracy from a few millimag
to submillimag, depending on the specific passband, over broad
ranges in colour and for the large majority of well-measured stars
with published XP spectra in Gaia DR3. In Sect. 2.2.1, we de-
scribe the way in which we get standardisation by TC tweak-
ing, and how we deal with passbands in the range λ <∼ 400 nm
(Sect. 2.2.2).

2.2.1. Standardisation: general method

Fig. 3 shows residuals between standard and synthetic iSDSS
magnitudes obtained with the Doi et al. (2010) TCs for the
SDSS reference dataset presented in Sect. 3.1. The figure pro-
vides an example illustrating all the effects that need to be cor-
rected within the standardisation process. Residuals are plotted
as a function of G magnitude (upper panel) and GBP−GRP colour
(lower panel). In both cases, the continuous red curve traces the
median (P50) of the residual distribution computed in bins of
0.4 mag in width, while the dashed curves are the loci of the
15.87% (P16) and 84.13% (P84) percentiles. There is a clear
trend as a function of magnitude that is common to all pho-
tometric systems. This is interpreted as being (mainly) due to
systematic overestimation of the background, which produces
a negative offset in measured XP fluxes (see De Angeli et al.
2022, for a detailed discussion). In the following, we refer to this
general magnitude-dependent trend as the ‘hockey-stick’ effect,
described and discussed in Montegriffo et al. (2022)7. Indepen-

6 The underlying hypothesis is that a TC should exist that removes all
the systematic differences between the two sets of magnitudes, assum-
ing that both accurately trace the original SED of the observed sources.
7 In the context of Gaia photometry, the hockey-stick effect is men-
tioned for the first time in Evans et al. (2018). A realisation of the same
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Fig. 3. Residuals between reference and synthetic magnitudes computed
through a nominal filter transmission curve (Doi et al. 2010) for a set of
standard stars plotted as a function of G magnitudes (top) and GBP−GRP
colour (bottom). The red curves represent a smoothed median line of the
data.

dently of the actual nature of this effect, which will be further
investigated in preparation for future Gaia data releases, we find
that it can be effectively mitigated by applying a background-
like correction and, consequently, we adopted this approach in
the standardisation process.

The presence of additional offsets in the magnitude scale
cannot be excluded, but the median of the residuals in the range
where the hockey-stick effect is minimised (G <∼ 15.5 mag) con-
strains their amplitude to < 0.01 mag. A selection in magnitude
(G < 17.65 mag)8 has been applied to data plotted as a function
of colour in order to minimise the disturbance due to the hockey-
stick effect and to better appreciate the small colour term present
in the data (linear trend with GBP −GRP colour).

The standardisation process is composed of two phases that
can be iterated a few times. For each passband: (1) the flux offset
fbg to be added to synthetic fluxes for the removal of the hockey-
stick is evaluated; and (2) the TC shape is tweaked to remove the
colour term.

effect we are dealing with here is shown in the top panel of Fig. 23 of
Riello et al. (2021), and is briefly discussed there.
8 This is the general magnitude limit for XP spectra in Gaia DR3, see
Sect. 3.1.

To minimise the entanglement of the two effects, we perform
process (1) on a subsample of available data by selecting a re-
stricted GBP −GRP colour range (to minimise disturbance due to
the colour term) while process (2) is performed on a subsample
selected in magnitude, avoiding fainter stars which are more af-
fected by the background issue. Finally, we evaluate a correction
factor for the zero point ZPstd in order to mitigate any residual
grey offset.
A standardised photometric system thus consists in a new set of
basis functions (SBP,SRP)S T D computed with the tweaked TC, an
array of flux offsets fbg to be added to synthetic fluxes of Eq. 11,

fS T D = f + fbg, (13)

and the array of ZP correction factors to be included in Eq. 3,

magS td = −2.5 log < fS td>+ZP + ZPS T D, (14)

where all the involved vectors have one component for each
passband of the considered system. The evaluation of the back-
ground offset can be achieved only if available standards span a
sufficiently wide range in magnitude (it must roughly cover from
G ' 13 mag to G >∼ 18 mag). We typically select standards with
colours within ' 0.5 mag of GBP −GRP ' 1.0 mag; data are then
partitioned in magnitude bins of ' 0.5 mag. For each bin, we
evaluate the median of the differences,

magphot −magS T D, (15)

which are arranged in the array P50. The background correction
fbg is found as the value that minimises the cost function,

ρ =
∑

i

(P50i− < P50 >)2 . (16)

To implement the filter-tweaking algorithm, we model the shape
of the standardised filter response by multiplying the nominal
transmission S (λ) with a linear combination of a (low) number
of basis functions Sk:

S †(λ) = S (λ) ·
∑

k

αkSk(λ). (17)

The basis functions used for the present work include mainly
Legendre polynomials and Hermite functions. An important is-
sue to keep in mind is that this method has an intrinsically low
sensitivity: large variations in the shape of the filter may result
in very small changes in the residuals, meaning that there is no
unique solution to the problem. When several models give com-
parable results, we arbitrarily select TCs with shapes closer to
the nominal one. The procedure for the optimisation of the model
S †(λ) is similar to that described for the correction of the hockey-
stick effect: (1) We select calibrators with a G magnitude brighter
than a given value (depending on the specific data set); (2) we
partition data in GBP−GRP colour bins of ∼ 0.2 mag; (3) for each
bin, we compute the median P50 and the widthσ = 0.5(P84−P16)
of the distribution of the difference (magphot − magS td); and (4)
the model is optimised by minimising the cost function

ρ =
∑

i

(
P50

2
i + σ2

i

)
, (18)

where the σi terms have been included as they were found
to be effective in preventing odd solutions of the standardisa-
tion process that were sometimes found to arise. In all the cases
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Fig. 4. Original SDSS transmission curves from Doi et al. (2010, black
dashed line) are compared to their tweaked version obtained with the
standardisation process (green continuous lines). It is important to re-
member that the shape of standardised TCs is designed to correct for
the systematic errors that still affect EC XP spectra. No tweaking is
applied to the u passband, as the standardisation of u magnitudes and
fluxes is performed by means of polynomial transformation. The cut at
330 nm follows the TC of the BP spectrometer.

considered here, the changes of the TC shapes induced by the
standardisation are small; a typical example is shown in Fig. 4.

As a final remark, while the fbg values we derive are rep-
resentative of the conditions of the adopted reference samples,
which are typical uncrowded field stars, we cannot guarantee
their universal validity, because we have not been able to test
their possible variation as a function of position in the sky, local
stellar density, and so on. However, in Sect. 3.5 we use a ref-
erence sample where the crowding conditions are significantly
poorer than in the typical reference sample (as e.g. in those de-
scribed in Sect. 3.1 and Sect. 3.2), and we verified that the fbg
values estimated for broadly similar passbands in the different
cases are similar, with typical differences of <∼20%.

2.2.2. The case of UV bands

As anticipated above and discussed in detail in Montegriffo et al.
(2022), the strongest colour-dependent systematic errors affect-
ing EC XP spectra occur in the spectral range λ <∼ 400 nm, where
the TC of the BP spectrophotometer is low and highly structured,
with two very steep branches found at around 390 nm and at the
blue cut-off at ' 330 nm, and two local maxima at λ ' 338 nm
and ' 355 nm (see Fig. 5). In the following, for brevity, we re-
fer to passbands whose predominant part of the spectral range is
below 400 nm (and typically >∼ 300 nm) as UV bands.

The most widely used UV bands (a) span this spectral win-
dow, with most of the throughput in the region bluer than '
375 nm, which is especially critical for XP spectra, and (b) have
a blue cut-off exceeding the blue limit of BP (Fig. 5). There-
fore, reproducing the photometry in these passbands with XPSP
is quite challenging, with factor (b) effectively preventing the
possibility of a full standardisation9.

9 The information in the spectral range λ <∼ 330 nm is not present in
the XP spectra and no correction can help to recover it. Hence, in cases
where significant star-to-star differences in that wavelength range oc-

Fig. 5. Transmission curves of all the UV bands considered in this paper
are compared with the transmission curve of the BP spectrometer. All
the curves are normalised to their maximum.

However, as that region of the stellar spectra is especially im-
portant and informative, we attempt a standardisation of SDSS u
and Johnson-Kron-Cousin’s (JKC, hereafter, as defined by Lan-
dolt 1992, standard stars) U bands. In these cases we were not
able to obtain satisfactory standardisations by tweaking the TCs
and we used high-degree colour-dependent polynomial transfor-
mations instead. Moreover, as the adopted solution does not pro-
vide satisfactory results over the whole Gaia DR3 sample of
XP spectra, the use of standardised u/U magnitudes is recom-
mended only for a subset limited in signal-to-noise ratio (S/N;
see Sect. 3.3 and Sect. 6.2).

As a first step we produced new passbands identical to the
original ones (from Doi et al. (2010) for uS DS S and from Bessell
& Murphy (2012) for UJKC) but valued 0.0 for λ < 330 nm. We
then proceeded in a similar way as for the non-UV passbands.
The hockey-stick correction was obtained, taking special care
to minimise the effect of the large colour terms at work in this
case. The median and σ of the resulting residuals as a function
of colour computed over bins were then fitted with high-order
polynomials. We find that adopting colours from the same sys-
tem as the considered UV bands provides simpler and more ro-
bust solutions, and therefore the polynomials are a function of
(synthetic and non-standardised) g − i and B − V for uSDSS and
UJKC, respectively. The public tool to manage XP spectra (Ga-
iaXPy, see Sect. 6.1) will allow the user to produce both raw
and standardised XPSP (for the standardised systems), indepen-
dently of the method adopted, that is, polynomial transformation
for UV bands and TC tweaking for all the other cases.

The actual performance of the standardised version of the
two UV bands considered in this section is discussed in Sect. 3.3
and Appendix G, while the recommendations for safe use are
shown and discussed in Sect. 6.2 and Sect. 7.

3. Wide band synthetic photometry

In this section we illustrate the performance of XPSP in repro-
ducing the photometry of existing and widely used wide-band
photometric systems. We also show how residual inaccuracies
are reduced below the 1% level by the process of standardisation

cur, the standardised UVsynth magnitudes cannot adequately reproduce
UVphot ones.
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(described in Sect. 2) with respect to selected sets of reliable
photometric standard stars. To illustrate the process, we treat the
cases of the SDSS and JKC systems more extensively, while for
the other standardised systems, some of the relevant plots and
tables are collected in Appendix G. Some experiments of valida-
tion using stellar models are also reported in Appendix C.

3.1. SDSS system and its standardisation

The Sloan Digital Sky Survey (SDSS; York et al. 2000a) was the
first modern digital survey producing precise photometry over a
large portion of the Northern Sky. Its photometric system, de-
fined in Fukugita et al. (1996), established a new standard, now
widely used in Galactic and extra-galactic astronomy (see Ivezić
et al. 2007; Thanjavur et al. 2021, and references therein).

As a reference set for the SDSS system, we used a selected
subsample of the Stripe 82 standard stars recently presented and
discussed by Thanjavur et al. (2021, T21 hereafter). Compared
to the previous realisation of the same set (Ivezić et al. 2007),
T21 has two to three times more epochs per source used in pho-
tometric averaging; systematic photometric zero-point errors as
functions of RA and Dec are estimated and corrected for using
Gaia EDR3 photometry10; and the same is used to correct ugiz
magnitudes relative to the r-band. This approach results in ran-
dom photometric errors approximately 30% smaller than in the
I07 catalogue and below ≈ 0.01 mag for stars brighter than 20.0,
21.0, 21.0, 20.5, and 19.0 mag in u, g, r, i, and z-bands, respec-
tively.

To obtain our reference set to be used for comparison and
standardisation of XP photometry, we cross-matched the EDR3
sources with XP spectra to the T21 sample and applied the fol-
lowing quality filters on Gaia data:

– XP_num_of_transits >= 15,
– XP_num_of_contaminated_transits /
XP_num_of_transits < 0.1,

– XP_num_of_blended_transits /
XP_num_of_transits < 0.1,

– XP_number_of_neighbours< 2,
– XP_number_of_mates< 2,
– XP_number_of_visibility_periods_used> 10,

where XP stands for Gaia BP and RP. A set of broad quality
filters was applied on parameters from the T21 sample as well:

– {u,g,r,i,z}Nobs > 4,
– {g, r, i}msig ·

√
{g, r, i}Nobs < 0.03.

Detailed explanations of the used columns can be found in
the Gaia DR3 documentation and the SDSS Data Model. The
final reference sample includes approximately 280 879 sources.
For the synthetic photometry, we adopt the official SDSS TCs
from Doi et al. (2010).

Figure 6 is a good example of the typical plot with which we
illustrate the performance of XPSP in reproducing the photom-
etry of the external set adopted as a reference, for the various
10 It is important to note that, as a consequence, any spatial trend of the
photometric zero-points in Gaia EDR3 should have been transferred to
the T21 photometry. However, we also note that (a) when comparing
standardised XPSP photometry with T21 we find residual trends of am-
plitude <∼ 10.0 mmag as a function of position, and (b) the comparison
of XPSP photometry with Hipparcos photometry presented in Monte-
griffo et al. (2022) suggests that XPSP photometry should be spatially
homogeneous to the level of a few mmag over most of the sky. This
may suggest that spatial trends were not completely removed from T21
photometry.

photometric systems. Two multi-panel sets of diagrams are pre-
sented, the set on the left showing ∆ mag as a function of G
magnitude, and the set on the right showing ∆ mag as a function
of GBP−GRP colour. Within each of the two sets, the left column
displays the comparison with raw XPSP magnitudes before stan-
dardisation, while the right columns show the comparison after
standardisation. In each panel, the continuous red line is the me-
dian (P50) of the ∆ mag distribution computed over independent
bins of 0.4 mag in width, while the dashed red lines trace the
15.87% (P16) and the 84.13% (P84) percentiles computed in the
same bins. It is important to recall that, in this figure, as well
as in all other analogous figures for other systems shown be-
low, if not otherwise stated, the plots as a function of magnitude
refer to the entire reference sample, including stars fainter than
G = 17.65 mag, which in general do not have their XP spectra re-
leased. This is required to adequately constrain the hockey-stick
effect in order to correct for it in the process of standardisation.
On the other hand, the plots as a function of colour refer only
to the subsample with G < 17.65 mag in order to better trace
genuine colour terms, minimising the additional noise due to the
hockey-stick effect.

The left rows of the two panels of Fig. 6 show the perfor-
mances of raw XPSP in reproducing SDSS magnitudes. The de-
viation that is apparent for G >∼ 16.0 mag in the diagrams as a
function of G magnitude is due to the hockey-stick effect. Taking
this factor into account, we conclude that riz photometry is re-
produced remarkably well, with zero-point differences of < 0.02
mag (as traced by G <∼ 15.5 mag stars) and colour terms with
amplitudes of <∼ 0.02 mag over the whole colour range covered
by the reference sample. On the other hand, ∆G displays a colour
term with an amplitude of ' 0.05 mag, and also produces a larger
and asymmetric scatter about the median in the plot as a function
of magnitude with respect to the other passbands. This reflects
the coverage by g band of regions of the XP spectra that suf-
fer from colour-dependent systematic errors, including the first
sudden drop of the BP TC around 390 nm. A fully analogous
behaviour is observed for PanSTARRS g (Appendix G; see also
the case of JKC B band discussed below), confirming that XP
spectra are to be blamed for the mismatch. Standardisation sig-
nificantly reduces all the discrepancies described above, as can
be readily appreciated from the direct comparison between stan-
dardised and non-standardised ∆G distributions shown in Fig. 6.
A larger scatter about the median remains in the g band than in
the redder passbands, and the scatter in z is slightly greater than
in r and i, while in the latter passbands the perfomance of stan-
dardised SP appears to be excellent.

Fig. 7 shows the final result of the standardisation process for
the stars of the reference sample whose XP spectra are released
in Gaia DR3, that is, those for which XPSP can be obtained.
This figure shows the excellent quality of the final product11.
The median difference over the entire subsample is < 2.5 mmag
for all the passbands considered here, and the standard deviation
σ12 is ≤ 12 mmag.

11 There is some redundancy between this figure and the right columns
of panels of Fig. 6, as well as in analogous sets of figures produced for
other photometric systems. Still we feel that it is worth showing both
kinds of plots, as those as in Figure 6 illustrate the comparison with raw
XPSP and the effect of standardisation, while those as in Fig. 7 give
a direct view of the XPSP perfomance for the material that is actually
made available in Gaia DR3, from the Gaia archive.
12 Estimated as half of the difference between the 84.13% and the
15.87% percentiles of the distribution of ∆mag. In the following, we
refer to this quantity as σ, if not otherwise stated, for brevity.
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Fig. 6. Performance and standardisation of SDSS ugriz XP synthetic magnitudes using the selected subset of the Thanjavur et al. (2021) sample,
which we adopted as reference. Left set of panels: ∆mag as a function of G magnitude for the entire sample using nominal XP synthetic magnitudes
(left panels) and standardised XP synthetic magnitudes (right panels). In each panel, the continuous red line connects the median ∆mag computed
in 0.2 mag wide bins, and the dashed red lines connect the loci of the 15.87% (P16) and the 84.13% (P84) percentile computed in the same bins.
The median (P50) and the difference between P84 and P16 —here used as a proxy for the standard deviation σ— for the entire sample are reported
in the upper left corner of each panel. Right set of panels: Same for ∆mag as a function of GBP −GRP colour, limited to the subsample of reference
stars with XP spectra released in Gaia DR3.

Table 1. SDSS system: median (P50)), 15.87% (P16), and 84.13% (P84) percentiles of the ∆mag distributions of Fig. 7. n? is the number of sources
in the considered bin.

G P50(∆g) P16 P84 P50(∆r) P16 P84 P50(∆i) P16 P84 P50(∆z) P16 P84 n?
mag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag
14.0 2.7 -5.0 12.6 2.7 -3.6 7.1 -2.4 -9.2 4.7 3.2 -12.0 14.3 198
14.4 2.2 -5.4 10.6 3.3 -2.9 8.8 -0.8 -8.2 6.0 5.0 -7.8 14.9 2208
14.8 1.6 -6.3 10.3 3.0 -3.5 9.3 0.5 -6.6 7.2 5.5 -5.6 15.9 4827
15.2 1.1 -7.0 10.0 2.8 -3.6 9.0 1.5 -5.6 7.9 5.5 -5.2 15.2 7550
15.6 0.3 -8.2 9.5 2.1 -4.7 8.6 0.9 -6.1 7.8 4.0 -6.6 13.4 10406
16.0 -1.0 -10.3 8.3 1.6 -5.6 8.4 0.3 -7.0 7.1 1.9 -8.5 11.7 11724
16.4 -2.6 -12.7 8.1 0.7 -7.1 8.2 -0.2 -7.8 7.1 0.4 -10.7 10.7 14678
16.8 -3.9 -15.5 8.2 -0.5 -9.1 7.9 -1.2 -9.3 6.5 -1.0 -12.6 10.0 18968
17.2 -4.7 -18.8 10.0 -1.1 -11.2 8.5 -1.8 -10.8 6.9 -1.8 -14.7 10.8 22809
17.6 -5.1 -22.1 13.4 -1.6 -13.3 9.4 -2.1 -12.0 7.7 -2.2 -16.7 12.1 16586

P50, P16, and P84 values from Fig. 7 are listed as a func-
tion of G magnitude in Table 1. The median ∆mag are within
±6.0 mmag for all the considered passbands and for the en-
tire magnitude range sampled, and are typically lower than
±3.0 mmag in wide ranges of magnitudes, especially in r and i
bands. The typical scatter, as parametrised byσ = 0.5(P84−P16),
amounts to <∼ 10 mmag down to G = 16.5 mag, for riz.

The adopted reference sample is dominated by dwarf stars,
and almost completely lacks giants redder than GBP − GRP =

1.5. In Appendix G we test our standardised XPSP in the SDSS
system against a selected sample of giant stars reaching GBP −

GRP = 3.5, showing that it is accurate within ' ±10 mmag for
these stars as well.

We verified that the bulk of the ∆mag distributions are very
similar to Gaussian curves. However, a few outliers, for exam-
ple those with ∆mag > 50 mmag at any G, can be noted in all
the panels of Fig. 7. We explored whether or not some qual-
ity parameter included in the Gaia Archive correlates with these
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Fig. 7. Performances of standardised XPSP in the SDSS system (griz).
We show ∆mag as a function of G magnitude (left panels) and GBP−GRP
colour (right panels) for the subsample of T21 stars whose XP spectra
have been released in Gaia DR3. The arrangement and the meaning of
the symbols is the same as in Fig. 6.

Fig. 8. Tracing outliers in the ∆g vs. G plot for the subset of the T21
reference sample having XP spectra in Gaia DR3 and G < 17.65. Stars
with a relatively large absolute value of C? are highlighted in red, for
C? > 0.1, and in blue, for C? < −0.1).

outliers. Our far-from-exhaustive exploration led to the conclu-
sion illustrated in Fig. 8, shown as an example. Many of the out-
liers have |C?| > 0.1 (Riello et al. 2021). In this sample, there
was no source with phot_variable_flag =VARIABLE from
the gaiaedr3.gaia_source table, but in other cases we ver-
ified that sources classified as VARIABLE according to this flag
account for several outliers in ∆mag (see e.g. Fig. G.4).

This was found to be the case for all the passbands in all the
photometric systems we tested in this way. We therefore con-
clude that the main reasons for anomalous individual inaccu-
racies in XPSP magnitudes are (a) contamination from nearby
sources or, in any case, issues traced by C?, and (b) mean spec-
tra obtained by combining epoch spectra of a variable source. It
is worth noting that the majority of high-C? outliers lie on the
same side of the ∆mag distribution, either preferentially positive
or negative, as in Fig. 8, depending on the considered passband
(see Appendix G, for an example).

3.2. Johnson-Kron-Cousins system and its standardisation

Of the several photometric systems proposed since the advent
of photoelectric and CCD (charge-coupled device) photometry,
the Johnson-Kron-Cousins system (JKC hereafter) was —and
still is— one of the most widely adopted. It was built start-
ing from the Johnson UBV (Johnson & Morgan 1953; Johnson
1963), Kron RI (Kron et al. 1953), and Cousins VRI (Cousins
1973, 1983, 1984) systems. In 1992, Arlo U. Landolt published
a catalogue of equatorial standard stars, which from then on be-
came the fundamental defining set for the UBVRI JKC system,
and has been used over the last three decades to calibrate the
vast majority of all imaging observations in the UBVRI pass-
bands. The original 1992 photoelectric set was later extended
with observations far from the celestial equator and also with a
large amount of CCD observations (hereafter Landolt collection,
Landolt 1992; Landolt & Uomoto 2007; Landolt 2007, 2009,
2013; Clem & Landolt 2013, 2016). Moreover, from 1983, P. B.
Stetson collected observations for approximately 105 secondary
UBVRI standards using about half a million proprietary and
archival CCD images (hereafter Stetson collection) of various
fields of astrophysical interest, including star clusters, supernova
remnants, and dwarfs galaxies. We used the Landolt and Stet-
son collections to respectively standardise and validate (see Ap-
pendix G) the UBVRI synthetic photometry obtained from Gaia
XP spectra presented here. The Landolt and Stetson collections
are described in detail by Pancino et al. (2022); here we briefly
describe the quality selections that were applied for the purpose
of the present work.

First, we used Gaia and other literature catalogues to clean
the collections from variables stars, binaries, blends, and stars
with lower photometric quality. For the variables, we made use
of the the Gaia DR2 catalogue (Gaia Collaboration et al. 2019),
the ASAS-SN catalogue of variable stars (Shappee et al. 2014;
Jayasinghe et al. 2018, 2019b,a), and the Zwicky Transient Fa-
cility catalogue of periodic variable stars (Chen et al. 2020).
For binaries, we profited from the work done by the Survey of
Surveys team (Tsantaki et al. 2021), who compiled all known
spectroscopic binaries in large spectroscopic surveys and astro-
seismology missions (Price-Whelan et al. 2020; Kounkel et al.
2021; Traven et al. 2020; Merle et al. 2017; Birko et al. 2019;
Qian et al. 2019; Tian et al. 2020; Deleuil et al. 2018; Kirk
et al. 2016). In addition, we used the following cuts on parame-
ters from the main gaia_source table to further remove possi-
ble contaminated and blended sources: IPD_Frac_Odd_Win and
IPD_Frac_Multi_Peak above 7%, Renormalised Unit Weight
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Error (RUWE) above 1.4, and the recommended cut by Riello et al.
(2021) on the renormalised BP and RP flux excess, |C∗| > 2σC∗ ,
as well as a cut on the β13 parameter by Riello et al. (2021) above
20%.

The original Landolt and Stetson collections agree very well
with each other, with zero-point offsets of below 1% in all bands,
and spreads of ±1–2%. However, some disagreement (3%–5%)
was found for the reddest stars, which are less represented in the
original Landolt (1992) set, with only half a dozen stars (Pancino
et al. 2022). This is particularly evident for the R and I bands. For
this reason, we decided to use only the Landolt collection for
the standardisation and the Stetson one for the validation. This
uncertainty for redder stars makes both the Landolt and Stetson
collections less reliable for stars redder than GBP−GRP ' 2 mag,
although both collections are rigorously calibrated on the origi-
nal Landolt (1992) set. We used the Landolt sample to standard-
ise the synthetic photometry in the UBVRI system, which we
obtained using the passbands by Bessell & Murphy (2012), as
described in Section 2.2.

Figure 9, which is fully analogous to Fig. 6, shows the com-
parison between XPSP and reference BVRI magnitudes before
and after standardisation. The overall ZP, for stars not seriously
affected by the hockey-stick effect, are reproduced by raw XPSP
to better than ' 0.02 mag in all the considered bands. A signif-
icant colour trend is observed for B that is very similar to the
case of SDSS g. This analogy is not surprising because the two
filters sample a similar range of the BP spectrum. Similarly, the
performance of raw V is significantly poorer than raw r, with
larger scatter and colour terms, which is likely due to V sampling
more problematic regions of BP than r (' 490 − 660 nm versus
' 540 − 699 nm, respectively). We address the reader to Mon-
tegriffo et al. (2022) for an additional discussion on this specific
system. Here we note that standardisation significantly mitigates
the amplitude of the residual systematic errors displayed by raw
XPSP.

The comparison between standardised XPSP magnitudes
and those from the reference sample for G < 17.65 mag stars is
presented in Fig. 10, as a function of magnitude and colour. Per-
formances are very similar to the SDSS case described above.
The remarkable differences are: (a) the loss of millimag accu-
racy for G <∼ 11.5 mag in correspondence with a transition to
different setups of the BP and RP spectrometers which affects
the internal calibration of XP spectra in this bright magnitude
range (onset of gates, change of window class, etc.; see e.g. De
Angeli et al. 2022; Montegriffo et al. 2022), which is not sam-
pled by SDSS stars14; and (b) the residual colour terms of order
' 10 mmag remaining in some colour range for the B and —to
a lesser extent— V passbands. The median, and the P16 and P84
percentiles of the ∆mag distributions for JKC BVRI magnitudes
shown in Fig. 10 are listed in Table 2. The scatter about the me-
dian for G < 16.5 mag is <∼ 15 mmag in VRI, and <∼ 20 mmag in
B.

Similarly to the case of the T21 sample, red giants are also
relatively rare in the Landolt reference sample used here, with
just a handful in the range 1.5 < GBP −GRP < 3.5. We carefully
verified that these red giants match the same locus of the bulk
of the other stars in the sample in the GBP − GRP versus ∆mag
diagrams, within < 10.0 mmag.

13 Defined as (phot_bp_n_blended_transits +
phot_rp_n_blended_transits) / (phot_bp_n_obs +
phot_rp_n_obs)
14 Because the saturation limit of SDSS occurs around G = 14.0 mag.

3.3. Standardised ultraviolet bands

Figure 11 shows the performances of the JKC U band and
SDSS u band magnitudes, which are standardised as described
in Sect. 2.2.2. These are shown in comparison with the respec-
tive reference samples (see Sect. 3.1 and Sect. 3.2, respectively)
for the subset of sources that will have XP spectra released in
Gaia DR3 (see Appendix G for comparison of raw and stan-
dardised magnitudes). The median ∆mag is a few millimag for
15.2 ≤ G ≤ 17.6 mag in uSDSS and for 11.5 ≤ G ≤ 17.6 mag
in UJKC, with the issue related to sources brighter than G =
11.5 mag discussed above decreasing the accuracy in this range
(see Table 3 and Table 4). However, the scatter is significantly
larger than in all redder wide-band magnitudes considered here,
reaching 0.12–0.15 mag at G = 16.4 mag and > 0.3 mag at
G = 17.6 mag. In particular, the accuracy is generally poor for
red sources, missing sufficient signal in the wavelength range
covered by UV bands for reliable magnitudes to be provided.

Figure 12 shows the effect of adopting the selection in S/N,
flux_x/flux_x_error> 30, for x = uSDSS and UJKC, respec-
tively, on the ∆mag distribution of Fig. 11. This selection greatly
reduces the scatter about the median, thus providing much more
reliable individual magnitudes, but it implies a strong selection
in magnitude and in colour in these samples, in practice re-
moving all stars with GBP −GRP >∼ 1.3 mag and G >∼ 16.5. In
Sect. 6.2 we show that when applied to larger samples, reliable
UV magnitudes can be obtained for stars as red as GBP −GRP '

3.0 mag, depending on their apparent magnitude, still maintain-
ing a strong bias against red and faint stars.

In summary, as anticipated in Sect. 2.2.2, the performances
for any band covering the XP range ≤ 400 nm are signifi-
cantly poorer than in all the redder passbands. We do not dis-
cuss similar bands from other systems any further, as the results
would be very similar to those shown in Fig. G.2 and Fig. G.1
for example, namely. strong colour-dependent trends with re-
spect to reference external photometry. Given the high astro-
physical relevance of these UV bands and the lack of all-sky
sources for them, we made a concerted effort to provide stan-
dardised uSDSS and UJKC magnitudes and managed to obtain
reasonably accurate and precise photometry for the subset of
stars with sufficient signal in that region of the spectrum due to
favourable combinations of magnitude and colour. While XPSP
magnitudes in bands at ≤ 400 nm can be obtained for all the
sources with XP spectra released in Gaia DR3, and sometimes
a highly uncertain measurement can be better than no measure
at all, we strongly recommend using these magnitudes only if
flux_x/flux_x_error> 30, and, in particular, using prefer-
entially the standardised uSDSS and UJKC provided in the Gaia
Synthetic Photometry Catalogue (GSPC; Sect. 6.2). In any case,
even standardised UV XPSP must be used with caution (Sect. 7
for further caveats).

3.4. PanSTARRS-1 system and its standardisation

PanSTARRS-1 (hereafter PS1, for brevity) is an ambitious multi-
task project, the main aim of which is to survey all the sky above
dec=-30◦ in five passbands, grizy (3π survey, see Chambers et al.
2016a, and references therein). The wide sky coverage and the
high photometric precision reached qualify PS1 as one of the
most widely used sources of stellar photometry (Magnier et al.
2020b; Xiao & Yuan 2022).

As a reference sample of standard stars, here we adopt two
15◦×15◦ patches located at the Galactic caps (|b| > 60.0◦). Bona
fide point sources with multi-epoch observations were selected
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Fig. 9. Performance and standardisation of JKC BVRI XP synthetic magnitudes using the reference set of standard stars described in the text. The
arrangement and symbols are the same as in Fig. 6.

Table 2. JKC system: median (P50)) and 15.87% (P16) and 84.13% (P84) percentiles of the ∆mag distributions of Fig. 10. Here, n? is the number
of sources in the considered bin.

G P50(∆B) P16 P84 P50(∆V) P16 P84 P50(∆R) P16 P84 P50(∆I) P16 P84 n?
mag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag
9.4 15.1 11.9 23.6 -6.9 -14.4 -2.7 -5.7 -8.3 4.9 9.2 2.4 18.9 17
9.8 7.0 -6.1 11.3 -11.6 -17.3 -6.3 -2.8 -9.8 0.9 8.7 -1.4 14.6 15
10.2 -5.0 -10.6 23.9 -7.6 -13.1 3.4 -3.2 -8.7 9.2 7.1 1.7 14.2 11
10.7 2.5 -6.5 10.2 -3.1 -10.7 8.7 2.9 -7.2 8.8 8.4 -1.2 11.0 20
11.1 -2.0 -23.1 8.1 -3.7 -15.8 1.9 -1.8 -8.2 4.6 1.1 -11.5 7.7 31
11.5 -3.1 -11.8 10.5 -1.5 -8.5 8.1 1.4 -8.0 6.6 1.2 -5.1 9.2 42
11.9 0.8 -14.2 14.0 -0.2 -9.7 9.6 1.5 -8.2 10.8 1.0 -8.4 10.4 70
12.3 -3.3 -11.2 10.0 0.3 -7.3 12.0 1.1 -8.1 10.1 0.8 -10.1 9.1 105
12.7 -1.2 -13.1 12.2 2.4 -7.1 11.9 2.5 -7.7 9.6 1.8 -7.7 9.7 148
13.1 -0.7 -14.5 13.6 1.9 -9.0 12.4 2.2 -8.6 10.6 0.4 -9.5 11.6 210
13.5 -2.3 -15.9 11.2 0.2 -11.0 11.6 0.4 -10.4 10.2 0.3 -10.4 9.5 282
13.9 -0.4 -14.6 14.5 1.7 -11.4 12.1 0.7 -12.9 10.3 0.3 -12.8 10.1 381
14.3 -0.6 -15.6 12.4 1.7 -10.3 12.0 0.8 -9.0 10.3 -1.0 -10.9 10.0 555
14.7 -1.1 -16.2 14.1 0.8 -10.3 11.7 1.5 -8.8 11.4 0.4 -10.6 10.9 706
15.1 -1.5 -19.5 13.6 0.3 -13.1 12.1 1.4 -9.6 12.1 0.9 -11.8 12.2 875
15.5 -0.5 -17.7 16.0 0.1 -13.1 12.7 1.4 -10.1 13.0 1.9 -10.8 14.1 1149
16.0 -0.3 -19.6 17.1 0.6 -12.8 13.9 2.3 -10.5 13.7 2.5 -11.0 14.8 1395
16.4 0.5 -20.1 18.9 0.5 -13.3 14.5 1.6 -10.0 14.9 2.4 -10.8 16.1 1692
16.8 -0.6 -24.0 21.7 -0.6 -16.4 13.8 0.8 -13.0 14.1 1.8 -12.5 16.0 2270
17.2 0.3 -25.4 28.1 -1.6 -17.7 15.8 0.7 -13.8 15.7 2.0 -13.7 17.7 2973
17.6 1.5 -28.8 35.6 -1.6 -20.0 17.6 -0.0 -14.9 16.7 2.3 -13.4 19.6 2295

using the difference between PSF magnitudes and Kron magni-
tudes as a diagnostic, following a kind suggestion by E. Magnier

(private communication)15 and requiring the uncertainty on mag-
15 In particular, in our catalogue, we only kept sources with
x_chp_psf-x_chp_kron> −0.3 and x_chp_psf-x_chp_kron <
0.1, and x_chp_psf_nphot≥ 10 for x=grizy.
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Fig. 10. Performances of standardised XPSP in the JKC system (BVRI).
We show ∆mag as a function of G magnitude (left panels) and GBP −

GRP colour (right panels) for the subsample of reference stars whose
XP spectra has been released in Gaia DR3. The arrangement and the
meaning of the symbols is the same as in Fig. 6.

Fig. 11. Upper panel: Performance of standardised XPSP in the SDSS
u band. The reference sample is the same as in Fig. 7. Lower panel:
Performance of standardised XPSP in the JKC U band. The reference
sample is the same as in Fig. 10. Please note that the bright limit of the
two reference samples is very different.

Fig. 12. Same as Fig. 11 but limited to stars with f lux/ f luxerror >
30 in uSDSS and UJKC, respectively. This is the S/N limit on individual
magnitudes that we adopt for the GSPC (Sect. 6.2).

Table 3. SDSS system: median (P50) and 15.87% (P16), and 84.13%
(P84) percentiles of the ∆u distribution of Fig. 11. Here, n? is the number
of sources in the considered bin.

G P50(∆u) P16 P84 nstar
mag mmag mmag mmag
14.0 11.3 -34.3 37.2 198
14.4 4.2 -38.2 38.1 2208
14.8 2.0 -47.8 45.5 4827
15.2 0.7 -61.7 53.8 7550
15.6 -3.3 -84.6 67.9 10406
16.0 -4.4 -115.6 89.2 11724
16.4 -9.0 -168.4 123.9 14678
16.8 -8.3 -232.2 183.4 18968
17.2 -6.6 -342.5 261.3 22809
17.6 -2.6 -437.8 355.9 16586

Table 4. JKC system: median and 15.87% (P16) and 84.13% (P84) per-
centiles of the ∆U distributions of Fig. 11. Here, n? is the number of
sources in the considered bin.

G P50(∆U) P16 P84 n?
mag mmag mmag mmag
10.0 23.7 -14.1 77.8 14
10.4 63.9 -7.9 155.5 13
10.8 13.2 -18.5 121.3 22
11.2 -1.6 -36.8 55.9 35
11.6 1.0 -22.1 32.5 51
12.0 4.0 -36.9 30.5 73
12.4 -2.4 -37.6 35.4 109
12.8 -1.2 -29.2 28.9 158
13.2 -0.2 -31.4 34.3 236
13.6 3.7 -35.8 40.4 287
14.0 0.7 -31.5 39.4 402
14.4 -0.6 -40.0 41.5 566
14.8 -3.5 -51.9 44.2 719
15.2 -2.7 -58.2 50.6 880
15.6 -3.5 -69.0 66.6 1192
16.0 -6.7 -96.8 88.0 1357
16.4 0.5 -128.0 123.0 1689
16.8 -3.2 -180.5 161.3 2264
17.2 -4.2 -264.5 240.6 2923
17.6 5.7 -376.0 316.2 2230
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nitudes to be < 0.02 mag in all passbands. Once matched with
the Gaia source catalogue, with a 1′′ cone search, a reference
sample of 76 491 stars was finally adopted. XPSP magnitudes
are compared with PS1 PSF magnitudes based on the average of
the chip measurements (x_chp_psf, where x=grizy), because
these have the best corrections for systematic effects.

Fig. 13. Performance of standardised XPSP in the PanSTARRS-1 sys-
tem (grizy). We show ∆mag as a function of G magnitude (left panels)
and GBP−GRP colour (right panels) for the subsample of reference stars
whose XP spectra has been released in Gaia DR3. The arrangement and
the meaning of the symbols is the same as in Fig. 6

The performance before and after standardisation is similar
to that obtained for SDSS magnitudes and is shown in Fig. G.3.
Figure 13 shows the performance for the subset that will be in-
cluded in Gaia DR3 for G < 17.65 mag. The accuracy of stan-
dardised XPSP is good in all passbands; see also Table G.1. The
median ∆mag amounts to a few millimag over the entire range
of magnitudes considered, while the typicalσ ranges between 10
and 15 mmag for G ≤ 16.5 mag. Slightly larger deviations are
observed at the extremes of the colour range spanned by the ref-
erence sample in the g band (red side) and in y band (blue side).
It is worth noting that the reference sample adopted has a limited

coverage of colour and spectral type compared to those we use
for SDSS and JKC systems for example. We therefore recom-
mend special caution in using PS1 XPSP magnitudes outside the
validated colour and magnitude ranges.

3.5. Standardised HST magnitudes

The Hubble Space Telescope (HST) is one of the most success-
ful space missions ever, with a long-standing and huge impact on
virtually all branches of astrophysics (see e.g. Macchetto 2020,
and references therein). Unprecedented photometric precision is
one of the many excellent achievements of the optical-IR cam-
eras on board this iconic space observatory (see Bedin et al.
2019, for a recent example).

HST cameras are equipped with large sets of narrow,
medium, and wide filters, making for several very powerful and
flexible photometric systems. XPSP for the subset of those that
are enclosed within the XP spectral range may be very use-
ful for many scientific applications. For instance, all-sky XPSP
for the 220 M stars with XP spectra released in Gaia DR3
will hugely extend the realm reachable by photometry in HST
systems to the entire sky and in a bright range of magnitudes
(4.0 <∼ G ≤ 17.65 mag) not usually easily accessible to HST
(and/or not convenient to be sampled with HST). It may be worth
recalling an additional desirable feature, namely that these exten-
sions come from space-based spectrophotometry.

Unfortunately, this high degree of complementarity between
HST and Gaia, makes it extremely difficult to find proper sam-
ples for validation and standardisation of XPSP in the HST sys-
tems. Only a handful of well-measured Gaia sources can be
found in the typical FoV of HST cameras (<∼ 4 arcmin2) and HST
is mainly used to measure very faint stars that would otherwise
be unreachable for ground-based instruments, and therefore the
typical overlap in magnitude between HST and Gaia is limited.
Finally, even if there were samples with a significant number of
stars common to both of them, HST observations would only be
available in a limited number of passbands for any given camera.

For these reasons, the sample we used for validation and
standardisation of a few HST passbands, while absolutely ex-
cellent for the scientific application for which it was acquired,
is clearly not ideal for our purpose. Still, it is adequate for test-
ing the accuracy and precision of XPSP at the ' 1% level over a
limited range in colour and magnitude.

We used the photometry in the WFC3/UVIS F438W and
ACS/WFC F606W, F814W bands of a set of Galactic globular
clusters (GCs) from the HUGS project (Nardiello et al. 2018)
as a reference sample. These observations have the advantage
of providing a large number of stars in the small FoV covered
by the considered cameras, and remarkable overlap in magni-
tude with the Gaia source catalogue. Unfortunately, for obvi-
ous scientific reasons, HUGS fields target crowded areas in the
central region of the clusters, where blending and contamination
of the relatively wide BP and RP apertures by nearby sources
and/or high background may severely affect most of the XP
spectra. For this reason, we applied very strong selections on
the original HUGS samples, only keeping in the final reference
sample used for standardisation stars (a) with |RADXS | < 0.1,
QFIT > 0.9, and photometric uncertainty on individual HUGS
magnitudes < 0.1 mag16; and (b) with a number of BP and

16 RADXS and QFIT are quality parameters from the HUGS catalogs,
see Nardiello et al. (2018) for details and discussion. The original com-
parison with the HUGS photometry included also the F336W filter,
that was later abandoned because its XPSP counterpart suffers from
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Fig. 14. Performances of standardised XPSP in the HST WFC3/UVIS
(F438W, VEGAMAG) and ACS/WFC systems (F606W, F814W,
VEGAMAG). We show ∆mag as a function of G magnitude (left pan-
els) and GBP −GRP colour (right panels) for the subsample of reference
stars whose XP spectra has been released in Gaia DR3. The arrange-
ment and the meaning of the symbols is the same as in Fig. 7 but the
percentiles are computed in bins of 0.8 mag in width.

RP epoch spectra sufficient to ensure high S/N in XP spectra,
adopting the same criterion for the release of XP spectra, that
is, bp_num_of_transits> 15 and rp_num_of_transits>15,
and |C?| < 0.05 in order to minimise the impact of contamina-
tion of the spectra. After cross-correlation with the Gaia EDR3
source catalogue, we end up with a sample of 1113 stars in the
range 10.0 ≤ G ≤ 19.0 mag, 968 of which have G < 17.65 mag.
We used ‘method 1’ magnitudes from the HUGS catalogue, as
they are presented as the best choice for the bright magnitude
range we are considering (Nardiello et al. 2018). Here we com-
pare magnitudes in the VEGAMAG systems, but the comparison
has general validity, as transforming into STMAG or ABMAG
would imply a simple zero-point shift.

The comparison of HUGS magnitudes with raw XPSP is
shown in the left rows of the two panels of Fig. G.5. The typ-
ical scatter about the median is larger than in the cases described
above. We verified that, in spite of the severe selection in C?,
residuals still correlate with this parameter, showing that this ex-
tra scatter is due to the fact that we are not dealing with a sample
dominated by fully isolated stars, as is the case for the reference
samples considered above, but with many sources whose spec-
trophotometry (and possibly also HUGS magnitudes, to a lesser
extent) suffer from some degree of contamination, effectively
limiting the achievable precision. However, at least for F606W
and F814W, the original photometry is reproduced within ' 1%
over the entire range of colour covered by the reference sample,

the strong systematics affecting U bands. However the selections of
RADXS and QFIT were imposed an all the considered bands includ-
ing F336W. Analogously, a star was accepted for the final sample only
if it had a valid magnitude in all the four passbands.

the only systematic deviations being attributable to the hockey-
stick effect. For this reason, we decided to limit the process of
standardisation to the correction of this effect, avoiding any mod-
ification of the original passbands. The final results for the sub-
sample of stars with G < 17.65 mag are shown in Fig. 14. The
performances in F606W and F814W, possibly the most widely
used HST passbands, are satisfactory given the non-ideal condi-
tions. The higher scatter and the lower accuracy of the F438W
XPSP are attributable to the same kind of problems affecting
passbands sampling the blue end of the BP spectra.

While validation is limited to the passbands and the colour
and magnitude ranges considered above, the results presented
here and those of a limited set of additional tests we performed
may suggest that HST photometry for R f > 1.4 passbands
should be reasonably well reproduced by XPSP, while the is-
sues related to the blue and UV end of BP spectra remain valid
also in this case.

4. Narrow-band photometry

In this section we explore the performance of XPSP in the realm
of medium- and narrow-band photometry using a few widely
used systems as test cases. Standardisation is attempted only
for the version of the Strömgren system considered here. The
J-PAS and J-Plus systems sample the performances of narrow-
band XPSP over the entire range covered by XP spectra. Gen-
eral guidelines to use narrow band XPSP to calibrate surveys
aimed at measuring emission line fluxes are also provided. Fi-
nally, we show an example of how XPSP can be used to take the
design of a photometric system, and bring it into real life, mea-
suring fluxes and magnitudes of real sources through its wide
and medium-width passbands (the Gaia C1 system, Jordi et al.
2006).

4.1. Strömgren photometry and its standardisation

According to Sterken et al. (2011) the Strömgren system (Ström-
gren 1956) was originally designed to investigate the astrophys-
ical properties of low-reddening main sequence stars. However,
colour indices obtained from its uvby bands have been widely
used to estimate the stellar effective temperature and surface
gravity, as well as other parameters such as reddening and metal-
licity, over a wide range of stellar types and classes. For instance,
see the use of the (b − y) temperature sensitive colour in the
Alonso et al. (1999) relations, or of m1 = (v − b) − (b − y) to
derive metallicity (e.g. in stellar clusters, as done by Frank et al.
2015; Piatti et al. 2019, among others), or the correlation be-
tween c1 = (u − v) − (v − b) and nitrogen abundance (Grundahl
et al. 2002).

In contrast to the cases discussed in Sect. 3, the Strömgren
system lacks a generally accepted standard version, with its set
of TCs and, especially, a large set of reliable standard stars.
Among the many available versions of Strömgren TCs (see e.g.
Bessell 2011), here we adopt those provided by the Spanish Vir-
tual Observatory17 , which describe the filters mounted on the
Wide Field Camera (WFC) of the Isaac Newton Telescope (INT)
at El Roque de los Muchachos in the Canary Islands, as we have
had some previous successful experience in using them (Massari
et al. 2016).

Strömgren bands are entirely located in the BP realm. We
limit our analysis to bvy bands here, because XPSP u magni-
tudes suffer from the problems described in Sect. 2.2.2, affecting

17 http://svo2.cab.inta-csic.es/
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all the TCs in the range λ < 400 nm; moreover, its blue edge ex-
ceeds the blue limit of BP (see Fig. 5). While b and v passbands
have R f = 2.0 and R f = 1.8, respectively, y is slightly below
the nominal R f = 1.4 threshold for reproducible photometry es-
tablished in Appendix B, with R f = 1.3. This should not be
considered as a serious issue, because the adopted limit is con-
servative and also because R f values below that threshold may
only be troublesome in the presence of strong spectral features.

As a reference set for comparison and standardisation we
chose the largest sample available in the literature of stars ob-
served with the aformentioned TCs, which is the sample of stars
located around the Galactic anticentre analysed by Monguió
et al. (2013). This sample contains 23 992 stars, covering many
spectral types and a wide colour range, 0 ≤ GBP −GRP ≤ 3 mag,
and, in turn, is calibrated on the set of standards defined in Craw-
ford & Barnes (1970).

We performed a quality check in order to select only well-
measured stars. We first considered the photometric error in each
of the three considered Strömgren bands as a function of G–
band magnitude and traced the median trend in steps of ∆G =
0.5 mag. Only the sources with an error smaller than the 95th
percentile of the distribution for each bin were kept in the sam-
ple. To be conservative, we further rejected all the sources with a
photometric error of > 0.1 in any band, as their calibrating power
would be poor in any case. This effectively limits the reference
sample to G < 15.0 mag stars. In turn, this implies that no correc-
tion for the hockey-stick effect is possible in the standardisation
process. After this first selection based on the Strömgren pho-
tometry, we applied two other quality cuts based on Gaia EDR3
parameters by requesting ruwe < 1.4 (from gaia_source) and
−0.03 < C∗ < 0.03. After all these selections, the final reference
sample includes 6158 stars.

Fig. 15. Performances of standardised XPSP in the Strömgren system.
The arrangement and the meaning of the symbols is the same as in Fig. 7

The median difference between reference and XPSP raw
magnitudes amounts to ' 0.14 mag in v, ' 0.00 mag in b, and
' 0.03 mag in y, with colour trends of amplitude <∼ 0.05 mag

over the colour range covered by the reference sample (see
Fig. G.6). The performance is worse for the bluer TCs, in line
with the already mentioned issues with the blue part of the BP
spectra, which are probably exacerbated by the lower S/N un-
avoidably associated with passband widths smaller than those
discussed in Sect. 3. The median deviation of v magnitudes is
the largest among the non-UV passbands considered here. Mag-
nitudes in J-PAS passbands of similarly narrow width and cov-
ering the same wavelength range (397-427 nm) have median de-
viations ' 0.08 − 0.10 mag (see Sect. 4.2). The relatively large
deviation of the raw synthetic v magnitudes might be ascribed
to a combination of the systematic errors of EC XP spectra in
the relevant wavelength range and the intrinsic problems histor-
ically affecting photometric calibration of the Strömgren system
(see e.g. Bessell 2005, SMY11).

In Fig. 15 we show the usual ∆ mag plots for the standardised
magnitudes (see also Table G.3, for the corresponding P50, P16,
and P84 values). A small residual trend with magnitude remains
in the bluest passband (v), as well as a strong colour term for
GBP−GRP >∼ 2.2 mag, where the number of reference stars is low.
On the other hand, the accuracy of the b and y magnitudes is very
good, for G > 11.5 mag. The typical scatter at G ≤ 15.0 mag is
σ ∼ 40 mmag in v, σ ∼ 30 mmag in b, and σ ∼ 20 mmag in y.

An immediate demonstration of the high photometric perfor-
mance achieved by the standardised XPSP comes from a direct
comparison between the Color Magnitude Diagrams (CMDs)
of two Galactic GCs, namely NGC 5272 and NGC 6205 ob-
tained from XPSP and from direct ground-based photometry
taken from Massari et al. (2016) and Savino et al. (2018), re-
spectively. Figure 16 shows that, once a strong selection to
mitigate the effect of contamination of XP spectra is adopted
(−0.03 < C∗ < 0.03) for the stars in common between Gaia
and the INT observations, the overall quality of the CMDs from
synthetic photometry is clearly higher than their ground-based
‘observed’ counterparts. All sequences are significantly tighter
in general, especially towards the AGB and the tip of the red gi-
ant branch (RGB), where the ground-based photometry may suf-
fer from saturation and non-linearity effects. Also, the horizontal
branch (HB), particularly that of NGC 5272, appears cleaner and
better defined in the XPSP diagrams.

Finally, we stress again that this is a particular realisation
of the Strömgren system. For instance, our standardised XPSP
vby photometry fails to reproduce the colour indices provided by
Hauck & Mermilliod (1998). The size of the mismatch depends
on the stellar type and on the colour index, and ranges from ∼
0.05 mag in b − y for red giant stars, up to ∼ 0.1 mag in m1
for blue giants. On the other hand, an indirect validation of the
adopted standardised magnitudes is provided in Sect. 5.2, where
metallicity estimates matching their spectroscopic counterparts
within the uncertainties are obtained from standardised XPSP
Strömgren colour indices.

4.2. Javalambre surveys

In this section, we test XPSP performance against the medium-
and narrow-band photometry from the two surveys obtained
at the Javalambre Observatory in Teruel, Spain (see Cenarro
et al. 2014). The first is the J-PAS survey (Benitez et al. 2014),
which includes a photometric system of 54 narrow and con-
tiguous passbands and 6 wider passbands (including SDSS fil-
ters), covering a similar wavelength range to Gaia. In prepa-
ration for the full J-PAS catalogue, recently a small region in
the sky was observed and released (the mini-JPAS catalogue,
Bonoli et al. 2021), covering 1 deg2 towards the Galactic halo
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Fig. 16. Comparison between the observed (left columns) and synthetic
(right columns) Strömgren CMDs of the GC NGC 5272 (bottom panels)
and NGC 6205 (upper panels). The same stars are plotted in the left and
right panels.

(RA, Dec)= (+215◦,+53◦), up to magnitude 22-23 in the narrow
bands and 24 in the broader passbands, with an absolute error of
smaller than ∼ 0.04 mag.

The cross-match with mini-JPAS yields 636 sources in com-
mon with the XP spectra in Gaia DR3. Although this is a small
number of sources, they offer very detailed wavelength informa-
tion when compared with XPSP results, which is very useful for
estimating the level of detail that BP and RP spectra can provide,
as XP spectra and J-PAS are of similar spectral resolution.

The second Javalambre photometric catalogue used here
is the J-PLUS survey (Cenarro et al. 2019). The J-PLUS set
of passbands includes five broad (similar to SDSS) and seven
medium passbands (similar to some of the C1 passbands orig-
inally designed for Gaia purposes; see Sect. 4.4). The J-PLUS
project made its DR2 catalogue available in November 2020,
including 31.5 million sources with r < 21 mag with absolute
calibration errors of 8-19 mmag (depending on the passband;
López-Sanjuan et al. 2019). Among all these sources, we used
only sources in common with APOGEE DR16 (Ahumada et al.
2020). We also considered a set of white dwarfs (WDs) from
Gentile Fusillo et al. (2019) based on Gaia DR2.

We applied extra quality filters to avoid the most obvious
problems in the XP spectra (blending, contamination, multiple
sources, gating, issues in the astrometric solution, and large pho-
tometric excess flux). After all this filtering, the remaining set of
sources for our analysis comprises 17 465 APOGEE sources and
337 WDs in J-PLUS DR2, and 583 sources in mini-JPAS. No
standardisation of any kind has been attempted with the derived
synthetic photometry in either J-PAS or J-PLUS systems.

The median ∆mag (reference minus synthetic magnitudes)
for these samples as a function of mean wavelength of the pass-
band can be seen in Fig. 17. In addition to a general ZP(of about
0.05 mag) in the comparison, Fig. 17 indicates larger discrepan-
cies at short wavelengths (λ < 400 nm), which are due to the

known issues of externally calibrated XP spectra in this range
(Sect. 2 and Sect. 3). Moreover, the bluest passband, uJAVA, has
a blue edge located beyond the blue edge of XP spectra (see
Sect. 2 and Fig. 5). The lower accuracy of XPSP for filters in
this spectral region is therefore not surprising, and neither is the
fact that passbands whose SP comes from BP spectrophotometry
have larger median residuals than those from RP, on average.

Fig. 17. Median residuals between the observed and synthetic mag-
nitudes as a function of the mean wavelengths of the passbands for
mini-JPAS (blue), J-PLUS in APOGEE DR16 (red), and J-PLUS WDs
(green). In grey lines, we plot the Gaia passband transmissivity as in
Gaia EDR3 (Riello et al. 2021) divided by a factor three to fit in the
same scale of the residuals. The solid grey line represents G band, the
short dashed line BP band (at shorter wavelengths), and the long dashed
line RP band (at longer wavelengths).

The uncertainty on the XPSP does not decrease when the
magnitude decreases for the bright regime (G . 12 mag). This
is due to the fact that, in this range, the calibration errors dom-
inate the estimated uncertainty. Therefore, we analyse here the
J-PAS median uncertainty at the bright end as derived for the
synthetic photometry. The reader should note that this does not
depend in any way on J-PAS data, only on XP spectra. The re-
sulting calibration errors as a function of the central wavelength
of the filter are shown in Fig. 18. We can see that passbands with
short central wavelengths suffer an increase in systematic effects
and also that the minimum uncertainties from the BP and RP
instrument wavelength range are at different levels (being sys-
tematically larger for BP). For the reddest passbands in RP, the
calibration error also increases progressively.

The homogeneous wavelength coverage in the J-PAS system
allows us to evaluate the variation of the S/N obtained whilst
performing synthetic photometry on the BP and RP spectra. Fig-
ure 19 shows the G magnitude needed in order to get a median
S/N= 50 for every one of the narrow J-PAS passbands (the width
of these passbands is about 14 nm).

4.3. Emission line photometry: the IPHAS system

The INT Photometric Hα Survey of the Northern Galactic Plane
(IPHAS, Drew et al. 2005) is designed to identify and charac-
terise emission line stars and extended objects such as planetary
nebulae. It uses passbands similar to SDSS r and i together with
a narrow Hα filter, leading to a Hα TC with a full width at half
maximum (FWHM) of 9.5 nm and R f ≈ 1.13. Broadband data
are calibrated based on PanSTARRS, while the narrowband Hα
data rely on a fixed offset from the enclosing Sloan r band, with
further refinement based on overlapping fields anchored to fields

Article number, page 18 of 59



Gaia Collaboration: Montegriffo, Bellazzini, De Angeli et al.: Gaia DR3: Synthetic photometry from low-resolution spectra

Fig. 18. Median magnitude uncertainties at the bright regime derived
for J-PAS passbands as a function of wavelength. The red and blue lines
show the behaviour for the narrow and wide passbands (uJAVA and SDSS
passbands), respectively.

Fig. 19. G–band magnitude (Glim) needed to reach a median S/N= 50 in
every one of the narrow (FWHM∼ 15 nm) J-PAS passbands with mean
wavelength equal to λmean.

with the best photometry (i.e. taken under stable photometric
conditions). The final data release is presented in Monguió et al.
(2020) as part of the INT Galactic Plane Survey (IGAPS).

We select two comparison sets of stars within the survey
footprint (−5◦ < b < +5◦, 30◦ < ` < 215◦): a control sample
consisting of a 1 in 40 sample of Gaia DR3 sources with
relative parallax errors of better than 20%, and the set of
emission line objects identified by Monguió et al. (2020) in the
IGAPS catalogue through a linear cut in the (r − i, r − Hα)
colour plane. The former sample contains approximately
500,000 sources, and the latter just over 8,000. Sources are
matched between the two catalogues using a 1′′ positional
cross-match. We remove sources that are saturated, have error
flags set in the IGAPS catalogue, or have broadband uncer-
tainties > 0.02 mag or Hα uncertainties > 0.05 mag. We also
require G ≤ 17.65 mag, xp_summary.bp_n_transits
≥ 15 and xp_summary.rp_n_transits ≥

15, and phot_g_flux_over_error> 50, and
phot_x_flux_over_error> 10, for x=bp,rp. We do
not filter based on C? as a larger value of this parameter can
also reflect the presence of emission lines (Riello et al. 2021).
This does allow some extended sources to pass the selection, but
such sources are rare and thus unlikely to affect the comparison
(the vast majority of sources in both samples are classified in
IGAPS as stellar). About one-third of the control sample and

Fig. 20. IPHAS (r−i, r−Hα) for control (top) and emitter (bottom) sam-
ples after applying the cuts discussed in the text. The original IPHAS
magnitudes are on the left and the Gaia synthetic magnitudes are on the
right. The diagonal red line is the cut used by Monguió et al. (2020) to
select emitting objects.

Fig. 21. Difference between IPHAS and synthetic Hα magnitudes ver-
sus r−Hα colour for the control (top) and emitter (bottom) samples, us-
ing synthetic Hα filters of different widths. Potentially variable sources
have been removed.

one quarter of the emitters sample pass these cuts, yielding
168,688 and 2165 sources respectively. These reduced samples
are shown in Fig. 20.

The broadband magnitudes of the control sample are well
reproduced after standard corrections, which for simplicity we
apply using polynomials rather than tweaking the shapes of the
filters (we also note that we do not provide means to obtain this
photometry with GaiaXPy). Here we do not intend to provide
standardised XPSP, but instead to show that Gaia XPSP can be
used to calibrate narrow-band photometry aimed at tracing line
emission, especially in view of future surveys. We add 0.02 and
0.01 to the r and Hα ZP; respectively, while for i we also apply
a linear correction, with istd = isynth + 0.01 + 0.11 (rsynth − isynth).
With these corrections, the IPHAS (r − i, r −Hα) colour plane is
qualitatively reproduced.
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However; after calibration using the control sample, the Hα
magnitudes in the emitter sample show both a dependency on the
r−Hα colour (which corresponds to the strength of the emission
line) and a median offset of 0.07 mag (Fig. 21, left column).
The Hα fluxes in the synthetic photometry are generally lower
than those from IPHAS, with the discrepancy being greater for
sources with stronger Hα emission. We believe that this is due
to flux in the emission line being lost outside the edges of the
IPHAS Hα passband (see Appendix B). For the vast majority of
stars that do not have strong spectral features at this wavelength,
such as these mentioned above, the flux lost is not a problem as
it is replaced by flux bleeding in from outside the nominal filter
wavelength range.

We considered other explanations for this discrepancy, such
as variability or selection effects, but these can be ruled out by
checking for consistency with photometry from second detec-
tions in the IPHAS data. Much of the IPHAS footprint is ob-
served multiple times due to field overlaps, offsets to fill CCD
gaps, and repeated observations to improve upon data taken in
poor conditions. The emitter selection in Monguió et al. (2020)
was based only on the primary detection. A small set of objects
indeed show no emission in their second detections (largely cor-
responding to Gaia detections showing no emission in Fig. 20);
aside from these, there is no systematic bias when comparing
different IPHAS detections, ruling out selection effects or small-
scale variability as the source of the discrepancy. In Fig. 21 we
only include sources that have second detections, with the r−Hα
of the two detections consistent within 0.1 mag, which leaves
1682 sources in the emitter sample. This eliminates most of the
sources lying below the selection line in the lower right plot of
Fig. 20. As an additional check, we also compared a small set
of emitters selected from the IPHAS sample with spectra pub-
lished in Rodríguez-Flores et al. (2014). The high-resolution
spectroscopy in that work is consistent with the IPHAS pho-
tometry for those sources, but the magnitude discrepancy was
present for them in both simulated and actual Gaia photometry.

The sensitivity of the Hα filter is related to its width, with
narrower filters producing a greater magnitude difference be-
tween emitting and non-emitting sources. One way to better
match the behaviour of the original filter is to use a narrower
synthetic Hα filter on the Gaia data. Doing so reduces the overall
shift as well as the colour dependency, at the expense of greater
scatter, particularly in the non-emitting sources (Fig. 21, centre
and left columns). Nevertheless, we do not necessarily expect
the narrowest filter to completely reproduce the range of colours
from IPHAS (see Appendix B).

Despite the limitations discussed here, the practical function-
ality of the narrow-band filter —separating out emitters from
non-emitting stars— is well reproduced by both the original
IPHAS passband and the narrower versions, and moreover, the
consistent performance in the Hα passband of stars without
strong Hα emission enables flux calibration of survey fields,
which in turn allows the selection of emission line stars even
fainter than the publishing limit of the Gaia DR3 spectrophotom-
etry. This is true despite the filter violating the R f limitations dis-
cussed in Appendix B. Indeed, it should be possible to calibrate
almost any narrow-band imagery taken with a well-characterised
filter provided there are enough sufficiently bright, well-exposed
stars in the field.

4.4. The project of a photometric system brought to life: C1

The original design for Gaia included a set of photometric pass-
bands (Jordi et al. 2006), called C1B and C1M systems for broad

and medium band photometry, respectively. The C1 system was
especially thought to maximise the scientific return in terms of
stellar astrophysical parameters. The spectral resolution require-
ments on the alternative prisms finally flying with the mission
were made based on those passbands.

Although some of the passbands in the C1 photometric sys-
tem were finally implemented in the J-PLUS survey (Sect. 4.2),
the synthetic photometry study in this paper provides the per-
fect opportunity to test the performance of the full C1 system.
This illustrates the investigations that can be done even with fu-
ture sets of passbands using EC XP spectra, which should be
more accurate than only relying on simulated spectra from syn-
thetic spectral libraries. Moreover, it serves as a good example
of a photometric system that is realised in practice using only
Gaia DR3 data. In principle, a general user of the Gaia Archive
may conceive their own set of passbands designed for a specific
science goal and get XPSP in that system for all the stars with
XP spectra released in DR3. The example of applications shown
here and in Sect. 5.3 for C1 showcases the performance that can
be achieved for a well-designed system.

We can use the C1 synthetic photometry to learn about the
performance of XP spectra, checking if they are able to trace the
astrophysical information (see also Sect. 5.3). The aim here is
not to repeat the work done by the Gaia DPAC, deriving again
the astrophysical parameters of the sources (already available
in the Gaia catalogue; Andrae 2022; Fouesneau 2022; Creevey
2022), but is simply to evaluate whether or not the synthetic pho-
tometry derived with the C1 system is able to keep this informa-
tion.

Using the C1 synthetic colour indices, we can per-
form for example a rough classification between giants
and main sequence stars. For example, Fig. 22 shows the
C1M467−C1M515 colour (sensitive to surface gravity) plot-
ted against C1B556−C1B996 (sensitive to the effective temper-
ature). Giants (in grey) and main sequence stars (in orange),
which have different ranges of surface gravity (log g) values,
as derived by DPAC/CU8 with the GSP-Phot module18 (Andrae
2022), are found at different positions in this diagram.

Fig. 22. Colour–colour diagram using the C1 photometric system, able
to separate giant (grey) and main sequence stars (orange). log g values
are from GSP-Phot (Andrae 2022).

The C1 system can also be useful to estimate the metallic-
ity of the studied sources, as we show in Sect. 5.3. On the other

18 GSP-phot is the DPAC/CU8 module of the astrophysical parameters
inference system (Apsis; Fouesneau 2022) aimed at deriving the astro-
physical parameters of the stars from XP spectra, parallaxes and G ap-
parent magnitudes, using a Bayesian full-forward modelling (Andrae
2022).
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Fig. 23. Two examples of distance-corrected colour magnitude diagrams of the subset of the GCNS catalogue for which XPSP can be obtained,
using combinations of broad (left panel) and medium width (right panel) passbands of the C1 system. Black arrows highlight the location of the
Jao gap (Jao et al. 2018), which is clearly visible in both diagrams, showing the high precision of the XPSP in these bands.

hand, Figure 23 is intended to demonstrate the precision attain-
able with XPSP in this system. Two distance-corrected CMDs
for the subset of stars from the Gaia Catalogue of Nearby Stars
(GCNS; Gaia Collaboration et al. 2021b) with G < 17.65 and the
selection criteria listed in Sect. 6.2 are shown here. The CMD in
the left panel is based on a combination of three C1B passbands,
while the one in the right panel is based on a combination of
three C1M passbands. In both diagrams all the sequences typi-
cal of CMDs of the solar neighbourhood are very well defined,
including the various WD subsequences (see Sect. 6.3, and ref-
erences therein). The extremely subtle feature on the lower main
sequence known as the Jao gap is clearly visible in both dia-
grams (Jao et al. 2018; Jao & Feiden 2020; Gaia Collaboration
et al. 2021b). This suggests that the precision of C1 XPSP is
comparable to that achieved with the Gaia broadband system, as
defined by Riello et al. (2021).

5. Performances verification experiments

In this section, we show a few examples of performance verifi-
cation of XPSP against real science goals. In particular, we show
that, in some cases, XPSP can be used to trace multiple popula-
tions (MPs) in GCs, or to estimate metallicity (also for extremely
metal-poor stars) and even the abundance of α elements. It is also
shown that XPSP can be used to identify emission line sources
(ELS) with accuracy similar to that achieved from direct analy-
sis of XP spectra. We discuss a further example of application in
Sect. 6.3, namely classification of WDs.

5.1. Multiple populations in globular clusters

In the last four decades, the concept of GCs as a coeval and ho-
mogeneous simple stellar population has dramatically changed
thanks to the discovery of star-to-star abundance variations in al-
most all GCs, which produce multiple photometric evolutionary
sequences in the CMD (Bastian & Lardo 2018; Gratton et al.
2019, and references therein). These MPs can therefore be stud-
ied not only with spectroscopy, but also with high-quality pho-
tometry (see, e.g. Piotto et al. 2007; Milone et al. 2012, 2013,
2015; Lee 2019). In particular, UV passbands are sensitive to
the deep CN molecular bands at 388 nm (Pancino et al. 2010;
Sbordone et al. 2011), and therefore stars with normal and en-
hanced N can be efficiently separated photometrically (e.g. Yong
et al. 2008; Lardo et al. 2011; Carretta et al. 2011, and references
therein). About 20% of GCs also show multiple photometric se-
quences in CMDs not involving the U band, which are the result
of different He and C+N+O abundances (Pancino et al. 2000;
Sbordone et al. 2011; Milone et al. 2015; Monelli et al. 2013).

Here we use MPs in GCs to demonstrate the performance
of the JKC synthetic standardised photometry presented in Sec-
tion 3.2. For this purpose, we tested all the GCs selected for other
performance verification cases (Sect. 5.2), complemented with
a selection of half a dozen GCs hosting spectacular and well-
studied MPs. In each GC, we selected the sample stars using the
membership probability by Vasiliev & Baumgardt (2021, >0.9).
In doing so, we implicitly adopted their careful and complex se-
lection on the quality of the Gaia astrometry based on RUWE,
the IPD parameters, and other indicators (see their Section 2).
This selection appears in grey in Figure 24. We further selected
stars according to the following criteria (see also Section 3.2):
(i) |C∗| < σC∗ (Riello et al. 2021, Section 9.4); (ii) RUWE<1.4;

Article number, page 21 of 59



A&A proofs: manuscript no. 43709corr_MB_wzenodo

(iii) IPD_frac_multi_peak<7; (iv) IPD_frac_odd_win<7;
and (v) β <0.2 (Riello et al. 2021, Section 9.3). This selection
appears in red in Figure 24. We note that of all the applied se-
lections, only the one on β really makes a difference, because
selections on the other parameters were already explicitly or im-
plicitly applied by Vasiliev & Baumgardt (2021).

In the top panels of Figure 24, we compared the V , B−V syn-
thetic standardised photometry with the ground-based photom-
etry by Stetson et al. (2019) for M 2 (NGC 7089), a GC well-
known for hosting an anomalous RGB, containing a few per-
cent of the stars and being redder than the main RGB (Lardo
et al. 2012, 2013). As can be noted, the sample selected with the
Vasiliev & Baumgardt (2021) membership and quality criteria
(in grey in the figure) displays a ‘wind’ of stars that are bluer than
the red giant branch that is not present in the Stetson et al. (2019)
photometry. This is caused by the fact that the typical seeing in
the Stetson et al. (2019) data was of about 1.0′′, while the typical
aperture of XP spectra is of 3.5′′ × 2.1′′. The Gaia XP synthetic
photometry therefore suffers more from crowding and blending
effects. Additionally, the Stetson et al. (2019) photometry is ob-
tained by PSF fitting and with sophisticated deblending routines,
while in DR3 no detailed deblending has been performed. Fu-
ture Gaia releases will tackle blending and contamination with
ad hoc processing pipelines, but in Gaia DR3 we can use several
indicators of crowding, such as the β parameter defined by Riello
et al. (2021). If we further select the sample as described above
(red stars in Figure 24), a cleaner RGB is obtained, but at the
expense of completeness. In any case, in both the ground-based
and the Gaia XPSP CMDs the anomalous branch is clearly vis-
ible as a sparsely populated sequence '0.2 mag redder than the
main RGB, which demonstrates the very high performance of
the synthetic photometry presented here.

In order to investigate the case of the U band, we adopt the
colour index CUBI (defined as (U − B) − (B − I), Monelli et al.
2013) that combines and amplifies the effect of the variations
in both N and He. The bottom panels of Figure 24 show the
case of NGC 6752. In the ground-based photometry, the pres-
ence of MPs is indicated by the well-separated RGBs, while in
the synthetic photometry the separation is not so clearly visi-
ble, but the MP presence is clear because of the large width of
the RGB (>0.1 mag) compared to the typical photometric errors
(<0.03 mag, see Sections 3.2 and 3.3). As in the case of M 2,
a further selection including β is necessary (red points in Fig-
ure 24) in the synthetic photometry in order to clean the sam-
ple of untreated blends, also at the expense of completeness.
We would like to highlight that NGC 6752 is among the clos-
est GCs (less than 4 kpc) and is one of the cases in which MPs
can be more clearly identified using XPSP. Another iconic GC,
NGC 1851, which is more distant, very compact, and displays a
rather complex RGB substructure in the ground-based U-band
CMD (see Figure 10 by Stetson et al. 2019), does not clearly
reveal any substructure in the synthetic Gaia U-band and CUBI
CMDs. This is likely because (i) the Gaia wavelength range does
not fully include the U-band (as discussed in Sections 2.2.2,
3.3); (ii) the cluster is more compact than NGC 6752, with a
half-light radius of rh = 0.51′, to be compared with rh = 1.91′
for NGC 6752 (Harris 1996), thus crowding effects are neces-
sarily expected to produce a stronger effect on NGC 1851(see
also Pancino et al. 2017); and (iii) the treatment of blending and
contamination introduced in Gaia EDR3 (Riello et al. 2021) is
still not the complete treatment planned for Gaia DR4. We also
note that there is a zero-point offset between the XPSP and the
ground-based photometry in the U band that varies from GC to
GC (0–0.2 mag). This is also likely caused by the above effects

Fig. 24. Top panels: Ground-based V , B − V photometry of M2 (left,
Stetson et al. 2019) and the corresponding synthetic Gaia photometry
(right). The samples selected using the Vasiliev & Baumgardt (2021)
criteria are plotted in grey, while the ones further selected with the cri-
teria described in Section 5.1 are plotted in red. Bottom panels: Similar
to the top panels, but for the case of the V , CUBI CMDs of NGC 6752.

and is also due in part to the fact that the ground-based photom-
etry Stetson et al. (2019, see in particular their Figure 4; see also
App. E, below) is based on a collection of images taken with
different facilities and filters, and that the U-band is notoriously
difficult to standardise (Altavilla et al. 2021).

In conclusion, the BVRI XPSP is of very high quality al-
ready, even for relatively distant GCs, in spite of the fact that the
treatment of blends is not yet fully implemented in Gaia DR3,
provided that one carefully selects the stars whilst considering
parameters such as β (Riello et al. 2021). In the case of the U-
band, the photometric performance is unavoidably lower than
what is needed to study these fine details. Further improvements
are eagerly awaited in the next Gaia releases.

5.2. Metallicity from the Strömgren system

The Strömgren index m1 = (v−b)−(b−y) has been widely used as
a tool to infer the metal abundance of giant stars (see e.g. Richter
et al. 1999; Anthony-Twarog & Twarog 2000). To explore the ef-
ficacy of our synthetic Strömgren photometry in recovering this
parameter, we selected a sample of Galactic globular and open
clusters (OCs), for which high-resolution spectroscopic [Fe/H]
estimates exist. We determined their mean metallicity from Gaia
XPSP by adopting the m0-(v − y)0-[Fe/H] relation provided by
Calamida et al. (2007, based on GCs) for RGB stars, where m0
and (v − y)0 are the de-reddened version of the m1 index and
the (v − y) colour, respectively. It worth noting that such a re-
lation is based on photometry that is calibrated on the same list
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Fig. 25. Left-hand panel: Gaia CMD for the globular cluster NGC 5272.
Red symbols indicate the giants for which a metallicity estimate was
derived by means of the synthetic Strömgren photometry. Right-hand
panel: Metallicity distribution inferred from the synthetic m0 index for
the selected stars. The vertical red line marks the 2.5σ-clipped mean
value of [Fe/H]= −1.59 (σ = 0.14). The cluster spectroscopic metallic-
ity as quoted in Carretta et al. (2009) is [Fe/H]= −1.50 ± 0.05.

of standards upon which our standardised XPSP ultimately re-
lies, namely that provided by Crawford & Barnes (1970, see
Sect. 4.1). The extinction law by Cardelli et al. (1989), which
provides Av/AV = 1.397, Ab/AV = 1.240 and Ay/AV = 1.005 as
extinction coefficients, has been adopted to correct the Ström-
gren magnitudes for reddening. The 12 selected GCs span a
metallicity range from [Fe/H]∼ −2.5 to [Fe/H]∼ −0.7. To ex-
tend this range towards higher values, we included four metal-
rich OCs with metallicities in the range −0.2 <[Fe/H]< +0.4.
In order to homogeneously select red giant stars in the analysed
stellar clusters, we focused our analysis on all the stars from the
red giant branch tip down to about 4 mag fainter, and manually
excluded obvious asymptotic giant branch (AGB) stars. Quality
cuts were applied to the selection in order to select stars with
−0.03 < C∗ < 0.03. Finally, the stellar membership to the GCs
was ensured by setting a minimum membership probability as
determined by Vasiliev & Baumgardt (2021) of 90%. This typ-
ically led to samples of several tens, or hundreds, of stars per
cluster. Figure 25 summarises an example of such a procedure,
by showing the Gaia CMD of the globular cluster NGC 5272
in the left-hand panel, by highlighting the selected targets with
red symbols, and by reconstructing their metallicity distribution
derived from the synthetic Strömgren index m0 in the right-hand
panel.

The list of 12 GCs includes NGC 104, NGC 288, NGC 362,
NGC 4590, NGC 5272, NGC 6205, NGC 6218, NGC 6341,
NGC 6752, NGC 7078, and NGC 7099. Their spectroscopic
metallicity is taken from the homogeneous scale provided
by Carretta et al. (2009), while we adopt the values pro-
vided in Harris (1996, with the 2010 update, available at
https://physics.mcmaster.ca/∼harris/mwgc.dat) for the extinc-

Fig. 26. Spectroscopic metallicity vs. photometric metallicity derived
from the synthetic m0 Strömgren index. The colour-coding indicates the
age of each star cluster. Error bars are smaller than the symbol size.

.

tion. The clusters have in any case been purposely selected
among the low-extinction ones. The additional four open stellar
clusters are NGC 2506, NGC 6791, NGC 6819, and M67. Their
spectroscopic metallicity and reddening are taken from Carretta
et al. (2004), Bragaglia et al. (2014), Bragaglia et al. (2001), and
Zhang et al. (2021), respectively. The membership probability
of the stars of these clusters is instead taken from Cantat-Gaudin
et al. (2020). Figure 26 shows the one-to-one comparison be-
tween the spectroscopic metallicity and the 2.5σ-clipped mean
metallicity determined from our Strömgren photometry for the
16 star clusters, which are colour-coded according to their age.
The error bars correspond to the error on the mean of each clus-
ter metallicity distribution. Clusters ages are taken from Vanden-
Berg et al. (2013) for the GCs, and from Bossini et al. (2019) for
the OCs.

From Fig.26, it is clear that while the comparison for the
GCs is good, the OCs are systematically offset by about 0.4
dex. Among these, the best behaved is NGC 6791, which is the
oldest (t= 8.4 Gyr). When interpreting these results, we should
bear in mind that the colour of a giant star depends primarily on
metallicity, but also on age. The sample of OCs has been chosen
in such a way as to sample the high-metallicity part of the [Fe/H]
distribution, and consists of systems that are much younger than
the GCs used by Calamida et al. (2007) to calibrate their rela-
tion, that is, younger by between 4 and 10 Gyr. Therefore, the
systematic offset of the OCs is likely due to this intrinsic age
difference rather than to a poor sensitivity of the Calamida et al.
(2007) relation at this high [Fe/H] (which is an effect that could
nevertheless still contribute). As supporting evidence, we note
that the observed offset goes in the direction of our interpreta-
tion, in the sense that young OCs have intrinsically bluer RGBs,
thus mimicking an old and more metal-poor population.

To assess the precision and accuracy of the metallicity esti-
mates obtained via synthetic photometry, we therefore restricted
our analysis to the GCs sample, finding rather good results.
The mean difference between our photometric estimates and the

Article number, page 23 of 59



A&A proofs: manuscript no. 43709corr_MB_wzenodo

spectroscopic values is 0.02 dex, with a dispersion of 0.08 dex.
Such a dispersion closely matches the findings by Calamida et al.
(2007), who quote a precision for their relations of ∼ 0.1 dex.
As a last remark, the nominal error on the mean metallicity ob-
tained from the synthetic Strömgren photometry is quite small
(because of the large number of available stars), and ranges from
0.01 dex in the case of NGC 104 up to 0.04 dex for NGC 7099
(i.e. from the more metal-rich to the more metal-poor GCs). This
in turn means that, in the considered case, the dominant contri-
bution to the observed dispersion comes from the precision of
the m0-(v − y)0–[Fe/H] relation itself.

Another way of testing the performance of our synthetic
Strömgren photometry in determining the metallicty of giants
is to directly compare with the spectroscopic measurements
for nearby stars from large surveys such as GALAH (Buder
et al. 2021) and APOGEE (Ahumada et al. 2020). To do so, af-
ter cross-matching Gaia DR3 sources with GALAH DR3 and
APOGEE DR16, we select giants by requiring the spectroscopic
log g measurements of our sample to be smaller than 2.5 (this
is a strict selection, excluding lower RGB stars). After inspect-
ing the Gaia HR diagram of these giants (which we obtained by
correcting the observed magnitudes for reddening and distance
using Gaia DR3 parameters), a further cut at G0 < 4.5 was ap-
plied to exclude obvious dwarfs with likely uncertain log g. To
avoid the inclusion of highly reddened sources, we also imposed
0 < E(GBP−GRP) < 0.1. Finally, a quality cut at −0.1 < C∗ < 0.1
was required to exclude low-quality Gaia measurements. We are
then left with a sample of 3, 202 giants in common with GALAH
DR3, and 5, 573 giants in common with APOGEE DR16 (all of
these are located at a mean distance of ∼ 2 kpc, with σ ∼ 1 kpc).

The upper panel of Fig. 27 shows the difference between
the GALAH spectroscopic metallicity and that derived from the
Strömgren m0 index, as a function of the former. Overall, the
agreement looks reasonable. The mean value of the distribu-
tion is ∆[Fe/H] = 0.33, with a dispersion of σ = 0.25. The
distribution itself shows a positive trend for higher metallicity
and flattens for [Fe/H]GALAH < −0.5. Such a trend is consis-
tent with the age effect that has already been observed and dis-
cussed for the star clusters (see Figure 26). More metal-rich stars
are likely among the youngest of the sample, and the Calamida
relation tends to underestimate their metallicity, while still per-
forming reasonably well for the stars that are older and more
metal-poor. Unfortunately, the GALAH sample is intrinsically
lacking in metal-deficient stars, meaning that we cannot robustly
test the behaviour at lower metallicity. For the sake of cross-
validation, the second-row panel of Fig. 27 shows the difference
between the photometric metallicity estimated from XP spec-
tra by Gaia GSP-Phot (Andrae 2022) and that coming from the
synthetic Strömgren photometry, as a function of [Fe/H]GALAH.
In this case, the agreement is even better, with a mean difference
of ∆[Fe/H] = 0.16 and a somewhat tighter dispersion σ = 0.20.

The lower panels of Figure 27 show the same kind of
comparison, with the metallicity measurements coming from
APOGEE. The behaviour is very similar to that described for
GALAH. The mean difference between the spectroscopic and
the Strömgren metallicity is ∆[Fe/H] = 0.27, with a disper-
sion of σ = 0.25 and a similar positive trend. As in the previ-
ous case, the comparison improves when using Gaia GSP-Phot
measurements as a reference, as the mean difference drops to
∆[Fe/H] = 0.14 with a dispersion of σ = 0.30. Consistency
within ' ±0.2 − 0.3 dex is also achieved in comparison to Gaia
GSP-Phot metallicity.

Our analysis is particularly relevant in the case of distant
sources, especially in the metal-poor regime. These are the cases

Fig. 27. Top panel: Difference between the spectroscopic metallicity
from GALAH DR3 and that coming from our synthetic Strömgren m0
index. The red lines mark the mean value and the 1σ dispersion. Second
panel: Same but with Gaia GSP-Phot metallicty instead of that from
GALAH. Third panel: Difference between the spectroscopic metallicity
from APOGEE DR16 and that coming from our synthetic Strömgren
m0 index. The red lines mark the mean value and the 1σ dispersion.
Bottom panel: Same but with Gaia GSP-Phot metallicity instead of that
from APOGEE.

where our primary source of metallicity from XP spectra en-
counters some limitations, while otherwise, GSP-Phot provides
astrophysical parameters with good accuracy for the large major-
ity of stars (Andrae 2022; Fouesneau 2022). For example, when
estimating the mean metallicity of the GCs analysed above,
GSP-Phot provides values that tend to significantly overestimate
the metal content of these stellar systems. Hence, when robust
estimates of the extinction exist, metallicity-sensitive distance-
independent colour indices obtained from synthetic photometry
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from XP spectra, like that presented here and in the following
sections, can provide an useful alternative solution that is highly
complementary to GSP-Phot.

5.3. Metallicity from the C1 system

Metallicity and α-element abundance information is more dif-
ficult to retrieve than temperature and surface gravity (see
Sect. 4.4). Abundances leave an imprint in the spectra in narrow
ranges of wavelength, and narrow passbands are more sensitive
to fluctuations in the spectra. Nevertheless, metallicity and even
the α-element abundance can be studied with the C1 system.

For example, Fig. 28, where spectroscopic metallicities and
[α/Fe] values are taken from GSP-spec19 (Recio-Blanco 2022),
shows that when the pseudo-continuum at C1M410 is com-
pared with C1M395 affected by CaII HK lines, we see a de-
pendence with [α/Fe] abundance. On the other hand, when the
same C1M410 pseudo-continuum passband is compared with
C1M326 (measuring the UV Balmer jump), this colour index
has a stronger variation with metallicity ([M/H]) than with [α/Fe]
abundance. It is interesting to note that these passbands are able
to trace chemical composition in spite of the fact that they sam-
ple a critical region of the XP spectra.

Fig. 28. α-element abundance ([α/Fe]) as a function of global metal-
licity ([M/H]) of the main sequence stars (log g > 4.0 dex) and good
quality flags (the first 13 digits in flags_gspspec equal to zero). All
parameters were derived by GSP-Spec (Recio-Blanco 2022). Colour
indices show the values of the colour C1M395−C1M410 (top panel),
which is changing due to the α abundance and C1M326−C1M410 (bot-
tom panel), which depends more on the global metallicity. Contours
indicate density dropping by factors of 5.

19 GSP-spec is the DPAC/CU8 Apsis module designed to derive chem-
ical abundances from Gaia RVS spectra (Recio-Blanco 2022). Here,
to select well-measured abundances we considered only stars with the
first 13 digits in flags_gspspec equal to zero. We note that very sim-
ilar results as those shown in Fig. 28 are obtained if APOGEE DR16
abundances are used instead of GSP-spec ones.

Using well-studied open and globular clusters we can test
the relationship between chemical abundances and C1M colour
indices. Figure 29 shows the colour C1M515−C1B431 plotted
against C1M395−C1M410, which is able to separate different
metallicities. Only sources with total uncertainty σC < 0.02 mag
were plotted in the figure, where

σC ≡

√
σ2

C1M395 + σ2
C1M410 + σ2

C1M515 + σ2
C1B431. (19)

The C1 synthetic photometry in Fig. 29 has been corrected
from reddening effects using the relationships included in Ap-
pendix H. The absorption values used to perform this correc-
tion were obtained from literature estimates (Harris 1996 for
M30, NGC 6752, and NGC 104 GCs, Fritzewski et al. 2019 for
NGC 3532, and Taylor 2006a for M44 OCs).

Fig. 29. C1 colour–colour diagram sensitive to global metallicity for a
set of clusters corrected for reddening using AX absorption values in
that passband derived as indicated in Appendix H. Lines represent the
simulations performed using the BTSettl library (Allard et al. 2013)
(with a line colour depending on the global metallicity, [M/H]). Solid
squares represent the stars in GCs and empty triangles the stars in OCs,
all of them with their error bars. BTSettl models with log g = 2.0 are
plotted for GCs, and log g = 3.0 for OCs.

The lines in Fig. 29 show the iso-metallicity lines derived
from the BTSettl library (Allard et al. 2013). In the low metal-
licity range, the BTSettl lines were derived using a surface grav-
ity value equal to log g = 2.0, as only the giant stars in the GCs
can be observed with enough accuracy in this colour–colour di-
agram. For higher metallicity, a value equal to log g = 3.0 was
used. As can be seen in Fig. 29, each cluster follows a metallicity
track. Therefore, we can conclude that, as we have also seen for
temperature and surface gravity, the XP spectra (and therefore
the synthetic photometry) allow us to discriminate between the
abundance effects present in the spectra.

The same diagram used for clusters in Fig. 29 can also be
used for field stars. In Fig. 30 we show an example of this with
a set of sources selected to compare with the results obtained
with GSP-Phot (Andrae 2022). We include sources with log g >
4 dex, AG < 0.005 mag, and σC < 0.02 mag from Eq. 19. The
results of this cross-validation test are satisfactory.

5.4. Very metal-poor stars

In this section, we push the metallicity analysis one step further
into the lower metallicity star regimes, that is, [Fe/H] < -2 dex.
The more metal-poor the star, the more pristine it is. Ultra-metal
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Fig. 30. C1 colour-colour diagram sensitive to global metallicity for a
set of field stars. Lines in the figure represent the simulated photometry
from BTSettl SEDs, plotting only solar alpha abundance ([α/Fe]= 0)
for log g = 4. Dots represent the synthetic photometry derived from BP
and RP spectra with a colour index showing the DPAC CU8 metallicity
derived using the GSP-Phot algorithm (mh_GSP-Phot).

poor (UMP) stars ([Fe/H] < -4 dex) belong to the earliest gener-
ations of stars formed in the Universe. Because of their very low
abundance in metal elements, they are critical anchors to address
questions on the formation of the first generation of stars, the
(non-)universality of the initial mass function (IMF), the early
formation stages of galaxies, and the first supernovae (e.g. Beers
& Christlieb 2005). However, the minimum metallicity at which
low-mass stars can form is still an open question (see Greif 2015,
and references therein). Only 42 UMPs are known to date in
our Galaxy despite simulations predicting multiple thousands of
them (Karlsson et al. 2013). These stars are scarce objects, and
are relatively faint sources because of their low masses. Find-
ing them is therefore a challenge, and we are limited to mostly
finding them in our Galaxy.

One could imagine that Gaia DR3 could be key to unlocking
a systematic and efficient search for metal-poor candidates ei-
ther from the metallicity estimates or from the spectra. However,
the Gaia DR3 astrophysical parameter estimates have limited
power in finding these stars for the following reasons: (i) Metal-
licity is a weak signal in the XP spectra and significant limiting
factors hamper the extraction of metallicity parameters from BP
and RP (e.g. Creevey 2022; Andrae 2022). (ii) The stellar atmo-
sphere and evolution models have a limited calibration in these
regimes making the absolute scale of [Fe/H] possibly biased.
In particular, most metal-poor isochrones publicly available in
this regime are solar-scaled α-abundances. Indeed, Fig. 31 sug-
gests that Gaia DR3 contains relatively few reliable estimates of
chemical abundances for metal-poor stars. From the medium-
resolution spectroscopy (radial velocity spectrometer (RVS)
[845 − 872] nm, λ/∆λ ∼ 11500), GSP-Spec measured multi-
ple iron lines to provide us with a [Fe/M] and a global model fit
[M/H] parameter estimate for millions of stars. However, Recio-
Blanco (2022) strongly advocated filtering on the flags (13 first
bits astrophysical_parameters.flags_gspspec equal to
zero), which leaves us with only a handful of metal-poor stars
(thick blue line in Fig. 31). We note that these authors also
suggested that adjusting this filtering could provide a few thou-
sand stars, but with large uncertainties. GSP-Phot also produced
[M/H] estimates from the analysis of a combination of BP/RP
spectra, parallax, and G magnitude. Andrae (2022) on the other
hand warned that caution should be exercised when using any
values below [M/H]∼ −2 dex.

Fig. 31. Distribution of [M/H] estimates in Gaia DR3 from GSP-
Phot (orange) and GSP-Spec (blue). As recommended in Recio-Blanco
(2022) and Andrae (2022), we selected the GSP-Spec estimates that
have their 13 first bits flagged as equal to zero and GSP-Phot estimates
with good parallax S/N. Nevertheless, we indicate the full distribution
with the thin blue and orange lines, respectively. Andrae (2022) sug-
gest caution be exercised when using their estimates below [M/H] ∼
-2 dex as their uncertainties are large. We shaded the region above the
metal-poor regime. Overall the Gaia DR3 astrophysical parameter es-
timates have limited coverage of metal-poor stars: there are only four
stars with [M/H] < -2 dex after using the flags from GSP-Spec and of
unclear quality for GSP-Phot.

As the Gaia DR3 APs are unreliable in this regime, we can
take a step back and use XP spectra through XPSP. Indeed, sur-
vey programs dedicated to finding metal-poor stars ([Fe/H] <
-2 dex) use some special pre-selection through prism techniques
(e.g. the HK and HES surveys; Beers et al. 1985; Christlieb et al.
2002) or narrow-band photometry (such as the SkyMapper and
Pristine survey programs; Wolf et al. 2018, Starkenburg et al.
2017). Other stars were discovered in blind but spectroscopic
surveys such as SDSS/SEGUE/BOSS (York et al. 2000b; Yanny
et al. 2009; Eisenstein et al. 2011) or LAMOST (Cui et al. 2012).
Such endeavours are expensive in terms of telescope time (espe-
cially spectroscopic observations) and are not always fruitful.

As a first experiment, we selected from the Pristine sur-
vey public catalogue (Aguado et al. 2019) the stars with spec-
troscopic confirmation of [Fe/H] < -2 dex and with BP and
RP spectra in Gaia DR3. This represents 48 stars out of 636
(∼7%). The Pristine survey technique to find these stars con-
sists in combining a custom-built CaII H and K narrow pass-
band (∼ 10 nm wide) for the MegaCam wide-field imager on the
3.6-m Canadian-France-Hawaii Telescope (CFHT) with existing
broad-band photometry from SDSS (Starkenburg et al. 2017).
This passband covers the wavelengths of the Ca H and K dou-
blet lines (at 396.85 and 393.37nm), which are very sensitive to
abundance variations, especially [Fe/H] but also carbon. Their
success rate of uncovering stars with [Fe/H] < -2 dex is 85%, but
is only 25% for stars with [Fe/H] < -3 dex. Facing this incredi-
ble efficiency, multiple surveys are now exploring the adoption
of the same passband (e.g. the Dark Energy Camera; DECam20 ;
J-PLUS López-Sanjuan et al. 2021).

The width of the CaHK passband satisfies the criterion for
flux conservation in the presence of strong spectral features of
Eq. B.1, with R f = 1.5. Figure 32 demonstrates the reliability of
the XPSP on these objects. We find an overall MAD of 0.04 mag,

20 https://noirlab.edu/science/news/announcements/
sci22020
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Fig. 32. Residuals of the synthetic photometry of Ca H and K for a
sample of 48 stars from Aguado et al. (2019) as a function of GBP −GRP
colour and G magnitude, left and right panels, respectively. These stars
have spectroscopic [Fe/H] < -2 dex. The colours of the symbols reflect
their CaHK synthetic magnitudes. We highlight the zero deviation line
in grey. The residuals do not seem to correlate with GBP −GRP colour.

Fig. 33. C1 colour-colour diagram sensitive to metallicity and corrected
for extinction. The histogram shows the distribution of a random subset
of 5 112 giant stars with [Fe/H]< −2 dex from Huang et al. (2022) with
a total fractional flux uncertainty in the C1 bands of below 0.02. The
colours refer to their photometric iron abundance estimates with the
scale on the right-hand size. The round symbols indicate the 48 stars
(not only giants) from Pristine discussed in Sect. 5.4 on the same scale
using their spectroscopic estimates. The x and y axes are equivalent to
CaII and MgH indices, respectively.

but this is unsurprisingly dependent on the apparent magnitude
of the stars; however, it seems independent of their GBP − GRP
colours.

Similarly to Starkenburg et al. (2017), we applied a regu-
larised linear regression of the synthetic standardised SDSS ugri,
the CaHK, to predict their photometric metallicities. We find a
root mean square (RMS) of 0.3 dex and a mean absolute error
(MAE) of 0.2 dex. However, the sample is small, which limits
the comparison.

In contrast with using a tailored passband, Huang et al.
(2022) exploited the SkyMapper photometry (SMSS DR2) and
the Gaia EDR3 photometry and astrometry to estimate the
metallicities (and other APs) of 20 million stars, and in partic-
ular half a million very metal-poor stars. Their method to esti-
mate APs exploits multiple colour relations and often depends
on distinguishing giants and dwarfs. Of those, we extracted a
random sample of about 26 000 giant stars with XP spectra in
Gaia DR3, which provided us with [Fe/H] and A0 estimates. We
used the Gaia EDR3 extinction relations to obtain AG and fur-

ther the relations from Appendix H to obtain the coefficients in
the C1 bands.

Figure 33 shows in the (C1M396 – C1M410) versus
(C1M515 – C1M410) colours the stars that have a total frac-
tional uncertainty of

σ f

f
≡

√(
σC1M395

fC1M395

)2

+

(
σC1M410

fC1M410

)2

+

(
σC1M515

fC1M515

)2

< 0.02. (20)

The metallicity gradient is strikingly visible, demonstrating the
reliability of the the C1-based indices even in the very metal-
poor regime.

We remark that (C1M396 – C1M410) colour is nearly equiv-
alent to the (CaHK–C1M410) colour. Therefore, we indicated on
Fig. 33 the previously mentioned Pristine stars for comparison.
The latter are not specifically giant stars, but are mostly turn-off
stars, and therefore concentrate in the top left corner of the plot.
However, they also agree with the scale from Pristine. This com-
parison allows us to draw the conclusion that XPSP can transfer
knowledge from SkyMapper to Pristine (or the other way around
if the latter sample is larger). In particular, this means a common
metallicity scale, which is often an issue when comparing sur-
veys. Finally, the XP spectra will offer a significantly large suite
of passbands to explore metallicity estimates in a very new man-
ner across the entire sky.

One major limitation of the XPSP is that very metal-poor
stars are intrinsically faint in BP. As Gaia DR3 limits the avail-
ability of the stellar XP spectra to G < 17.65 mag, a large frac-
tion of the sources in Aguado et al. (2019) and Huang et al.
(2022) remain beyond the reach of Gaia DR3. However, XPSP
data offer a robust set of photometric calibrators across the entire
sky and therefore a larger common ground to transfer knowledge
between surveys.

5.5. Classification of emission line sources

Among the algorithms devoted to the analysis of XP spectra
for Gaia DR3, the ESP-ELS Apsis module is designed to iden-
tify six classes of ELS: Be stars, Herbig Ae-Be stars, T Tauri
stars, active M dwarf stars, Wolf-Rayet (WR) stars, and plan-
etary nebulae (PNe; Fouesneau 2022). The selection and clas-
sification is based on the use of two Random Forest classi-
fiers trained on libraries of synthetic spectra as well as on ob-
served BP/RP data obtained for a sample of reference ELSs (see
detailed description of ESP-ELS in online documentation). To
study the extent to which ESP-ELS results can be reproduced us-
ing XP-based synthetic photometry, we chose a custom system,
ELS_custom_w09_s221, which is illustrated in Fig. 34. This lat-
ter is composed of three narrow passbands with Gaussian shape
and located at the rest frame wavelength of the Hβ, [OIII] 5007,
and Hα lines. It is complemented with three passbands aimed at
sampling the continuum in spectral regions adjacent to the lines
of interest and with minimal contamination from other emission
lines, and by the wide SDSS r and i bands. All the TCs have
R f ≥ 1.4 (see Appendix B).

In order to have a reference sample, we extracted ELS from
the SIMBAD22 database and obtained a total of 1962 Be stars,
143 Herbig Ae/Be objects, 3704 T Tauri stars, 269 WR stars,
and 593 PNe, while active M dwarfs are not considered in our

21 This newly defined system is included in the list that can be used to
get XPSP by means of GaiaXPy (Sect. 6.1).
22 http://simbad.u-strasbg.fr/simbad/
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Fig. 34. ELS_custom_w09_s2 normalised transmission curves.

Fig. 35. Confusion matrix between ESP-ELS classification (predicted
label) and Simbad (true label). For each class, the percentages refer to
the fraction of true positives with respect to the total number of objects
predicted by ESP-ELS for such a class (precision).

experiment. We also selected 102763 targets with no ELS clas-
sification and 196801 targets randomly taken from the IPHAS
catalogue, taken from Scaringi et al. (2018), with no overlap
between them. All of these stars are labelled ‘Other’ and rep-
resent normal non-emitting stars. We then cross-matched the
sources with eDR3 using the CDS x-matcher, and selected the
closest target within 1.0′′. The comparison between the classi-
fication provided by Simbad and that by ESP-ELS is shown in
Figure 35. The precision of ESP-ELS is excellent, between 87%
and 99% in the different classes, except for the Herbig Ae/Be
stars, for which ESP-ELS correctly classify only 25% of the pre-
dicted sources. Despite the good results, the number of ELSs
predicted as NO-ELSs demonstrates the quite conservative ap-
proach adopted by ESP-ELS; there are 5124 objects that are la-
belled as non-emitters, whereas these objects are ELSs according
to SIMBAD.

The following validation datasets were selected in order to
cross-validate ESP-ELS classification results and, at the same
time, demonstrate the classification capabilities of the chosen
photometric system: (i) the selection of ELS described above,
which add up to a total of 6671 objects; and (ii) the 196801
IPHAS targets also described above, representing non-emitting
stars (IPHAS sample, hereafter). Specifically, we wish to deci-
pher the degree to which a classification based on narrow-band
XPSP reproduces the results by ESP-ELS. For simplicity, we
limit to the classification between ELS and non-ELS.

We combine a supervised method to classify the objects,
namely Random Forest, with an unsupervised algorithm, t-SNE
(van der Maaten & Hinton 2008), to group and picture the classi-
fication results. We also show two colour–colour diagnostic plots
to visualise them. Three experiments were performed on differ-
ent inputs:

1. All filters in ELS_custom_w09_s2 synthetic photometry.
2. ELS_custom_w09_s2 synthetic photometry except bands

for Hβ, O3, and their respective continua.
3. ELS_custom_w09_s2 synthetic photometry plus informa-

tion from several band combinations: r- Hα, r-i, Hα-Hαcont,
and Hβ-Hβcont.

Fig. 36. Confusion matrices obtained using a Random Forest algorithm
to separate between ESP-ELS emitting and non-emitting objects for
experiments 1, 2, and 3 (see text for details). For each class, the per-
centages refer to the fraction of true positives with respect to the total
number of objects predicted by ESP-ELS for such a class (recall).
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Fig. 37. t-SNE and colour–colour diagrams representing the sample of emitting and non-emitting stars, classified using a Random Forest algorithm
on XP synthetic photometry (experiment 3). Legend as follows: TP: true positives; TN: true negative; FP: false positive; FN: false negative.

We divided the objects into a training set composed of 5124
ELSs (labelled as non-emitters by ESP-ELS, but found to be true
emitters in Simbad) and the same number of non-ELSs randomly
taken from our IPHAS sample. Once trained, Random Forest
was tested on the remaining ESP-ELS emission line stars (1595
objects) plus the remaining IPHAS objects. The confusion ma-
trices obtained for experiments 1, 2, and 3 are shown in Figure
36. In this case, the fractions reported in the confusion matrices
are not the precision (the number of true positives divided by the
number of objects predicted in that class) as in Fig. 35, but the
recall, that is, the fraction of predictions matching the classifica-
tion taken as ‘truth’; in this case the ESP-ELS classification23

The confusion between classes is below 7.1% in both emit-
ting and non-emitting objects. This indicates that all the tested
combinations of synthetic passbands are well suited for the clas-
sification of ELSs. By including the Hβ and O3 passbands, the
number of false positives (FPs) diminishes (from 6% to 2.8%)
but the number of false negatives (FNs) increases (from 5.5% to
7.1%). The best classification results are obtained in experiment
3, where only two ELS are predicted as non-ELS, while keeping
the number of FNs to only 3.5%.

Subsequently, we applied the t-SNE algorithm to the vali-
dation data, obtaining a 2D representation of the whole sample.
t-SNE is an unsupervised algorithm, and does not use the labels
to group the data, which are clustered according to the similar-
ity of the XPSP fluxes. Once the clustering is done, it can be
visualised using the labels (true negatives (TNs), FNs, FPs, and
true positives (TPs), which are obtained with the Random Forest
for experiment 3, the one with the highest score in the confusion
matrix. The results are shown in Figure 37, where we also show
two different colour–colour diagrams. Figure 37 is clearly dom-
inated by TNs, with high confusion with TPs in the same area.
Colour–colour diagrams are better suited to distinguishing the
regions corresponding to each of the object classes.

In conclusion, through simple machine learning experiments
and using both supervised (Random Forest) and unsupervised (t-
SNE) algorithms, we show that the synthetic photometry in the
system ELS_custom_w09_s2 obtained from the Gaia XPSP is
adequate to separate stars with emission lines from those that do
not emit with a reliability that reproduces that achievable by the
XP spectra themselves by the ESP-ELS module with errors be-

23 Adopting the notation introduced below, precision = T P/(T P+FP),
and recall = T P/(T P + FN).

low 3.5% for FNs and as low as 0.1% for FPs. The ability to go
further and separate different classes of ELS objects strongly de-
pends on the possibility to train the algorithms with sufficiently
representative sets of each class and to use additional passbands
as a possible way to improve the performance.

6. Products

6.1. How to get synthetic photometry in your preferred
system

Synthetic photometry in all the photometric systems used
throughout this paper can be generated from the Gaia DR3
XP spectra served by the archive24 via Datalink (see Sect. 4 in
De Angeli et al. 2022, for further instructions). The GaiaXPy25

Python package offers several utilities to help users to maximise
the potential of BP and RP spectra. The generation of synthetic
photometry in a number of predefined photometric systems is
one of the available functionalities. This is achieved by a sim-
ple matrix multiplication of the array of coefficients defining the
mean spectra by a design matrix which is generated taking into
account the specific photonic TC. Contributions from both BP
and RP spectra in the case of filters spanning the range cov-
ered by both are taken into account (Montegriffo et al. 2022).
Colour corrections for the UV bands of some of the standard-
ised systems (see Sec. 2.2.2) and uncertainty correction factors
(see Sec. 2.1) are also optionally available. To obtain standard-
ised photometry, the properly tweaked passbands must be used
(see Sect. 2.2.1), being denoted with _STD in their name.

GaiaXPy allows synthetic photometry to be generated in any
of the available photometric systems or in a list of those in a sin-
gle call. Users can either provide a list of source_id or input the
XP spectra as downloaded from the Gaia archive in their contin-
uous representation and in all file formats currently offered for
their download. For updated and detailed instructions, readers
are referred to the package documentation.

New photometric systems can be added to those already
available in the latest release of GaiaXPy (see the GaiaXPy web
page). However, synthetic photometry in any system can also be
obtained from EC XP spectra in the usual way (Equations 1 to
5; Sect. 2) by any user of the Gaia archive, without the need for
computing new basis functions.
24 https://gea.esac.esa.int/archive/
25 https://gaia-dpci.github.io/GaiaXPy-website/
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6.2. The Gaia Synthetic Photometry Catalogue

To make XPSP more readily available in the most widely used
photometric systems, we produced the Gaia Synthetic Photom-
etry Catalogue (GSPC), which includes the vast majority of
the approximately 220 million stars with XP spectra released
in Gaia DR3. We limited the content of the GSPC to the
sources brighter than G = 17.65 mag, thus excluding most of
the sources in the special catalogue of WDs (which is treated
separately below), and unresolved galaxies and quasars (in-
cluded into the unresolved galaxy catalogue (UGC) and quasi-
stellar objects catalogue (QSOC) of Gaia DR3, respectively;
Gaia Collaboration & Bailer-Jones 2022). The catalogue will
be accessible and queryable through the Gaia Archive (ta-
ble gaiadr3.synthetic_photometry_gspc). Examples of
queries are provided in Appendix F. GSPC is focused on wide-
band photometry and is limited to standardised systems.

In particular, it includes standardised magnitudes, fluxes, and
errors on fluxes for the following passbands:

– UJKC ,BJKC ,VJKC ,RJKC ,IJKC ,
– uS DS S ,gS DS S ,rS DS S ,iS DS S ,zS DS S ,
– yPS 1,
– F606WACS/WFC , and F814WACS/WFC .

We decided to include only yPS 1 from the PS1 system to
avoid the redundancy implied by two different but very simi-
lar versions of the same set of magnitudes (griz). Moreover, the
standardisation of SDSS performed here is more extensive and
robust than what we achieved for PS1 magnitudes.

In addition to the XP synthetic photometry listed above, the
GSPC contains: Gaia DR3 source_id, allowing a direct cross-
match with other catalogues in the Gaia archive by means of
JOIN ADQL queries, the quality parameter C? (Riello et al.
2021), which can be used to select the sources with the most
reliable photometry (but see also Sect. 7), a flag for each pass-
band (Xflag, where X=Ujkc,Bjkc,...), which has a value of
1 if the GBP − GRP colour and G magnitude of the considered
star are within the ranges where standardisation and validation
have been performed. In practice, the X magnitude of a source
with Xflag = 0 should be considered as an extrapolation of the
adopted standardisation.

To keep only good-quality measurements, we adopted a
unique criterion based on S/N for all the magnitudes in all the
systems. A given source has valid photometry in the passband X
only if

XFlux/XFluxError > 30.0, (21)

that is, the S/N in that passband is higher that 30. As can be
clearly appreciated from Table 5, this constraint has a modest
effect on the number of sources with valid photometry for all
the considered passbands except for UJKC and uS DS S . In these
passbands, the sample with valid measures is reduced to <∼ 17%
of the entire content. As a reference, the next most affected
passband is BJKC , for which the same constraint leads to valid
magnitudes for ' 87% of GSPC sources. There are 30220
sources with XP spectra in DR3 and G < 17.65 but without a
single GSPC magnitude satisfying the S/N>30 criterion; these
are therefore not included in the final catalogue. It turns out
that the overwhelming majority of them are very red AGB
stars, possibly carbon stars. Most of them are classified as long-
period variables (in_vari_long_period_variable=True

Table 5. Summary of the GSPC content for each passband: the parame-
ters provided are the number of sources with synthetic photometry avail-
able in the catalogue, the magnitude range covered and the number of
sources that are within the ranges in magnitude and colour that are fully
validated (i.e. that have the corresponding flag set to 1).

Passband Present Mag range Validated
UJKC 32835800 2.22,18.97 32279743
BJKC 191343258 2.96,20.31 160437248
VJKC 217577173 3.10,20.58 206285205
RJKC 218861537 2.59,19.99 206329396
IJKC 218910521 1.98,19.14 206346825
uS DS S 37990533 3.07,19.33 21965164
gS DS S 210697330 2.89,20.55 191247211
rS DS S 218262272 2.85,20.24 194747198
iS DS S 218890040 2.46,19.78 194853547
zS DS S 218840583 1.86,18.78 194788330
yPS 1 214043127 1.12,18.48 187461656
F606WACS/WFC 218549069 2.81,20.42 172587968
F814WACS/WFC 218919373 1.91,18.95 172588424

in dr3.vari_summary), and 352 of them are classi-
fied as carbon stars (spectraltype_esphs==CSTAR in
dr3.astrophysical_parameters).

As already anticipated in Sect. 3.3, the S/N> 30 selection
criterion imposes a strong colour bias on UV magnitudes. Con-
sidering the subsample of all GSPC sources with Galactic lati-
tude |b| > 50◦ (Galactic Caps sample), while there are stars with
valid UJKC /uS DS S magnitudes as red as GBP − GRP ' 3.0 mag,
95% of those with valid UJKC have GBP − GRP ≤ 1.16 mag and
95% of those with valid uS DS S have GBP −GRP ≤ 1.18 mag.

As a first glance at the quality of GSPC photometry, in
Fig. 38 we show the JKC U − B versus V − I colour–colour di-
agram of the Galactic Caps sample introduced above for the en-
tire sample (left panel) and for the best-quality subsample with
|C?| < 0.05, containing about 87% of the sources (right panel).
The high-latitude selection is especially useful as it minimises
the effect of blending and/or contamination and makes the ef-
fect of interstellar reddening negligible. In the left panel, some
remarkable loci are labelled (similarly to Fig. 22 in Ivezić et al.
2007). We note that a significant residual population of unre-
solved galaxies and QSOs brighter than G = 17.65 is included,
some of them with U-B colours far exceeding those of the bluest
bona fide stars. This is likely due to a combination of two main
factors: first, the spectrum of some of these sources may have a
significant non-thermal component (from active nuclei, nebular
emission, etc.), and, second, some of them may be partially re-
solved, thus making XPSP not fully reliable. The ‘blue contami-
nants’ class is a mixture of source types including, among others,
significantly blended stars, compact blue sources in relatively
nearby galaxies (young stars clusters, stellar nuclei, HII regions),
and distant compact blue galaxies. It is interesting to note that
most of these non-stellar sources are efficiently removed with a
simple cut in |C?|, leaving in the left panel of Fig. 38 only well-
defined stellar loci and a compact clump of truly point-source,
bright QSOs.

The GSPC is intended to provide accurate and precise all-
sky photometry down to G = 17.65 mag, with the limitations
described above, in Sect. 2.2, and in Sect. 7, and is by no means
a complete sample. Strong colour- and magnitude-dependent bi-
ases are unavoidably affecting the sample, induced by the se-
lection criteria on the quality of the photometry. Moreover, the
stellar populations sampled, the degree of crowding, and, conse-
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Fig. 38. U − B vs. V − I colour–colour diagram for the Galactic Caps subset of the GSPC (|b| > 50◦). Left panel: All sources, with labels for
remarkable loci (2 025 048 sources with valid photometry in all the involved passbands). Right panel: Subset with |C?| < 0.05 (1 985 565 sources).

Fig. 39. u − g vs. g − r colour–colour diagram for the Galactic Caps
subset of the GSPC (|b| > 50◦; 2 003 727 sources having valid photom-
etry in all the involved passbands), colour coded according to different
parameters. Panel a: G magnitude; Panel b: C? ; Panel c: log Te f f from
GSP-Phot; Panel d: log g from GSP-Phot.

quently, the fraction of stars with excellent photometry, changes
with position in the sky, depending on the mix of Galactic com-
ponents encountered along the line of sight as well as on the
amount of interstellar extinction26. Figure 39 gives overview ex-
amples of (i) the kind of selection bias at work (panel a), (ii) the

26 Please note that the cuts on magnitude and on the minimum number
of BP and RP observations imposed for the release of XP spectra makes
the footprints of the Gaia scanning law clearly visible in maps of GSPC
sources.

effects of selection on the C? parameter (panel (b)), as an exam-
ple of a mean for additional cleaning of the sample, and (iii) the
sensitivity of colour–colour diagrams to astrophysical parame-
ters (panels (c) and (d); parameters from from GSP-Phot Andrae
2022),

Finally, to give an idea of the diagnostic power made avail-
able by GSPC (and by XPSP in general), in Fig. 40 we present
a colour–colour diagram of the Galactic Caps sample obtained
by mixing magnitudes from two of the four photometric systems
included in the GSPC.

The diagrams display many well-defined features, suggest-
ing a great potential to select various classes of sources. In spite
of the |C?| < 0.05 selection imposed to remove most non-stellar
non-best-quality sources, the diagram includes more than 95%
of the sources of the original sample.

6.3. The synthetic photometry catalogue for white dwarfs

White dwarfs are important objects, and as well as meriting their
own dedicated investigation, they can be used as tools to ex-
plore other areas of astrophysics. For example, there is strong
evidence that many WDs are accreting the remains of extrasolar
planetary systems, which provides the only means of measur-
ing their bulk composition. Furthermore, measured ages for the
coolest known WDs can provide a limit to the age of the Galactic
disc. Many such studies require knowledge of the spectral type
of the WDs in question, and whether or not they have H- or He-
rich atmospheres. As the number of discoveries of WDs grows,
increasing numbers of spectroscopic observing campaigns are
carried out to provide this information. The Sloan Digital Sky
Survey (SDSS, Ahn et al. 2012) has produced the largest spec-
troscopic catalogue of WDs so far (e.g. Kleinman et al. 2013),
a data set that has allowed classification of approximately 10
000 WDs, the largest statistical sample of such stars prior to the
publication of the Gaia DR2 and Gaia EDR3 catalogues (Gaia
Collaboration et al. 2018b and Gaia Collaboration et al. 2021a).
The quality- and distance-selected samples of Gaia Collabora-
tion et al. (2018a) and Gaia Collaboration et al. (2021b) each
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Fig. 40. Colour–colour diagrams for the Galactic Caps subset of the
GSPC (|b| > 50◦), with colours obtained by mixing magnitudes from the
JKC and SDSS photometric systems. To highlight the stellar loci more
clearly, we included only stars with |C?| < 0.05 (5 968 495 of the 6 266
882 GSPC sources in the Galactic Caps sample). Upper panel: Overall
colour–colour diagram. Lower panel: Zoom into the highly structured
blue region hosting sequences of DA and non-DA WDs, hot subdwarfs
and extreme horizontal branch stars, blue horizontal branch stars, and so
on, better demonstrating the level of detail emerging in these diagrams.

contain approximately 20 000 to 25 000 WDs and the works of
Gentile Fusillo et al. (2019) and Gentile Fusillo et al. (2021) indi-
cate that there might be as many as roughly 300 000 in the whole
Gaia catalogue. However, obtaining follow-up spectroscopy to
classify all these candidates will be an enormous challenge and
is not likely to be feasible using the currently available telescope
resources.

The Gaia data release 2 (DR2) H-R diagram presented by
Gaia Collaboration et al. (2018a) shows a clear WD cooling se-
quence and a degree of separation between the populations of
H-rich (DA) and He-rich (DB) stars. However, while the WDs
have a narrow range of masses, there is a significant overlap be-
tween the H- and He- groups over much of the parameter space.
The Gaia G, GBP, and GRP integrated bands are broad in order
to provide maximum sensitivity and the best possible photomet-
ric accuracy, and this limits the ability to distinguish between

WDs of different spectral types. Wide- to narrow-band synthetic
photometry generated from the Gaia XP spectra can be used
to mimic the narrower band photometry available from surveys
such as SDSS, allowing the diagnostic power to be applied to the
larger number of WDs present in the Gaia catalogue.

To test and illustrate this potential, we constructed a
catalogue of about 100 000 WDs initially drawn from the
Gaia EDR3 data release, for which we have generated synthetic
photometry in JKC, SDSS, J-PAS, and J-PLUS bands. This well-
defined sample of WDs is designed to span the complete range
of colours and magnitudes occupied by WDs. All the objects
have a high probability of being a WD by virtue of their loca-
tion in the H-R diagram. We followed the methodologies applied
by Gentile Fusillo et al. (2019) and the GCNS (Gaia Collabora-
tion et al. 2021c). The selection criteria are designed to remove
contaminants whilst retaining as many high-probability WDs as
possible. The sample extends to greater distance than the GCNS,
and yields 100 786 WDs, a factor five increase compared to that
catalogue. Specifically, the following H-R diagram location and
quality cuts were applied:

– Equations 1-9 detailed in Gentile Fusillo et al. (2019),
– astrometric_excess_noise ≤ 5,
– phot_bp_mean_flux_over_error ≥ 20,
– phot_rp_mean_flux_over_error ≥ 20,
– parallax/parallax_error ≥ 10,
– phot_g_mean_flux_over_error ≥ 20,
– log(parallax/parallax_error) < −1.56(log(103/parallax) −

3.17) + 0.96.

The majority of the stars in the sample have G < 19 mag, but
about 30% are fainter. The effective G–band magnitude cut-off
is ≈20 mag.

We derived synthetic photometry in SDSS, JKC, J-PLUS,
and J-PAS systems for the full set of available WDs in the sam-
ple, which we designate the Gaia Synthetic Photometry Cata-
logue for WDs (GSPC-WD), which is published with this pa-
per (see below, for the actual contents of the published table).
Among these objects, 9758 have WD subtypes assigned by
SDSS observations. Fig. 41 shows absolute G–band magnitude
plotted against the synthetic SDSS u − g colour for these stars,
indicating the main classifications. The SDSS photometry gives
a much better separation between the DA and DB WD spectral
types than the Gaia photometry (see Figure 13 of Gaia Collabo-
ration et al. 2018a). The DB stars also occupy a different region
of the diagram compared to DC and DQ, but their ranges overlap
substantially, and they also overlap with that of the cooler DAs.
Therefore, the synthetic magnitudes for bands that are narrower
than G–band, GBP, and GRP, provide a potential classification
mechanism for all WDs in the Gaia catalogue.

The choice of u−g as an indicator of H-atmosphere DA spec-
tral type compared to He-atmosphere DB WDs is related to the
relative wavelengths of the bands compared to the Balmer jump
at 364.5 nm, where the H Balmer series of lines converges. Com-
pared to the DB WDs, the flux of DA WDs is suppressed short-
ward of this wavelength, making the stars appear redder, as seen
in Fig. 41. In principle, there are many potential passband com-
binations available that may provide better or similar discrim-
ination between DA and non-DA stars. For example, narrower
passbands will allow better discrimination than wider ones, as
discussed above. However, finer subdivision of the spectroscopic
data reduces the S/N of individual bands. This is illustrated in
Fig. 42, which compares the S/N (flux over flux error) for the G–
band, synthetic Johnson B, and, as an example of the narrowest
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Fig. 41. Synthetic u− g colour vs. absolute G–band magnitude diagram
for white dwarfs in the GSPD-WD catalogue (grey). Data points are
colour-coded according to SDSS spectral type where known: blue =
DA, red = DB, green = DC, yellow = DQ.

bands, J-PAS 410 nm. The Johnson B band has approximately
one-tenth of the S/N of G–band and the J-PAS 410 nm band
one-fifth of Johnson B.

Fig. 42. S/N distributions for the stars in the GSPC-WD sample in three
different filter bands: blue - G–band, red - synthetic Johnson B, and
green - synthetic J-PAS 410 nm.

Whichever combination of filter bands is used to attempt
the classification of the WDs, it is not straightforward to sep-
arate star types where their parameter space overlaps. Further-
more, it is a complex exercise to simultaneously use more than
one colour–magnitude diagram to define the locus of particu-
lar spectral types. In trying to create ‘clean’ samples of single
WD classes for population studies, we need an objective method
for carrying out the classification to distinguish among hydro-
gen type WDs (DA) and other types of WDs among these in-
trinsically faint sources. A Random Forest algorithm allows us
to make use of all the available photometry to carry out this task
and determine a classification probability for DA WDs. We used
the SDSS dataset of 9758 WDs with known classifications to
train the Random Forest algorithm to distinguish between DA
and non-DA spectral types. For the DA selection, we included

all SDSS subtypes whose main type is ‘DA’ in the classification
scheme27. Among all the WDs with known subtypes, we were
able to select 7567 DA and 2191 non-DA stars to be used to
train or test the Random Forest algorithm. For training, we se-
lected 1500 DA and 1500 non-DA, using the rest for testing pur-
poses. The input parameters used to perform the classification
included all the SDSS, Johnson, J-PAS, and J-PLUS synthetic
magnitudes, their uncertainties, and other information from Gaia
(parallaxes, proper motion, integrated magnitudes and their un-
certainties).

Using the Random Forest classification, we can use the ob-
tained probabilities of being a DA to create a clean DA-type WD
sample (Table 6). For example, if we use only sources with prob-
ability larger than 0.7 of being a DA, derived using J-PAS filters,
only 0.11% non-DAs will contaminate our sample of selected
sources.

Table 6. Percentage of non-DA sources contaminating our sample if
selecting sources with probability of being a DA larger than x when
using different input passbands for classification.

Input x = 0.5 x = 0.6 x = 0.7
SDSS 2.45 0.86 0.30

J-PLUS 1.43 0.55 0.27
J-PAS 0.77 0.26 0.11

Source coefficients 0.50 0.15 0.03

Once the algorithm has been trained and validated, we can
apply it to all the white dwarfs in the GSPC-WD catalogue, in-
cluding those where an SDSS classification is not available. Fig-
ure 43 shows the probability distribution for all four cases stud-
ied (SDSS, J-PLUS, J-PAS and source coefficients). Based on
our results, the narrower the pass bands, the better the classifica-
tion (increasing their probabilities and obtaining a less centred
distribution), improving also when more pass bands are consid-
ered, covering the whole wavelength range. Nevertheless, it can
also be seen that the best results are obtained when using the
BP and RP coefficients representing the spectra, rather than the
synthetic photometry.

When analysing the colour distribution of sources with
SDSS types available to train our algorithm we see that 96%
of the sources fall in the range G −GRP < 0.4 mag. For this rea-
son it is expected that the algorithm is not working optimally for
colours outside this range. In order to verify this, we show only
those sources with G − GRP < 0.4 mag in an overlapped distri-
bution in Fig. 43. Indeed, sources with larger values for G −GRP
are those located at intermediate probabilities, and this method
is not able to properly classify them. Not all WDs in the sam-
ple have a complete set of JPAS magnitudes for classification,
as some sources are too faint to generate significant magnitude
measurements. Therefore, the total number of WDs classified by
the Random Forest algorithm is 86783, to which we can add the
9758 WDs already classified by SDSS: a total of 96541 WDs.

The usefulness of the DA/non-DA classification scheme can
be illustrated by considering the G–band versus Johnson B − V
colour–magnitude diagram (left hand panel of Fig. 44). The dis-
tribution is colour coded by the probability of a WD being a DA.
The DA and non-DA cooling tracks appear to be clearly sepa-
rated by the B − V colour. Similarly, the B − V versus V − R

27 This includes the following subtypes: "DA","DA(He)","DA(He)Z",
"DA+BD","DA+M","DA+M3","DA+M4","DA+M5","DA+M7",
"DA+M:","DA+Me","DA:","DA:DC","DAB","DAB+M","DABH",
"DAZ","DAE","DAH","DAH:","DAO","DAQ","DAQ:","DAZ",
"DAZ:","DAZB","DAZE:","DAZH:","DAe","DA+DB","DA:DC:"
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Fig. 43. Probabilities obtained for all classified WDs when using only SDSS (top-left), J-PLUS (top-right), and J-PAS (bottom-left) pass bands
and the BP and RP source coefficients directly (bottom-right). In blue, the same histogram when we filter the reddest sources (keeping only those
with G −GRP < 0.4 mag), as they are not covered by the training dataset and lower output probabilities are expected.

colour–colour diagram (right hand panel of Fig. 44) shows very
good isolation of the DA and non-DA components. However,
when we examine the distributions of DA and non-DA classifi-
cations separately, we see that there is considerable overlap of
these in the parameter space of the colour–magnitude diagram
(Fig. 45). The figure shows all WDs with probability of being a
DA above 0.5 (blue), with a non-DA contamination fraction of
0.77% (Table 6). Overlaying this distribution are those WDs with
probability of being a DA of less than 0.3 (cyan). This shows the
great difficulty in separating out DAs and non-DAs on the ba-
sis of a cut in any colour–magnitude diagram and underlines the
importance of the Random Forest classification method.

In conclusion, we demonstrate that synthetic photometry for
a range of standard systems can be used to classify white dwarfs
in the Gaia catalogue into DA and non-DA types. However, we
note that better results are achieved using the coefficients of
the BP and RP spectra, without the need to compute the syn-
thetic photometry. Nevertheless, the differences are small and,
although our classification is not perfect, a catalogue of the syn-
thetic photometry for our sample of Gaia white dwarfs provides
a useful resource that can be applied to generating samples of
white dwarf types without the need for further computation. As
we use J-PAS synthetic photometry to classify white dwarfs in
Gaia DR3, there is a strong prospect for the real J-PAS survey
(Benitez et al. 2014) to be used in a similar way. Indeed, the J-
PLUS data have been used to classify and parameterise approx-
imately 6000 WDs (López-Sanjuan et al. 2022). Clearly, this is
a much smaller number than the WDs included in this work, but
the S/N of the observations is potentially greater than we were
able to achieve with the Gaia DR3 data. Therefore, the full J-
PAS and J-PLUS surveys could provide valuable complementary
data for analysis of the GSPC-WD catalogue.

We have made the GSPC-WD synthetic photometry avail-
able as a stand-alone catalogue28, including SDSS, JKC, and J-
PLUS XPSP and the DA classification probability. The photom-
etry of the individual J-PAS bands used in the Random Forest
analysis is not included because of their low S/N. For WDs clas-
sified in SDSS, a subset of which were used in the training and
validation of the Random Forest algorithm, we also include the
full SDSS classifications as a separate column in the GSPC-WD
catalogue table. As can be seen from the example in Fig. 42,
when the synthetic spectral bands are very narrow, a significant
number of sources will have low S/N. Furthermore, at the edges
of the Gaia spectral range, away from the peak of the effective
area, this is also true for some stars in the wider bands included in
the catalogue. In some extreme cases, there is no significant de-
tection of the object. The Random Forest algorithm is only able
to classify a WD when valid flux measurements are available for
every photometric band we include in the analysis. Therefore,
no classification is recorded in the catalogue when data for one
or more bands is ‘missing’. In total, 15003 WDs from the to-
tal sample of 101 783 are not classified. For completeness, we
have made all the flux measurements and corresponding magni-
tudes available for all objects in the GSPC-WD. Therefore, mag-
nitudes and fluxes with very large errors up to several times the
flux itself are included. However, where fluxes are negative, the
magnitudes are not defined. When using the catalogue, appro-
priate S/N cuts are advisable for specific scientific objectives in
order to ensure data quality.

7. Recommendations and caveats

In this section we provide some caveats and recommendations
that can serve as guidelines for best use of the products described
28 https://zenodo.org/record/6637717#.YqcREC8RpAY
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Fig. 44. (left) Gaia absolute G magnitude vs. B-V colour–magnitude diagram for the GSPC-WD sample colour-coded with the probability of a
WD being a DA. (right) Gaia B − V vs. V − R colour–colour diagram for the GSPC-WD sample colour-coded according to the probability of a
WD being a DA.

Fig. 45. (blue) Gaia absolute G magnitude vs. B− V colour–magnitude
diagram for the GSPC-WD sample with probability of being a DA >
0.5. (cyan)) Gaia absolute G magnitude vs. B − V colour–magnitude
diagram for the GSPC-WD sample with the probability of being a DA
< 0.3.

and provided here. It is important to be aware that, in spite of the
huge effort made to check and verify XPSP, to results of which
are only partially shown and discussed here because of obvious
constraints on publishing space, the validation we provide is in
any case partial, being unavoidably limited to high-quality refer-
ence samples that may not be perfect nor fully representative. In
the discussion of the comparisons presented here, we focus al-
most exclusively on the known problems affecting XP spectra29,
as described in Montegriffo et al. (2022) and De Angeli et al.
(2022), but in fact, some of the observed anomalies may be due
to issues in the reference samples.

29 It is not necessarily easy to disentangle problems due to the process
of external calibration (Montegriffo et al. 2022) and to the internal cal-
ibration of XP spectra (De Angeli et al. 2022). Here we generally con-
sider colour trends as due to imperfections in the instrument model, and
therefore associated to EC XPs. On the other hand, external calibration
cannot be responsible for the trends with magnitudes, such as e.g., the
hockey-stick effects or the blue dip, which is due to imperfection in the
internal calibration process. Hopefully, both sides of the process should
significantly improve in future data releases.

In any case, the users are invited to further validate the XPSP
data they use, depending on their science goals and applications.
The performances illustrated here should be considered in a sta-
tistical sense, and the individual magnitudes may still suffer from
problems not traced by the available quality parameters.

We did not make extensive tests to verify whether ∆mag
distributions for a given system and/or reference set depend on
the luminosity type of the considered stars (e.g. giants, dwarfs,
WDs, etc.) or on the interstellar extinction. In general, the sets
we adopted for validation and/or standardisation, while being
predominantly composed of dwarfs, includes all types of stars.
For example, we verified that, in the Landolt’s sample, WDs do
not show a different ∆mag distribution as a function of colour
with respect to other kinds of stars in the same colour and mag-
nitude range, within the uncertainties. In Sect. 4.2 it is shown
that, in the J-PAS and J-PLUS systems, XPSP has very simi-
lar performances for WD and normal stars, except for the UV
passbands. In our experience the most problematic range in this
respect is that of cool stars, especially M-type stars, where giants
and dwarfs may also behave differently in response to tiny differ-
ences in the TCs. In the cases of the SDSS system, we explicitly
checked that red (1.0 < GBP − GRP < 3.5) giants and dwarfs
have compatible ∆mag distributions, within ' 10 mmag (how-
ever, limited to K stars; see Appendix D for further discussion).
The same is true for the JKC, albeit tested with a much smaller
sample of red giants (Sect. 3.2).

In general, the accuracy of the standardised photometry pre-
sented here has not been tested against large variations in the
interstellar extinction. Hence, in cases of highly reddened stars,
XPSP should be used with caution. However, the analysis pre-
sented in Appendix D suggests that, at least in the considered
case (red giants in the SDSS system), stars with extinction as
large as A0 <∼ 5.0 mag have ∆ mag virtually indistinguishable
distributions from their low-extinction counterparts, where A0 is
the monochromatic extinction at λ = 547.7 nm as estimated by
GSP-phot (Andrae 2022).

We also note that the XPSP performance has not been tested,
or only partially (see Sect. 3.5), in the presence of a significant
degree of crowding or of a strong astrophysical background (see
also the cautionary note at the end of Sect. 2.2.1). We are not
aware of spatial variation of the systematic errors affecting XP
ECS but we cannot exclude their existence. However, their am-
plitude should be very small, owing to the careful process of

Article number, page 35 of 59



A&A proofs: manuscript no. 43709corr_MB_wzenodo

internal calibration of BP and RP spectra (Carrasco et al. 2021;
De Angeli et al. 2022).

The main goal of this paper is to show the potential of XPSP,
a new product available for the first time in Gaia DR3. We are
confident that the astrophysical community will explore this po-
tential much more extensively, seeking and extracting the great-
est scientific return. Within the limits of our resources, we will
be happy to support extensions of the available photometric sys-
tems (see Sect. 6.1). We stress again that standardised UJKC and
uSDSS XPSP cannot provide an exact reproduction of the corre-
sponding reference magnitudes because they lack the bluest part
of the wavelength coverage. Moreover, in general, standardis-
ation of any magnitude is strictly valid only in the colour and
magnitude range and in the range of astrophysical parameters
where the processes have been performed, the range covered by
the adopted reference sample (see Sect. 6.2).

It is important to recall that the calibration of XP ECS and
the instrument model used to get XPSP are best suited to deal-
ing only with point sources. Synthetic magnitudes of extended or
even marginally resolved sources may (and, in fact, should) be
affected by systematic errors depending of their extension, their
spectrum, and the width and wavelength range of the consid-
ered passbands. Also, the entire chain of Gaia data processing
leading to XPSP is designed for single stars and calibrated on
single non-variable stars: magnitudes of sources with relevant
non-stellar components in their spectra, of variable sources, and
of unresolved multiple stars are not expected to have accurate
XPSP. However, this does not imply that their synthetic mag-
nitudes, fluxes, and colours do not carry useful information on
these sources.

Saturation of portions of XP spectra may occur in a variety
of circumstances, depending on the magnitude, colour, and de-
tailed spectral shape of the sources (i.e. presence of emission
lines), with obvious effects on the accuracy of the derived XPSP.
As a general rule of thumb, derived from the analyses by Riello
et al. (2021), De Angeli et al. (2022), and especially Montegriffo
et al. (2022), we can assume that XPSP should be free from sat-
uration effects for G >∼ 5.0. XPSP from the BP spectral ranges
are more easily affected, while reasonable photometry in the RP
range should be possible up to G ' 3.0 in most cases. Finally,
the performance of the internal calibration of BP and RP spectra
for G <∼ 11.5 is not as reliable as for fainter sources. The onset
of different window classes and gate setups to extend the linear
regime of the detectors up to G ' 5.0 and beyond makes the
Gaia spectrophotometric system in this bright regime not per-
fectly matched with that established for G >∼ 11.5. (see De An-
geli et al. 2022; Montegriffo et al. 2022, and referenced therein).
For these reasons, the accuracy and precision of XPSP should
be poorer at very bright magnitudes and, in general, above the
G ' 11.5 limit, than for high-S/N measures below it.

A large number of parameters are available from the
Gaia DR3 archive for all sources with XP spectra. Here, we pro-
vide a few suggestions for how to select the best data. Users will
have to consider which ones are appropriate and at which level,
depending on their science case.

– The renormalised unit weight error ruwe (available in
gaia_source) can be used to clean a sample from cases
showing photocentric motions due to unresolved objects,
such as astrometric binaries. Some guidance on filtering
based on this parameter is provided in Lindegren et al.
(2021). The criterion ruwe< 1.4 retains about 93% of the
sources with XP spectra in Gaia DR3.

– The corrected GBP and GRP flux excess factor C∗ defined in
Riello et al. (2021) and available from the GSPC table as

c_star is useful to clean the dataset from objects affected
by inconsistencies in the photometry in the various bands
(G–band, GBP, GRP). These inconsistencies can be due to dif-
ferent source properties (e.g. in the case of extended sources)
or systematic errors in the calibration procedures (e.g. in the
case of residual background due to nearby bright sources).
See Riello et al. (2021) for more details. The same paper
(Sect. 9.4) provides a function reproducing the 1σ scatter for
a sample of well-behaved isolated stellar sources with good-
quality photometry. The criterion C? < 1σ retains 79% of
the sources, while a more generous C? < 3σ retains 90% of
the sources.

– The photometric errors can be used to define a variability
proxy as

√
nσ f / f , where n is the number of observations

and f and σ f are the flux and its uncertainty in the G–band
(Mowlavi et al. 2021). All required parameters are available
from the gaia_source table. This can be used effectively to
remove objects that vary in flux. A possible criterion could be
defined selecting sources that have a variability proxy value
within K sigma from the average value at a given magnitude:
this would retain 95% of the sources for K = 1 and 99% of
the sources for K = 3.

– Variable stars can be identified also using
phot_variable_flag from the gaia_source table,
while a classification of the candidate variables by type can
be found in the vary_summary table.

– Finally, users may be interested in cleaning the dataset from
objects affected by crowding. An assessment of the num-
ber of transits that contributed to the generation of the
source spectra in Gaia DR3 and that were affected by a
non-target source within the window (these cases are la-
belled blended) or by a nearby bright object (contami-
nated) is provided in the table xp_summary and in partic-
ular in the parameters bp/rp_n_blended_transits and
bp/rp_n_contaminated_transits30 (including the β pa-
rameter, used in Sect. 5.1). It should be mentioned that such
assessment is based on the Gaia DR2 source catalogue. It
is therefore expected that the crowding assessment may not
be accurate in very dense regions due to the reduced com-
pleteness of the catalogue and in cases of sources with very
small angular separation. The fraction of transits flagged as
blended or contaminated can be used as an additional crite-
rion to remove data affected by crowding.

Section 6.1 in De Angeli et al. (2022) provides more details
on the XP spectral data available in the Gaia DR3 archive, in-
structions on how to download the data, and recommendations
regarding the treatment of the data. For the purpose of generating
synthetic photometry, we recommend using full, non-truncated
XP spectra. Truncation has been introduced to remove spurious
features in the spectra due to higher order bases fitting the noise
in the observed data, particularly for faint sources or sources
with a low number of observations. This is achieved by dropping
coefficients that are consistent with being noise. When generat-
ing synthetic photometry by effectively integrating the spectrum
in a given wavelength range, the precision of the result is not
significantly improved by applying truncation. On the contrary,
in the case of particularly narrow bands, truncation may intro-
duce some systematic errors. See Section 3.4.3 in De Angeli et
al. (2022) for more details. Appendix F shows a few examples
of queries to create selections from the GSPC and to extract the
corresponding parameters from the main table gaia_source.
30 Please note that the gaia_source table contains equivalent counters
applicable to the photometric data, i.e. integrated GBP and GRP.
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8. Conclusions and perspectives for the future

We present a Gaia-DPAC product made available for the first
time with Gaia DR3 that provides the possibility to obtain syn-
thetic photometry in any passband for all the stars with published
XP spectra, provided that the passband is entirely included in the
XP wavelength range (330 nm - 1050 nm), and that the FWHM
of the passband is significantly larger than that of the BP or
RP LSF at the considered wavelength (R f ≥ 1.4; but see Ap-
pendix B for a thorough discussion).

We show that wide-band photometry is reproducible within
a few percent over wide ranges in magnitude and colour. We
demonstrate this result for several widely used systems with
good internal precision. The accuracy and precision decrease
when considering medium- and narrow-band photometry; how-
ever, we show that even with measurements from this kind of
passbands, performances are, at least, comparable with state-of-
the-art ground-based observations, and fruitful scientific appli-
cations are possible. For example, the Gaia C1 system (Jordi
et al. 2006) was brought into life by Gaia XPSP and we demon-
strate its capabilities to deliver the astrophysical information, in-
cluding stellar temperature, gravity, metallicity, and even α ele-
ment abundance, an especially challenging task for the very low-
resolution XP spectra (Gavel et al. 2021).

The residual shifts and trends affecting XPSP, which are
mainly due to known systematic errors in the EC XP spectra,
can be corrected down to millimag accuracy in some cases using
suitable sets of external photometric standards as a reference, a
process that we call standardisation. We performed the standard-
isation for the JKC, SDSS, PS1, and Strömgren systems, as well
as for three wide passbands from two different HST systems.
In addition, we demonstrate that XPSP is suited to calibrating
narrow-band photometry for surveys designed to trace emission
lines in stars.

We provide a few examples of scientific applications,
demonstrating the performance of XPSP to trace multiple popu-
lations in globular clusters, classify emission line sources, and
obtain metallicity estimates, and also in the very metal-poor
regime. The latter is a realm where the complementarity with the
DPAC products directly derived from the analysis of XP spectra
(GSP-Phot, Andrae 2022) can be more fruitful. We show that by
adopting reliable reddening values from external sources, dedi-
cated photometric indices can give satisfactory performances.

Finally, we provide two publicly available catalogues
for general use:(a) the Gaia Synthetic Photometry Catalogue
(GSPC), queryable from the Gaia Archive, containing stan-
dardised photometry in 13 widely used wide passbands for
∼ 220 M stars with G < 17.65 all over the sky (table
gaiadr3.synthetic_photometry_gspc), and (b) the Gaia
Synthetic Photometry Catalogue for White Dwarfs (GSPC-WD),
publicly available as a stand-alone catalogue through CDS, con-
taining synthetic photometry in many bands and DA/non-DA
classification for a sample of approximately 100000 WDs down
to G ' 20.0

We demonstrate that XPSP can provide precise space-based
all-sky photometry in any optical band, with performances de-
pending on the passband width and wavelength range. Further-
more, XPSP may significantly impact the photometric calibra-
tion of existing observations and the design of planned surveys
(see, e.g. Sect. 4.4). For the first time it provides extensive means
to refer photometry in different magnitude systems to the same
flux scale, for example providing simultaneously homogeneous
JKC, SDSS, PS1, and HST photometry for the same set of stars.
In perspective, this should be the essential contribution of the

Gaia XPSP: providing an absolute photometric reference for op-
tical photometry, while the astrophysical information of the ob-
served sources can, in principle, be optimally extracted from the
entire XP spectra.

There are sound arguments for believing that the perfor-
mance we present here can significantly improve in future Gaia
data releases (see also De Angeli et al. 2022; Montegriffo et
al. 2022). The accumulation of many additional epoch spec-
tra will provide mean XP spectra with higher S/N and conse-
quently more precise XPSP. The release of XP spectra for fainter
stars will significantly enhance the photometric depth that can
be reached, well beyond the current G < 17.65 limit. New, im-
proved releases of the SPSS will provide a more robust basis for
a more accurate flux scale of XP ECS and a better calibration
of the instrument model, a vital ingredient of the chain lead-
ing to XPSP. There are ideas to improve the calibration of the
instrument model by other means; for example by a better cal-
ibration of the LSF, of the wavelength scale, and so on, to be
implemented in the next cycle of data reduction. The internal
calibration of mean XP spectra will improve in future releases.
For example, there is currently a lot of work being done to im-
prove the algorithm for sky subtraction, which could imply sub-
stantial mitigation of the hockey-stick effect. In general, each
Gaia data release improves upon the entire process of spectro-
photometry, as we gain experience in the instruments and the
ways to calibrate for even the smallest of effects, and new pieces
of the calibration are activated.

If significant mitigation of residual systematic errors were
indeed to be achieved, this would greatly extend the contribution
of the Gaia mission to optical photometry.

Note added in proof. Due to a bug in GaiaXPy the syn-
thetic photometry for the standardized PS1 y band photometry
published in the GSPC (contained in the fields y_ps1_flux,
y_ps1_flux_error and y_ps1_mag) has been generated with-
out applying the correction for the hockey-stick effect. The
Gaia Archive table gaiadr3.synthetic_photometry_gspc
will not be fixed. However, correct synthetic photometry in the
standardised PS1 system can be generated using GaiaXPy (with
version 1.2.4 or later) on spectra extracted from the archive. Prior
to version 1.2.4, the GaiaXPy bug gave the same error for all the
PS1 passbands, but y was the only PS1 flux/magnitude included
in GSPC. It has also been discovered that the units of the SDSS
and PS1 flux and flux error fields in the GSPC are wrong and
should have Hz−1 instead of nm−1. Only the units are wrong:
the data contained in the table is correct (except for the issue
described above regarding yPS 1).
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Portsmouth, University of Utah, University of Virginia, Uni-
versity of Washington, University of Wisconsin, Vanderbilt
University, and Yale University.

– the second release of the SkyMapper catalogue (SkyMap-
per DR2, Onken et al. 2019, Digital Object Identifier
10.25914/5ce60d31ce759). The national facility capability
for SkyMapper has been funded through grant LE130100104
from the Australian Research Council (ARC) Linkage In-
frastructure, Equipment, and Facilities (LIEF) programme,
awarded to the University of Sydney, the Australian National
University, Swinburne University of Technology, the Univer-
sity of Queensland, the University of Western Australia, the
University of Melbourne, Curtin University of Technology,
Monash University, and the Australian Astronomical Obser-
vatory. SkyMapper is owned and operated by The Australian
National University’s Research School of Astronomy and
Astrophysics. The survey data were processed and provided
by the SkyMapper Team at the the Australian National Uni-
versity. The SkyMapper node of the All-Sky Virtual Obser-
vatory (ASVO) is hosted at the National Computational In-
frastructure (NCI). Development and support the SkyMap-
per node of the ASVO has been funded in part by Astron-
omy Australia Limited (AAL) and the Australian Govern-
ment through the Commonwealth’s Education Investment
Fund (EIF) and National Collaborative Research Infrastruc-
ture Strategy (NCRIS), particularly the National eResearch
Collaboration Tools and Resources (NeCTAR) and the Aus-
tralian National Data Service Projects (ANDS);
The GBOT programme uses observations collected at (i) the

European Organisation for Astronomical Research in the South-
ern Hemisphere (ESO) with the VLT Survey Telescope (VST),
under ESO programmes 092.B-0165, 093.B-0236, 094.B-0181,
095.B-0046, 096.B-0162, 097.B-0304, 098.B-0030, 099.B-
0034, 0100.B-0131, 0101.B-0156, 0102.B-0174, and 0103.B-

Article number, page 44 of 59



Gaia Collaboration: Montegriffo, Bellazzini, De Angeli et al.: Gaia DR3: Synthetic photometry from low-resolution spectra

0165; and (ii) the Liverpool Telescope, which is operated on the
island of La Palma by Liverpool John Moores University in the
Spanish Observatorio del Roque de los Muchachos of the In-
stituto de Astrofísica de Canarias with financial support from
the United Kingdom Science and Technology Facilities Coun-
cil, and (iii) telescopes of the Las Cumbres Observatory Global
Telescope Network.

Appendix B: Minimum width of flux-conserving
passbands and suggestions for line photometry

In general, the flux through a given passband can be correctly
measured from XPSP only if the characteristic width of the TC
is larger than the LSF of the EC XP spectrum in the wavelength
range of the passband. To trace the relation between passband
width and LSF width we adopt the following simple parameter:

R f =
FWHMpassband(λ0)

FWHMLS F(λ0)
, (B.1)

which is the ratio between the FWHM of the passband and
of the XP LSF at the central/peak wavelength of the passband
λ0, where the relevant ECS XP LSF width should be taken from
Montegriffo et al. (2022). This simple parameter cannot take into
account all the subtleties of the relation we are considering, that
is, the FWHM is not fully adequate to describe asymmetric TCs.
However, here it is sufficient to address the core of this problem
and to provide a simple and general criterion for flux conserva-
tion and reproducibility of magnitudes in existing systems.

In principle, for symmetric passbands and local symmetric
and perfectly modelled LSF, R f > 1 should guarantee that all the
incoming flux through the considered TC can be correctly mea-
sured by XPSP in any case. However, the LSF is not symmetric
(Montegriffo et al. 2022), the instrument model that is used to
transform XP mean spectra into EC is not perfect and, conse-
quently, the mixing between photons of different wavelengths
—which is intrinsic to slit-less spectroscopy— is not optimally
corrected.

To derive an empirical criterion defining the minimum R f of
a passband whose XPSP correctly measure and/or conserve the
flux, we proceed as follows. Consider a spectral feature that is
very narrow with respect to the local XP LSF, for example the
stellar Hα Balmer line, and suppose we attempt to measure the
flux in a portion of the spectrum including the line with XPSP
using a passband with R f < 1. If the source has Hα in emission,
the XP LSF will move a fraction of photons from the line out of
the range covered by the passband, resulting in a loss of Hα flux.
Photons outside that range would also leak within the passband
for the same reason, but the asymmetry between the excess flux
in the line and the lower surrounding continuum would end up in
a net flux loss. The opposite would happen for Hα in absorption:
in this case, the asymmetry between the deficit of photons in the
line and the flat but higher continuum level outside the passband
will lead to the measurement of a spurious excess of flux in the
passband, mimicking a lower depth of the line.

The idea is to take a set of stars for which we have EC XP
spectra and their external counterparts at much higher spectral
resolution (HR spectra31; in the specific case, about R ' 1000,
31 We note that synthetic photometry from HR spectra, in this context,
is fully equivalent to external direct photometry obtained by imaging
with photometric filters. The conclusions reached in this section are
fully applicable to narrow-line photometry obtained in this way, as,
e.g. in IPHAS (Drew et al. 2005) or the VST Photometric Hα Survey
(VPHAS+, Drew et al. 2014).

to be compared with R ' 30 − 80 of XP ECS) and to compare
synthetic photometry from the two source spectra around strong
spectral lines using passbands of various width. Dealing with
absorption features in the presence of strong lines, the fluxes
through an overly narrow passband will be larger when measured
from XP than from HR spectra, corresponding to positive mag-
nitude differences magHR − magXP. Then, progressively wider
passbands can be tested until the magnitude difference becomes
null, thus identifying the lower R f limit allowing correct mea-
surement of the flux in the presence of a strong spectral feature.

Fig. B.1. Difference in synthetic magnitudes from HR and XP spec-
tra for SPSS, PVL, and selected NGSL using passbands of increasing
FWHM (from top to bottom) to measure the flux around Hβ (left panels)
and Hα (right panels), as a function of GBP-GRP colour. The passbands
FWHM adopted in the various panels are, from top to bottom, 5, 8, 13,
18, 23 nm (Hβ), and 3, 6, 9, 12, 15 nm (Hα). The corresponding Rf
values are reported in each panel.

Here we perform this test with a set of custom synthetic
passbands centred on Hβ (FWHMLS F = 12.6 nm) and Hα
(FWHMLS F = 8.4 nm), with FWHM ranging from 1 nm to
25 nm. TCs are centred at the wavelength of the corresponding
line and have a strictly symmetric shape, being the junction of
two error functions.

The sample is composed of the calibrating and validating sets
of stars including the Gaia SPSS and the PVL (Pancino et al.
2021) and the selection of NGSL stars (Heap & Lindler 2016)
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Fig. B.2. Difference of synthetic Hα magnitudes from HR and XP spec-
tra for SPSS, PVL, and selected NGSL as a function of GBP − GRP
colour. In this case, the width of the TC adopted for synthetic photom-
etry on HR spectra is kept fixed (FWHM = 9.0 nm), while the width
of the TC used for synthetic photometry on XP spectra is varied from
FWHM = 12.0 nm to FWHM = 9.0, 6.0, 3.0 nm, from top to bot-
tom. The various panels are labelled according to the ratio between the
FWHM of the XP and HR TCs.

adopted by Montegriffo et al. (2022). AB magnitudes are con-
sidered as they directly trace fluxes.

Figure B.1 illustrates the procedure. In the upper pair of
panels, passbands significantly narrower than the local LSF are
adopted (R f = 0.4). Consequently, for the majority of stars, the
difference between HR and XP synthetic magnitudes increases
from GBP-GRP ' −0.5 to GBP-GRP ' 0.0, reaching its maximum
for stars displaying the maximum strength of Balmer absorption
lines (A stars; the handful of exceptions are DC and DB WDs
with the colour of A stars but lacking strong H lines in their spec-
tra). Then the magnitude difference begins to decrease, reaching
a null value for BP−RP > 1.0, for spectral types later than G. As
passbands with larger R f are adopted, the amplitude of the arch
of the magnitude difference decreases, until they reach ' 0.0
over the considered colour range at R f ' 1.4, remaining there
for larger values of R f . It is important to note that the amplitude
of the discrepancy is already as low as ' 0.01−0.02 mag around
R f = 1.0 − 1.1. Still, we prefer to provide a conservative gen-
eral criterion, possibly accounting also for the approximations
involved.

The conclusion of this experiment is that synthetic fluxes
and magnitudes can be accurately measured from EC XP spectra
only adopting passbands with R f ≥ 1.4. This implies, that mag-
nitudes from existing systems can be accurately reproduced only
if this condition is satisfied, if the TC of the existing system is
adopted to obtain the corresponding XPSP (see below for a dif-
ferent approach that may help to circumvent this rule). It is reas-
suring that the same result is consistently found when testing two
spectral features that are measured in the different instruments
that are used to get mean XP spectra, i.e. BP and (mainly) RP
for Hβ and Hα, respectively. Moreover, in regions of the spec-
trum lacking strong features, the flux is conserved in XPSP also
using passbands with R f < 1.4, because, in the absence of any
strong flux asymmetry, the losses from inside the passband are
compensated by the leaks from outside the passband, leaving the
balance near the equilibrium.

The above conclusions refer to the comparison between pho-
tometry obtained from different spectra with the same TCs.
However, following up the results shown in Sect. 4.3, now we
compare Hα magnitudes obtained with a FWHM=9 nm TC
(R f = 1.1) from the XR spectra with those obtained from XP
spectra using TCs of various width, in particular FWHM =
12, 9, 6, 3 nm. The results of this experiment are presented in
Fig. B.2. When the passband adopted for the XPSP is wider than
that taken as reference for the HR SP (panel a), the distribution is
fully analogous to that seen in Fig. B.1 for R f < 1.0, as, also in
this case, the signal from the line is diluted by the continuum. In
that case, the dilution was produced by an asymmetric exchange
of photons at the thresholds of a passband that is narrower than
the local LSF. Here it is due to the inclusion of larger portions of
the continuum in the passband adopted for the XP spectra than
in the one adopted for the HR spectra. When, as in panel (b),
the same passband is adopted in both cases, the performance is
determined by the R f , as already established in the previous ex-
periment. However, the comparisons shown in panels (c) and (d)
of Fig. B.2 show that the HR photometry can be satisfactorily
matched even for R f < 1.4, with XPSP obtained with a nar-
rower TC than that adopted for the HR spectra. In such a case,
the increased sensitivity of the narrower passband offsets the flux
lost outside of the passband edges. In the limit of the narrowest
synthetic passband, the quantity measured is the height of the
line relative to the continuum, after it is convolved with the LSF.
A limited set of experiments as well as simple models suggest
that with this approach, narrow line photometry in presence of
strong spectral features can be reproduced with XPSP down to
R f >∼ 1.0. In these cases, the best choice of the width of the TC
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to be adopted for the XPSP should be determined with experi-
ments like those shown in Fig. B.2, taking into account the LSF
at the wavelegth of the considered line and the TC adopted by
the survey that one intend to calibrate with Gaia XPSP. Finally,
it is worth noting that while passbands with R f < 1.0 cannot
conserve or reliably trace the flux of an emission line, they can
still carry useful information on the spectral feature they are tar-
geting.

Appendix C: Comparisons with stellar models

In this section, we use stellar models to assess the qual-
ity of five standardised photometry systems (Johnson, Pan-
STARRS1,SDSS, Strömgren , HST ACS/WFC). We compare
the photometry of seven OCs presented in Table C.1 with the
expectations from theoretical isochrones.

Fig. C.1. Example of isochrone fitting on the cluster NGC 3532.The
first panel is Gaia CMD while the other CMD contained several syn-
thetic bands from Johnson (B, V), Pan-STARRS1(rp, ip, zp), SLOAN(u,
g, r). The red line is the PARSEC isochrone, the cyan lines show the bin-
ning definition (see C), and the blue dots are the bluer edge of the colour
(x axis) of the stellar distribution.

The set of theoretical isochrones used for the comparison are
taken from the PARSEC library32 v2.1 (the PAdova and TRieste
Stellar Evolution Code; Bressan et al. 2012). The bolometric
correction were calculated using the online tool YBC33 (PAR-
SEC Bolometric Correction; Chen et al. 2019), which interpo-
lates a series of pre-computed bolometric correction tables in
Teff , [Fe/H], log g, and E(B − V). For this work, we use exclu-
sively the calculation performed on the Phoenix synthetic spectra
(Allard et al. 2013).

Cluster parameters are taken from the literature (e.g. from
the catalogue in Bossini et al. 2019, and summarised in ta-
ble C.1). First, we verify the agreement of the isochrone on the

32 http://stev.oapd.inaf.it/cgi-bin/cmd
33 http://stev.oapd.inaf.it/YBC/index.html

Fig. C.2. Residuals between the isochrone and the bluer edge of the
colour (x axis) in the Fig. C.1 CMDs. The back solid line is the median
of the deviations while the dashed line represents the MAD.

Fig. C.3. As in Fig. C.2: Residuals between the isochrone and the data
for the selected OCs. The back solid line is the median of the deviations
while the dashed line represents the MAD.

observational CMD in the passbands G against GBP-GRP. Then
we compare the isochrones with the standardised photometric
bands.

An example can be seen in figure C.1 for the OC NGC 3532,
where we also show our procedure. We first divide the main se-
quence along the G magnitude in bin of 0.1 mag from the turn-
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off down to G = 16.00 (blue lines panel). For each bin, we select
the blue edge of the main sequence and compare the standardised
photometry in JKC, PS1, ACS/WFC, SDSS, and Strömgren sys-
tems with isochrone expectations. This procedure allows us to
avoid contamination by unresolved binaries and differential red-
dening that could have blurred the distribution toward the red. In
nearby clusters such as Pleiades, we discard faint main sequence
stars, since it is well known that stellar models do not reproduce
the colours of low mass stars. The residuals to the isochrones
are reported in figure C.2 for two passbands in each photometric
systems. A similar test is performed on the each of the selected
OCs on a total of 4165 stars. The residuals are shown in figure
C.3), while table C.2 presents the median and median absolute
deviation (MAD) of the residual distributions in all the tested
passbands for the whole sample.

The agreement is good. Deviations are of the order of a few
hundredths of a magnitude, and reach 0.08 mag for the UJKC,synt.
The results seems to indicate a small zero-point offset of 0.02
mag in iPS1,synt due either to bolometric corrections or to syn-
thetic photometry.

Table C.1. . Adopted parameters for the sample of open clusters.

cluster log(age) m − M E(B-V) [Fe/H]
dex mag mag dex

NGC2168 8.60 9.33 0.15 -0.21
M44 8.87 6.35 0.03 0.07
M67 9.56 9.73 0.04 0.00

NGC2447 8.75 10.09 0.03 0.00
NGC3532 8.60 8.43 0.02 0.00
NGC6791 9.93 13.08 0.10 0.40
NGC6819 9.30 12.16 0.15 0.00
Pleiades 7.94 5.67 0.05 0.00

Table C.2. . Median and MAD of the residuals between the isochrone
and the bluer edge of the colour (x axis) in the Fig. C.1 CMDs for all
the tested photometry against GRP,phot in all seven open clusters.

Photometric median MAD
band mag mag
GBP,phot -0.005 0.020
bStrom,synt 0.039 0.023
yStrom,synt 0.009 0.023
UJKC,synt 0.116 0.076
BJKC,synt 0.023 0.032
VJKC,synt 0.013 0.022
rPS1,synt 0.005 0.011
iPS1,synt 0.023 0.004
zPS1,synt -0.028 0.010
gSDSS,synt 0.039 0.031
rSDSS,synt 0.014 0.011
bStrom,synt 0.039 0.023
F606WACS/WFC,synt 0.001 0.016
F814WACS/WFC,synt -0.001 0.003

Appendix D: XPSP of red giants in the SDSS
system

The Thanjavur et al. (2021) SDSS Stripe 82 standards sample
contains relatively few red giants (approximately 1800). In or-
der to explore the behaviour of standardised SDSS XPSP in the
regime of red giants we selected an additional sample of sources
from the SDSS Data Release 17 PhotObjAll by applying the
following cuts:

– 13 <psfmag_{u,g,r,i,z}< 25
– psfmagerr_{u,g,r,i,z}<1
– type==6
– psfprob>0
– ndetect==nobserve
– clean==1
– BRIGHT & EDGE & BLENDED & SATURATED
& INTERP_CENTER & SATURATED_CENTER &
PSF_FLUX_INTERP flags set to 0.

Additionally, we apply the Gaia filters described above with
the addition of:

– parallax/parallax_error> 10.0
– in_dr3==True
– 1.72(GBP − GRP) + 0.7 > MG,

where the last filter describes the linear selection of red
giants from the colour–absolute magnitude (designated MG)
diagram. The absolute magnitudes were derived from photo-
geometric distances published by Bailer-Jones et al. (2021). The
final sample contains almost 74 714 candidate red giant stars,
half of which within ' 3.2 kpc of the Sun, and more than 95%
of which within ' 5.0 kpc. These stars are distributed from the
base of the RGB to just above the Red Clump and in the colour
range 1.0 < GBP −GRP < 5.2, with ' 98% of the sources having
GBP − GRP < 3.0. The extension to very red colours is mainly
due to relatively large interstellar extinction values.

The usual plots of ∆mag as a function of G mag and GBP −

GRP colour for this sample are presented in Fig. D.1. The typical
scatter is larger than for the T21 reference sample, σ ' 20 mmag
instead of σ ' 10 mmag at G = 15.2, likely owing to the much
higher precision of the T21 Stripe 82 photometry with respect
to that available over the entire SDSS area in DR17. However,
for riz bands, the median ∆mag is within a few millimag of zero
over most of the colour range covered by the sample, and in any
case within <∼ 10.0 mmag, while a colour term of amplitude '
10.0 mmag in the range 1.0 <∼ GBP − GRP <∼ 2.5, reaching an
amplitude of ' 20.0 mmag in the range 1.0 <∼ GBP − GRP <∼
3.5 is apparent for the more problematic g band (see Sect. 3.1).
In u band (not shown here), the median ∆mag remains below
10 mmag for GBP−GRP ≤ 1.7, withσ ≤ 150 mmag in that range.
For GBP − GRP > 1.7, the median difference diverges rapidly.
However, only very few sources with flux_u/flux_error_u>
30 can be found in this red realm.

In summary, the results of this validation experiment suggest
that the standardisation of SDSS XPSP we obtained from the
dwarf-dominated T21 reference sample should also be valid for
red giants, with typical accuracy of better than 0.01 mag over a
large range of colours. However, it is worth noting that this test is
mostly limited to K spectral type, and does not probe the coolest
M giants.

Appendix E: Comparison with Stetson’s JKC
secondary standard stars

In Fig. E.1 we validate XPSP in the standardised JKC system
against the subsample of the (Stetson et al. 2019) secondary stan-
dard stars described in Sect. 3.2, hereafter referred to as Stetson’s
validating sample. The comparison is limited to the sources with
XP spectra released in DR3 and G<17.65.

For GBP − GRP < 3.0, the median of the residuals in V, R,
and I magnitudes is within ' 1% of zero, with typical σ ' 0.02−
0.03 mag. For GBP −GRP > 3.0 a significant trend with colour is
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Fig. D.1. Validation of the performance of the synthetic SDSS griz
bands using the red giant sample sample described in Sect. D. The
arrangement of the plots and symbols follows the convention used in
Fig. 6. The sources in the sample are restricted to those with G <17.65
mag and in_dr3 flag set to 1.

observed in I band, reaching an amplitude of ' 0.1 mag around
GBP −GRP ' 5.0.

The bifurcation occurring in ∆R for GBP −GRP >∼ 2.5 should
probably be attributed to the heterogeneity of R TCs used in the
observations collected by Stetson et al. (2019). For the B band,
the agreement within 1% is limited to the range 0.2 <∼ GBP −

GRP <∼ 2.4, with sizable trends outside, and typical σ ' 0.04 −
0.05 mag, to be attributed to poorer performances in both the
photometries in this passband. As we show below, part of the
observed scatter may be due to field-to-field inhomogeneities in
the the Stetson’s sample.

Figure E.2 focuses on the comparison in the U band. The
grey dots shows the entire sample, while those plotted with the
viridis density scale have flux_U/flux_error_U> 30. If we
limit ourselves to this high-S/N sample and consider the median
∆U, we conclude that the two independent sets of JKC U mag-
nitudes agree within ' 3.0% over the range −0.4 ≤ GBP−GRP ≤

1.0. For redder colours, the onset of a colour trend is perceivable,
reaching ∆U ≤ −0.05 mag for GBP−GRP ≥ 1.3. The typical scat-
ter is σ ' 0.09, but the distribution of grey points illustrates very
clearly how the performances may worsen for S/Ns lower than
30, especially at red colours (here GBP − GRP >∼ 0.8). We feel
that this plot serves as a further invitation to exercise caution in
the use of UV XPSP, even when limited to the set included in the
GSPC.

Fig. E.1. Performances of standardised XPSP in the JKC system
(BVRI) for the Stetson validating sample. We show ∆mag as a function
of G magnitude (left panels) and GBP − GRP colour (right panels) for
the subsample of reference stars whose XP spectra has been released
in Gaia DR3 and G < 17.65 (50468 stars). The arrangement and the
meaning of the symbols is the same as in Fig. 6.

Fig. E.2. Performances of standardised XPSP in the U band of JKC
system for the Stetson validating sample. The meaning of the symbols
and the arrangement of the plot are the same as in Fig. E.1, except for
the y-axes scale, which is much more expanded here. The 29176 stars in
the Stetson validating sample having their XP spectra released in Gaia
DR3, G < 17.65, and valid US tet and US T D magnitudes are represented
as grey dots, while those shown as a viridis density maps are the 9157
that also have flux_U/flux_error_U> 30. P50, P16, and P84 lines
refer to the latter subsample.

Appendix F: Examples of queries

Thanks to the availability of the GSPC table
(gaiadr3.synthetic_photometry_gspc) along-side other
Gaia DR3 tables, it is straightforward to perform various
selections and extraction of additional parameters from the
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archive interface. In this Appendix we provide an example.
Users will be able to modify the example query to fulfill their
needs.

The query

1 SELECT dr3.source_id, dr3.ra, dr3.dec, dr3.parallax,
dr3.parallax_over_error, dr3.ruwe, gspc.
g_sdss_mag, gspc.i_sdss_mag FROM gaiadr3.
gaia_source AS dr3

2 INNER JOIN gaiadr3.synthetic_photometry_gspc AS gspc
3 ON dr3.source_id=gspc.source_id
4 WHERE ABS(gspc.c_star)<(0.0059898 + 8.817481e-12 *

POWER(dr3.phot_g_mean_mag, 7.618399))

joins the GPSC table with the main gaia_source table and se-
lects a few parameters from each but only for sources that have
an absolute corrected BP/RP flux excess factor smaller than the
1 − σ relation suggested in Riello et al. (2021).

The resulting dataset can be reduced in size by using the
random_index available in gaia_source: For instance, by
adding

1 AND dr3.random_index<1811709

the query would effectively run on a 0.001 random selection of
the Gaia source catalogue. Similar joins can of course be made
with a user-defined input list of source identifier.

The result of this can then be uploaded as a new user-defined
table, here called gspc_plus. The user could then for instance
generate a CMD in SDSS g− i as colour and absolute magnitude
gabs (here simply computed using the inverse of the parallax to
approximate the distance). The following query shows how to do
this:

1 SELECT col_index / 40 AS col, mag_abs_index / 10 AS
mag_abs, n FROM (

2 SELECT
3 floor((g_sdss_mag-i_sdss_mag) * 40) AS col_index,
4 floor((g_sdss_mag + 5 * log10(parallax) - 10) *

10) AS mag_abs_index,
5 count(*) AS n
6 FROM user_xxxx.gspc_plus
7 WHERE parallax_over_error > 5
8 GROUP BY col_index, mag_abs_index
9 ) AS subquery

On the other hand, the following query extracts some
parameters from gaiadr3.gaia_source and some from
gaiadr3.synthetic_photometry_gspc, taking all the rele-
vant GSPC quantities for the selected photometry, for a cone of
radius 1.0 deg centred on the globular cluster NGC 5139 (ω Cen-
tauri):

1 SELECT dr3.source_id, dr3.ra, dr3.dec, dr3.pmra, dr3
.pmra_error, dr3.pmdec, dr3.pmdec_error, dr3.
ruwe,

2 gspc.c_star, gspc.u_jkc_mag, gspc.u_jkc_flux,
3 gspc.u_jkc_flux_error, gspc.u_jkc_flag,
4 gspc.b_jkc_mag, gspc.b_jkc_flux,
5 gspc.b_jkc_flux_error, gspc.b_jkc_flag,
6 gspc.v_jkc_mag, gspc.v_jkc_flux,
7 gspc.v_jkc_flux_error, gspc.v_jkc_flag,
8 gspc.y_ps1_mag, gspc.y_ps1_flux,
9 gspc.y_ps1_flux_error, gspc.y_ps1_flag,

10 gspc.f606w_acswfc_mag, gspc.f606w_acswfc_flux,
11 gspc.f606w_acswfc_flux_error, gspc.f606w_acswfc_flag
12 FROM gaiadr3.gaia_source AS dr3
13 JOIN gaiadr3.synthetic_photometry_gspc AS gspc
14 ON dr3.source_id=gspc.source_id
15 WHERE

16 CONTAINS(
17 POINT(’ICRS’,dr3.ra,dr3.dec),
18 CIRCLE(
19 ’ICRS’,
20 COORD1(EPOCH_PROP_POS

(201.697,-47.479472,.1368,-3.2400,
21 -6.7300,234.2800,2000,2016.0)),
22 COORD2(EPOCH_PROP_POS

(201.697,-47.479472,.1368,-3.2400,
23 -6.7300,234.2800,2000,2016.0)),
24 1)
25 )=1

Appendix G: ∆ mag diagrams for standardised
systems

In this Appendix, we show the ∆mag distributions as a function
of G magnitude and BP-RP colour, before and after the standard-
isation process —as done in Fig. 6 and Fig. 9 for the SDSS and
JKC systems— for all the remaining standardised systems dis-
cussed in Sect. 2.2 and Sect. 4, including the JKC U and SDSS u
bands discussed in Sect.3.3. The reference sets of standard stars
adopted are described there. In all the figures, comparisons of
∆mag as a function of G magnitude are performed on the entire
reference sample, including G > 17.65 stars that are required to
model the hockey-stick effect, while those of ∆mag as a function
of GBP-GRP colour are limited to the subsample of stars with XP
spectra released in DR3 (see Sect. 2).

The ∆mag distributions for the standardised UV magnitudes
are presented in Fig. G.1 and Fig. G.2. Those for the PS1 system
are shown in Fig. G.3, with a focus on variable stars and high
|C?| stars in Fig. G.4. The cases of the standardised HUGS and
Strömgren magnitudes are illustrated in Fig. G.5 and Fig. G.6,
respectively.

The values of P50, P16, and P84 as a function of G magnitude
for the ∆mag distributions of stars of the reference samples with
XP spectra released in DR3, for the PS1, HUGS, and Strömgren
standardised magnitudes are listed in Tables G.1, G.2, and G.3,
respectively, in the same way as done for the SDSS and JKC
systems in Tables 1 and 2, respectively.
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Fig. G.1. Performance and standardisation of JKC U band XP synthetic magnitudes using the reference sample described in Sect. 3.2. Left set
of panels: ∆mag as a function of G magnitude for the entire sample using nominal XP synthetic magnitudes (left panel) and standardised XP
synthetic magnitudes (right panel). In each panel, the continuous red line connects the median ∆mag computed in 0.2 mag wide bins, the dashed
red lines connect the loci of the 15.87% (P16) and the 84.13% (P84) percentile computed in the same bins. The median (P50) and the difference
between P84 and P16, here used as a proxy for the standard deviation σ, for the entire sample are reported in the upper left panel of each panel.
Right set of panels: the same for ∆mag as a function of BP-RP colour, limited to the subsample of reference stars having XP spectra released in
DR3.

Fig. G.2. Performance and standardisation of SDSS u band XP synthetic magnitudes using the reference sample described in Sect. 3.1. The
arrangement of the plots and symbols are the same as Fig. G.1, above.

Table G.1. PS1 system: median (P50)) and 15.87% (P16) and 84.13% (P84) percentiles of the ∆mag distributions of Fig. 13. n? is the number of
sources in the considered bin.

G P50(∆g) P16 P84 P50(∆r) P16 P84 P50(∆i) P16 P84 P50(∆z) P16 P84 P50(∆y) P16 P84 n?
mag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag mmag
14.0 8.7 1.2 14.9 6.5 -0.1 12.0 2.7 -2.3 13.3 4.8 -3.2 9.9 -4.2 -10.8 2.4 40
14.4 6.6 -0.6 13.4 8.2 -0.0 16.1 3.8 -1.7 11.4 5.0 -2.5 12.7 -3.6 -11.8 7.1 138
14.8 2.6 -4.0 11.4 5.3 -1.0 12.8 4.1 -1.3 9.8 5.2 -1.3 13.2 -3.9 -14.5 6.6 308
15.2 1.7 -7.9 10.2 4.1 -4.1 11.8 3.3 -2.4 9.7 4.1 -2.6 11.5 -3.0 -14.7 7.6 584
15.6 -0.4 -10.1 8.4 2.2 -5.2 9.3 2.2 -4.4 8.1 3.5 -3.9 10.7 -2.2 -14.5 10.2 901
16.0 -0.7 -10.8 8.9 0.7 -6.8 8.5 0.8 -5.8 7.2 1.7 -5.5 9.6 -1.8 -14.9 13.4 1391
16.5 -1.9 -13.5 9.5 -1.2 -9.6 6.9 -0.7 -8.3 6.0 0.2 -8.1 8.2 -1.0 -16.4 14.9 2099
16.9 -2.2 -15.5 11.5 -2.9 -12.3 6.3 -2.4 -10.7 5.6 -1.0 -10.5 8.5 0.3 -17.6 20.4 3178
17.3 0.2 -16.0 18.3 -3.2 -14.6 7.2 -3.7 -12.9 5.2 -1.4 -11.8 9.1 2.9 -19.7 28.1 4509
17.7 2.6 -16.6 24.0 -2.9 -15.8 8.8 -3.9 -14.3 6.6 -2.2 -14.3 10.1 6.5 -21.1 35.8 2219

Table G.2. Standardised HST magnitudes: median (P50)), 15.87% (P16) and 84.13% (P84) percentiles of the ∆mag distributions of Fig. 14. n? is
the number of sources in the considered bin. F438W is from the WFC3/UVIS passbands set, F606W and F814W from the ACS/WFC set.

G P50(∆F438W) P16 P84 P50(∆F606W) P16 P84 P50(∆F814W) P16 P84 n?
mag mmag mmag mmag mmag mmag mmag mmag mmag mmag
11.4 18.2 -23.4 53.8 4.6 -2.6 91.1 10.0 -6.1 84.0 36
12.2 10.6 -22.2 50.8 4.7 -9.6 25.7 -1.0 -19.3 24.0 87
13.0 3.4 -17.3 36.3 0.4 -8.1 11.3 -3.5 -14.9 12.2 117
13.8 2.6 -18.9 30.9 -1.0 -9.4 8.6 -6.8 -16.0 6.9 142
14.5 2.6 -14.2 23.9 1.7 -7.8 11.1 -2.5 -19.0 12.6 118
15.3 -4.3 -20.6 14.6 1.4 -10.4 12.9 0.8 -16.5 14.3 132
16.1 -9.3 -28.6 6.8 -2.2 -13.8 11.0 -4.1 -20.0 13.1 109
16.9 -15.4 -36.8 13.1 -7.3 -15.6 4.7 -4.1 -27.1 11.7 145
17.7 -21.4 -43.9 14.1 -7.7 -23.8 3.5 -11.2 -39.5 12.1 67
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Fig. G.3. Performance and standardisation of PS1 griz bands XP synthetic magnitudes using the reference sample described in Sect. 3.4. The
arrangement of the plots and symbols are the same as Fig. G.1.

Fig. G.4. Example of the different distribution of C? in ∆mag in different passbands using the PS1 reference sample. We note that source with
high positive C? tend to have positive residuals in gPS 1 and negative residuals in rPS 1. Also, most of the outliers in both plots are accounted for by
sources with (relatively) large absolute C? values and by sources classified as variable (see also Fig. 8).
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Fig. G.5. Performance and standardisation of HST F438WWFC3/UVIS , F606WACS/WFC , and F814W ACS/WFC bands XP synthetic magnitudes using
the reference sample described in Sect. 3.5. The arrangement of the plots and symbols are the same as Fig. G.1, above.

Fig. G.6. Performance and standardisation of Stromgren vby XP synthetic magnitudes using the reference sample described in Sect. 4.1. The
arrangement of the plots and symbols are the same as Fig. G.1, above.
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Table G.3. Standardised Strömgren magnitudes: median (P50)) and 15.87% (P16) and 84.13% (P84) percentiles of the ∆mag distributions of
Fig. 15. n? is the number of sources in the considered bin.

G P50(∆v) P16 P84 P50(∆b) P16 P84 P50(∆y) P16 P84 n?
mag mmag mmag mmag mmag mmag mmag mmag mmag mmag
11.2 31.7 -9.1 67.3 15.3 -10.5 44.1 16.6 -5.1 40.1 67
11.6 18.6 -21.6 52.9 1.9 -23.2 27.9 2.7 -18.1 28.6 125
12.0 12.5 -22.8 43.4 5.4 -19.7 26.6 5.2 -16.6 23.3 177
12.5 8.7 -26.5 44.4 0.9 -22.1 27.6 2.0 -16.9 21.6 289
12.9 7.3 -29.5 35.7 -0.4 -21.2 23.1 1.6 -17.1 19.9 448
13.3 7.0 -29.3 39.0 1.1 -23.5 28.3 3.3 -17.8 21.2 596
13.7 -0.2 -39.5 30.5 1.6 -21.5 25.7 2.1 -18.4 20.0 882
14.1 -2.9 -40.5 27.3 -2.4 -24.3 22.9 -0.3 -20.6 19.8 1111
14.6 -6.1 -44.7 27.0 -2.2 -26.9 22.9 -1.8 -22.3 18.7 1419
15.0 -7.4 -48.6 25.7 -2.2 -28.4 26.0 -1.9 -23.2 19.1 981
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Appendix H: Reddening correction for C1
passbands

In this section, we provide the coefficients of the reddening curve
to correct magnitudes in the C1 system (Sect. 4.4) for interstellar

extinction. These are obtained by fitting polynomial functions
to suitable theoretical simulations. To perform these simulations
we used BTSettl library (Allard et al. 2013) retrieved from the
Spanish Virtual Observatory web server for theoretical spectra34.

Once the C1 photometry is simulated using BTSettl SEDs
as input, we fit some polynomial dependencies to derive the ab-
sorption in any X band as a function of the global absorption
in G–band, AG, the GBP − GRP colour, and considering also a
crossed term between both (see Eq. H.1).

AX

AG
= α+

4∑
i=1

βi · (GBP −GRP)i +

3∑
j=1

γ j ·A
j
G +δ · (GBP −GRP) ·AG.

(H.1)

Figures H.1 and H.3 show the obtained fitted laws for ev-
ery C1M medium and C1B broad passbands, respectively. The
coefficients obtained for all C1 passbands are included in Ta-
ble H.1. Although we produced the fitting using also extremely
red sources (brown dwarfs) present in the BTSettl library, we
recommend restricting the applicability of these relationships to
the intervals plotted in the figures (GBP −GRP < 5 mag). The
residuals obtained with these polynomials for every passband are
plotted in Figs. H.2 and H.4 for C1M and C1B, respectively.

34 http://svo2.cab.inta-csic.es/theory/newov2/
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Table H.1. Coefficients obtained when fitting Eq. H.1 to the passbands in the C1 system using the BTSettl SED library (Allard et al. 2013).

X α β1 β2 β3 β4 γ1 γ2 γ3 δ
AC1M326

AG
1.710 0.237 0.0131 -0.00325 0.000131 -0.0631 0.000303 -0.0000476 -0.000302

AC1M379
AG

1.533 0.257 0.00999 -0.00315 0.000134 -0.0736 -0.0000418 -0.0000625 0.00168
AC1M395

AG
1.492 0.249 0.00892 -0.00291 0.000124 -0.0716 0.000463 -0.0000892 0.00141

AC1M410
AG

1.442 0.241 0.00985 -0.00301 0.000127 -0.0686 -0.000266 -0.0000432 0.00158
AC1M467

AG
1.233 0.207 0.00768 -0.00251 0.000107 -0.0582 -0.000239 -0.0000369 0.00147

AC1M506
AG

1.117 0.0187 0.00745 -0.00229 0.0000981 -0.0550 0.000577 -0.0000748 0.000623
AC1M515

AG
1.089 0.183 0.00658 -0.00213 0.0000905 -0.0516 0.0000669 -0.0000440 0.000948

AC1M549
AG

1.009 0.169 0.00671 -0.00206 0.0000868 -0.0474 -0.000147 -0.0000277 0.000899
AC1M656

AG
0.825 0.139 0.00519 -0.00167 0.0000708 -0.0412 0.000448 -0.0000675 0.000898

AC1M716
AG

0.733 0.122 0.00438 -0.00143 0.0000614 -0.0363 0.000402 -0.0000608 0.000821
AC1M747

AG
0.683 0.114 0.00438 -0.00137 0.0000583 -0.0336 0.000407 -0.0000535 0.000515

AC1M825
AG

0.567 0.0953 0.00359 -0.00116 0.0000490 -0.0266 -0.000234 -0.00000838 0.000698
AC1M861

AG
0.523 0.0878 0.00310 -0.00105 0.0000449 -0.0264 0.000364 -0.0000513 0.000672

AC1M965
AG

0.433 0.0723 0.00259 -0.000885 0.0000380 -0.0218 0.000238 -0.0000400 0.000679
AC1B431

AG
1.367 0.183 0.0126 -0.00260 0.000101 -0.0486 0.00117 -0.0000154 -0.00372

AC1B556
AG

1.011 0.151 0.00628 -0.00167 0.0000678 -0.0423 0.00116 -0.0000564 -0.00157
AC1B655

AG
0.828 0.138 0.00458 -0.00166 0.0000711 -0.0393 -0.000192 -0.0000291 0.00138

AC1B768
AG

0.661 0.106 0.000155 -0.00101 0.0000480 -0.0306 -0.000148 -0.0000417 0.00226
AC1B916

AG
0.473 0.0789 0.00239 -0.000900 0.0000390 -0.0235 0.000268 -0.0000409 0.000657

Fig. H.1. Fitted relationships (in black) obtained for the simulated C1M photometry using the BTSettl library (coloured points as a function of
absorption in Gaia EDR3 G passband as derived by DPAC).
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Fig. H.2. Residuals obtained for the fitted relationships in Fig.H.1.

Fig. H.3. Same as Fig. H.1 but for C1B photometry.

Fig. H.4. Same as Fig. H.4 but for C1B photometry.
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Appendix I: Gaia-related acronyms

For convenience, we list all the Gaia-related acronyms used in
this paper in Table I.1.
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Table I.1. Gaia-related acronyms used in the paper. Each acronym is also defined at its first occurrence in the paper.

Acronym Description See
Apsis Astrophysical parameter inference system 4.4
BP Blue Photometer Sect. 1
CU(s) Calibration Unit Sect. 1
DPAC Data Processing and Analysis Consortium Sect. 1
ECS Externally Calibrated (XP) Spectra Sect. 1
ELS Emission Line Star 4.3
ESA European Space Agency Sect. 1
ESP-ELS DR3 module dealing with ELS 4.3
FoV(s) Field(s) of View Sect. 3.5
G, GBP, GBP Integrated Gaia magnitudes/fluxes Sect. 2.2
GCNS Gaia Nearby Stars Catalogue Sect. 4.4
GSPC Gaia Synthetic Photometry Catalogue Sect. 6.2
GSPC-WD Gaia Synthetic Photometry Catalogue for White Dwarfs Sect. 6.3
GSP-Phot DR3 module deriving astrophysical parameters from XP spectra Sect. 5
GSP-Spec DR3 module deriving astrophysical parameters from RVS spectra Sect. 5
LSF Line Spread Function Sect. 1
PVL Passband Validation Library Sect. B
RP Red Photometer Sect. 1
RVS Radial Velocity Spectrometer Sect. 5.1
SPSS Gaia Spectro Photometric Standard Stars Sect. 1
XP BP and RP (referred to spectra or photometry) Sect. 1
XPSP synthetic photometry from XP spectra Sect. 1
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